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Preface

This report presents DSN progress 1n flight project support, tracking and data acquisi-
tion (TDA) research and technology, network engineering, hardware and software imple-
mentation, and operations Each issue presents material in some, but not all, of the
following categories 1n the order indicated

Description of the DSN

Mission Support
Ongoing Planetary /Interplanetary Fhight Projects
Advanced Flight Projects

Radio Astronomy
Special Projects

Supporting Research and Technology
Tracking and Ground-Based Navigatton
Communications-Spacecraft/Ground
Station Control and Operations Technology
Network Control and Data Processing

Network and Facility Engineering and Implementation
Network
Network Operations Control Center
Ground Commumnications
Deep Space Stations
Quality Assurance

Operations
Network Operations
Network Operations Control Center
Ground Communications
Deep Space Stations

Program Planning
TDA Planning

In each 1ssue, the part entitled “Description of the DSN” descrnibes the functions and
factlities of the DSN and may report the current configuration of one of the seven DSN
systems (Tracking, Telemetry, Command, Monitor & Control, Test & Traing, Radio
Science, and Very Long Baseline Interferometry)

The work described 1n this report series 1s either performed or managed by the
Tracking and Data Acquisttion organization of JPL for NASA
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Network Functions and Facilities

N A Renzetti
Office of Tracking and Data Acquisition

The objectives, functions, and organization of the Deep Space Network are summar-
1zed, deep space station, ground communication, and network operations control capabil-

1ties are described

The Deep Space Network was established by the National
Aeronautics and Space Adminstration (NASA) Office of
Space Tracking and Data Systems and 1s under the system
management and technical direction of the Jet Propulsion
Laboratory (JPL) The network 1s designed for two-way com-
muntcations with unmanned spacecraft traveling approxi-
mately 16,000 km (10,000 miles) from Earth to the farthest
planets and to the edge of our solar system It has provided
tracking and data acqusition support for the following NASA
deep space exploration projects Ranger, Surveyor, Manner
Venus 1962, Mariner Mars 1964, Mariner Venus 1967, Mariner
Mars 1969, Maniner Mars 1971, and Marnner Venus-Mercury
1973, for which JPL has been responsible for the project
management, the development of the spacecraft, and the con-
duct of mission operations, Lunar Orbiter, for which the
Langley Research Center carried out the project management,
spacecraft development, and conduct of mission operations,
Pioneer, for which Ames Research Center carried out the

project management, spacecraft development, and conduct of
mission operations, and Apollo, for which the Lyndon B
Johnson Space Center was the project center and the Deep
Space Network supplemented the Manned Space Flight Net-
work, which was managed by the Goddard Space Flight Cen-
ter The network 1s currently providing tracking and data
acquisition support for Helios, a joint U S /West German pro-
ject, Viking, for which Langley Research Center provided the
Lander spacecraft and project management until May, 1978, at
which time project management and mussion operations were
transferred to JPL, and for which JPL provided the Orbiter
spacecraft, Voyager, for which JPL provides project manage-
ment, spacecraft development, and 1s conducting mission oper-
ations, and Pioneers, for which the Ames Research Center
provides project management, spacecraft development, and
conduct of mission operations The network 1s adding new
capability to meet the requirements of the Galileo mission to
Jupiter, for which JPL 1s providing the Orbiter spacecraft, and



the Ames Research Center the probe In addition, JPL will
carry out the project management and the conduct of mission
operations

The Deep Space Network (DSN) 1s one of two NASA
networks The other, the Spaceflight Tracking and Data Net-
work (STDN), 1s under the system management and technical
direction of the Goddard Space Flight Center (GSFC) Its
function 1s to support manned and unmanned Earth-orbiting
satellites The Deep Space Network supports lunar, planetary,
and interplanetary flight projects

From 1ts inception, NASA has had the objective of con-
ducting scientific investigations throughout the solar system It
was recognized that in order to meet this objective, significant
supporting research and advanced technology development
must be conducted 1n order to provide deep space telecom-
munications for science data return in a cost effective manner
Therefore, the Network 1s continually evolved to keep pace
with the state of the art of telecommunications and data
handling It was also recognized early that close coordination
would be needed between the requirements of the flight pro-
jects for data return and the capabilities needed in the Net-
work This close collaboration was effected by the appoint-
ment of a Tracking and Data Systems Manager as part of the
flight project team from the imitiation of the project to the
end of the mission By this process, requirements were 1denti-
fied early enough to provide funding and implementation in
time for use by the flight project 1n 1ts flight phase

As of July 1972, NASA undertook a change 1n the interface
between the Network and the flight projects Prior to that
time, since 1 Januvary 1964, in addition to consisting of the
Deep Space Stations and the Ground Communications Facil-
1ity, the Network had also included the mussion control and
computing facilities and provided the equipment in the mus-
sion support areas for the conduct of mission operations The
latter facilities were housed in a building at JPL known as the
Space Flight Operations Facility (SFOF) The interface change
was to accommodate a hardware interface between the sup-
port of the network operations control functions and those of
the mission control and computing functions This resulted 1n
the flight projects assuming the cognizance of the large
general-purpose digital computers which were used for both
network processing and mussion data processing They also
assumed cognizance of all of the equipment in the flight
operations facility for display and communications necessary
for the conduct of mussion operations The Network then
undertook the development of hardware and computer soft-
ware necessary to do 1ts network operations control and moni-
tor functions in separate computers A characteristic of the
new 1nterface 1s that the Network provides direct data flow to
and from the stations, namely, metric data, science and engi-

neering telemetry, and such network monitor data as are
useful to the flight project This 1s done via appropriate ground
communication equipment to mission operations centers,
wherever they may be

The principal deliveries to the users of the Network are
carried out by data system configurations as follows

(1) The DSN Tracking System generates radio metric data,
1e, angles, one- and two-way doppler and range, and
transmits raw data to Mission Control

(2) The DSN Telemetry System receives, decodes, records,
and retransmits engineering and sctentific data gener-
ated 1n the spacecraft to Mission Control

(3) The DSN Command System accepts spacecraft com-
mands from Mission Control and transmits the com-
mands via the Ground Communications Facility to a
Deep Space Station The commands are then radiated
to the spacecraft in order to itnitiate spacecraft func-
tions 1n flight

(4) The DSN Radio Science System generates radio science
data, 1e, the frequency and amphtude of spacecraft
transmutted signals affected by passage through media
such as the solar corona, planetary atmospheres, and
planetary nngs, and transmuts these data to Mission
Control

(5) The DSN Very Long Baseline Interferometry System
generates time and frequency data to synchromze the
clocks among the three Deep Space Communications
complexes It will generate universal time and polar
motion and relative Deep Space Station locations as
by-products of the primary data delivery function

The data system configurations supporting testing, training,
and network operations control functions are as follows

(1) The DSN Momtor and Control System instruments,
transmits, records, and displays those parameters of the
DSN necessary to verify configuration and validate the
Network It provides the tools necessary for Network
Operations personnel to control and momtor the Net-
work and interface with flight project mission control
personnel

(2) The DSN Test and Training System generates and con-
trols simulated data to support development, test,
training and fault isolation within the DSN It partici-
pates in mission simulation with flight projects



The capabihities needed to carry out the above functions
have evolved 1n the following technical areas

(1) The Deep Space Stations, which are distributed around
Earth and which, prior to 1964, formed part of the
Deep Space Instrumentation Facility The technology
involved 1n equipping these stations 1s strongly related
to the state of the art of telecommunications and
flight-ground design considerations, and 1s almost com-
pletely multimission in character

(2) The Ground Communications Faciity provides the
capability required for the transmussion, reception, and
monittoring of Earth-based, point-to-point communica-
tions between the stations and the Network Operations
Control Center at JPL, Pasadena, and to the JPL Mis-
ston Operations Centers Four communications disci-
plines are provided teletype, voice, high-speed, and
wideband The Ground Communications Facility uses
the capabilities provided by common carners through-
out the world, engineered 1nto an integrated system by
Goddard Space Flight Center, and controlled from the
communications Center located in the Space Fhght
Operations Facthity (Building 230) at JPL

The Network Operations Control Center 1s the functional
entity for centralized operational control of the Network and
interfaces with the users It has two separable functional
elements, namely, Network Operations Control and Network
Data Processing The functions of the Network Operations
Control are

(1) Control and coordmation of Network support to meet
commitments to Network users

(2) Utilization of the Network data processing computing
capability to generate all standards and lumits required
for Network operations

(3) Utilization of Network data processing computing
capability to analyze and validate the performance of
all Network systems

The personnel who carry out the above functions are
located 1n the Space Flight Operations Facility, where mussion
operations functions are carrted out by certain flight projects
Network personnel are directed by an Operations Control
Chief The functions of the Network Data Processing are

(1) Processing of data used by Network Operations Control
for control and analysis of the Network

(2) Display in the Network Operations Control Area of
data processed 1in the Network Data Processing Area

(3) Interface with communications circuits for mput to
and output from the Network Data Processing Area

(4) Data logging and production of the intermediate data
records

The personnel who carry out these functions are located
approximately 200 meters from the Space Flight Operations
Facility The equipment consists of minicomputers for real-
time data system monitoring, two XDS Sigma 5s, display,
magnetic tape recorders, and approprate interface equipment
with the ground data communications
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Viking Orbiter Completion Mission

R L Gillette
Deep Space Network Operations Section

This report covers Viking Spacecraft activities from 1 Apnl 1979 through 30 Novem-
ber 1979 and continues reporting on DSN Viking Tracking support for the same period

l. Viking Operation
A. Orbiters

The Viking Orbiter 1 (VO-1) spacecraft continued to
operate normally during this reporting perod, collecting and
returning to Earth weather data and high-resolution Mars
surface photos, as well as relaying to Earth data from the
Lander 2 (VL-2) spacecraft Approximately 300 Mars photos a
week have been returned to Earth during this reporting period
The Viking Orbiter 2 (VO-2) spacecraft ceased operation on
25 July 1978

B. Landers

The Viking Landers also continued to operate as expected
duning this reporting pertod All Lander 1 essential subsystems
are healthy as the spacecraft collects imaging and meteorology
data for weekly transmussion to Earth whenever a Deep Space
Station (DSS) 1s available All Lander 2 essential subsystems
are healthy, except for the transmutter which supports
transmussion of telemetry data directly to Earth All data from
Lander 2 are transmitted to Orbiter-1 and then relayed to
Earth using the Orbiter transmatter

Il. Viking Orbiter Completion Mission

On 6 November 1979, a Viking Mars Orbit Trim Maneuver
(MOT-20) officially termmated the Viking Survey Mission and

moved the Viking Project into a new phase of the Viking
Mission termed the Viking Orbiter Completion Mission The
Viking Orbiter Completion Mission (VOCM) 1s the fifth phase
of the Viking Mission following the primary mussion (termi-
nated 15 November 1976), the Extended Mission (terminated
31 May 1978), the Continuation Mission (terminated
25 March 1979) and the Viking Survey Mission (termunated
this reporting period, 6 November 1979) The Orbiter opera-
tions in the Completion Mission are currently scheduled to
terminate on 1 February 1980 However, a proposal 1s
currently being worked between the Viking Project and NASA
to continue support until the Orbiter runs out of attitude
control gas sometime 1n late 1980

The objective of the Orbiter Completion Mission 1s to
obtain moderate resolution photographic coverage of Martian
surface areas not previously photographed or inadequately
covered during the survey mussion

lll. Viking Lander Monitor Mission

On 6 November 1979, along with the start of the Orbiter
Completion Mission, the Lander 1 Spacecraft became a sepa-
rate mussion of its own, termed the Lander Monitor Mission
(LMM) The objectives of the Lander Monitor Mission are to
obtain S-band Ranging data from the surface of Mars
periodically over a long time span for the conduct of Radio



Science and to obtain meteorology and tmaging data from the
surface of Mars pertodically over a long time span to monitor
and disseminate information relative to any significant changes
with time

Throughout the Lander Momtor Mission, the Lander 1
Spacecraft will be 1n an automatic-mussion mode, operating
autonomously on the programs that have previously been
stored 1n the on-board computers Lander-1 will be repointing
its high-gain antenna and acquiring and storing 1maging
meteorology and engineering data frequently and will be ready
to transmut these data to Earth every 7 or 8 days in response
to a series of commands transmutted from a Deep Space
Station The Viking Lander 1 Spacecraft should be capable of
returning Mars data up through 1990

IV. Radio Science

The opportunity has arisen to make new radio occultation
measurements of Mars with Viking Orbiter 1 during the Viking
Completion Mission Geometrically, the spacecraft as viewed
from Earth 1s occulted by Mars every 24 hours for about
23 minutes Acqusition of data from occultation events in
November and December will provide new information on

seasonal atmospheric fluctuations at the 5km level, the
correlation of 1onospheric plasma temperature with solar
activity, and improved charactenization of several Martian
topographic features

Durning the period April 1979 through October 1979, the
only Radio Science activity has been the near-simultaneous
Lander-Orbiter Ranging Experiment

V. Network Support

Table 1 shows the DSN tracking support for the Viking
Mission from Aprl 1979 through November 1979 Tracking
support started increasing mn July, as expected, with the
resumption of science acquusition activity on the Orbiter 1
Spacecraft Prior to July, because of pressure from Voyager
and Pioneer for Network support, Orbiter 1 was placed 1n a
housekeeping mode with all science instruments powered off
at the end of the continuation Mission (25 March 1979) Since
August, there has been a continual decrease in the require-
ments for tracking support This 15 due to the reduction n
overall tracking time requuired to return science data to Earth
at the higher telemetry data rates made possible as Mars
approaches opposition on 26 February 1980

References

1 Gillette, R L, “Viking Extended Mission Support™, in The Deep Space Network
Progress Report 4246, pp 29-32, Jet Propulsion Laboratory, Pasadena, California,

August 15,1978

2 Gillette, R L, “Viking Extended Mission Support”, in The Deep Space Network
Progress Report 42-47, pp 15-20, Jet Propulsion Laboratory, Pasadena, Califorma,

October 15,1978

3 Gillette, R L, “Viking Continuation Mission Support”, in The Deep Space Network
Progress Report 4248, pp 7-11, Jet Propulsion Laboratory, Pasadena, California,

December 15, 1978

4 Gillette, R L, “Viking Continuation Mission Support”, in The Deep Space Network
Progress Report 42-51, pp 14-18, Jet Propulsion Laboratory, Pasadena, California,

June 15, 1979



Table 1 DSN Viking Mission tracking support

DSS 1979
Apr May Jun Jul Aug Sep Oct Nov
28 4 2 3 1 1 2
11 -
14b 31 11 17 6 3 11
2 2 2 1
12 - - - -
6 5 13 3
6 22 15 12 8
14 - — -
33 91 65 62 64
5 4 2 1 2
42 - - -
19 20 10 5 10
6 [3 1 1 1
43 - - -
31 40 5 1 6
1 1 4 3
44 - — -~ -
4 3 18 12
3 1 1
61 - - - - -
10 4 4
1 2 1
62 - — - — -
6 2 4
1 2 1 13 29 27 19 15
63
5 12 10 50 131 105 104 119
17 16 8 31 59 47 36 25
Total
81 82 48 150 252 191 187 194

3Number of tracks, the summatton of all Viking spacecraft tracked

PTrack time scheduled station support in hours
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Pioneer Mission Support

G M Rockwell
Deep Space Network Operations Section

This article reports on activities of DSN Operations in support of Pioneers 6 through
11 and Pioneer-Venus (Pioneer 12) for the period October 15 through December 15,

1979

l. Introduction

This article reports on the continuing Deep Space Network
support of Pioneer Mission Operations Included 1n this
article 1s information on the cruise phases of Pioneers 6-9,
Pioneer 10, post-encounter coverage of Pioneer 11, Pioneer 12
orbital operations, and other mission-related activities

Il. Mission Operations and Status
A. Pioneers 6 through 9

Durning this peniod, all Pioneer spacecraft 6 through 9
appear to be healthy and functioning nomnally Only Pio-
neer 9 was tracked durnng this period over DSS 14 (Goldstone,
Cahfornia) See Table 1 for tracking time A Pioneer 8 track
was scheduled, but was cancelled because the required 100-kW
transmutter (64-meter station) was not available during the
scheduled track time

B. Pioneer 10

The Pioneer 10 spacecraft continues on 1ts course out of
the solar system at an asymptote of 29 degrees above the
echiptic All onboard systems are functioning nomnally The
round-trip light time for Pioneer 10 at this time 1s approxi-
mately 5 hours, 24 minutes That would put Pioneer 10’s dis-
tance from Earth at 2,908,900,000 kilometers (1,807,900,000

mules) Tracking time for September and October 1s shown 1n
Table 1

C. Pioneer 11

Following 1ts Saturn encounter, the Pioneer 11 spacecraft
began 1ts trek out of the ecliptic at an asymptote four times
greater than that of Pioneer 10 (12 6 degrees) and in the
opposite direction of its sister ship As 1s the case with Pio-
neer 10, all systems aboard Pioneer 11 are performing nomi-
nally Table 1 shows total tracking time for September and
October

D. Pioneer 12

In order to not interfere with Pioneer 11 Saturn Encounter
Operations, the Pioneer-Venus Orbiter (Pioneer 12) was con-
figured for a minimum support activity period from 19 August
to 8 September 1979 Following this period, normal orbital
operations did commence and Radio Science data gathering
was remnstituted All occultation and periapsis activities have
occurred over the Australian facilities duning this reporting
period These activities are discussed later 1n thus article

On 11 October, a successful Static Phase Error (SPE) test
was performed on the spacecraft’s receiver 2, clearing up some
doubt as to 1ts condition



Also, during this period, a hugh-gain antenna (HGA) calibra-
tion was successfully performed on 17 October, over DSS 63
(Madnd, Spain) The overall tracking time for Pioneer 12 1s
shown 1nn Table 1

lll. Special Activities

Following Pioneer 11’s Saturn Encounter, the DSN began
to support the occultation activity of Pioneer 12 agamn on
9 September This began with 26-meter coverage at DSS 44
(Australia), and 64-meter coverage was reestablished on
5 October over DSS 43 (Australia)

There are three ongoing Radio Science Occultation
Experiments
(1) Radio Science Occultation I

(2) Radio Science Corona Turbulence

(3) Radio Science Occultation 11
All three were discussed in detail in Reference 1

The last hard occultation occurred on 9 December 1979,
but data collection in support of Radio Science requirements
will continue until 27 December 1979 The next penod of
hard occultation will begin in 1980

IV. Summary

At this writing, all Pioneer Spacecraft appear to be 1n a
healthy state with no apparent problems that would hinder
nominal operations The period of this report found all Pio-
neer Spacecraft in a cruise mode, with the exception of
Pioneer 12’s orbital activity Therefore, no real significant
events have occurred outside of normal operational support

Reference

1 Howe, T W, “Pioneer-Venus 1978 Mission Support,” 1 The Deep Space Network
Progress Report 42-51, pp 19-30, Jet Propulsion Laboratory, Pasadena, Califormia,

June 15, 1979



Table 1 Pioneer tracking coverage

Number

Month Pioneer Sttanc;n of T(r;sl:;ngmt ll:;e
yp tracks

September 69 26/34 m 0 00 00
64m (PN91 03 00

10 26/34 m 12 48 30

64 m 51 235 41

1 26/34 m 21 182 17

64 m 90 749 35

12 26/34 m 47 345 49

64 m 13 48 03

October 6-9 26/34 m 0 00 00
64 m 00 00

10 26/34 m 13 60 35

64 m 48 290 02

1 26/34 m 36 242 14

64 m 7 44 32

12 26/34 m 35 225 07

64 m 65 52348
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Radio Astronomy

R M Taylor
Deep Space Operations Section

This article reports on the actwities of the Deep Space Network in support of Radio
Astronomy operations duning the period September 1979 to December 1979

I. Introduction

The Deep Space Network 26 meter diameter and 64 meter
diameter antennas are used to support experiments in Radio
Astronomy

ll. Radio Astronomy Operations

During the period of this report, support for radio astron-
omy operations increased somewhat even though two 26
meter stations, one 1n Spain and one 1n Australia, were taken
out of service for upgrading to 34 meters and the addition of
X-band downlink capability

A. Support for NASA-Office of Space Sciences
Activities

Support for activities in this category continued at previous
levels except for the Southern Hemusphere Interferometer
experiment which requires two stations in Canberra, Australia
One of the two stations 1s temporarily not avaiable due to
the upgrade work mentioned above

Pulsar Rotation Constancy observations continue and the
latest version of the tumung and recording software from Spain
1s enroute to the Jet Propulsion Laboratory for pre-operational
testing at Goldstone, California

10

Planetary Radio Astronomy activities during this period
inctuded observations of Jupiter, Uranus, and the Saturn rings

Microwave Spectroscopy activity recently picked up with
five observations, producing a total of 37 hours support from
the 64 meter antenna at Goldstone during December

B. Support for Radio Astronomy Experiment
Selection Activities

The Radio Astronomy Experiment Selection Panel (RAES)
1s now chaired by Dr David S DeYoung, replacing Dr Bur-
bridge who resigned recently Dr DeYoung, a scientist with
the National Radio Astronomy Observatory, 1s involved in
research 1nto the orngin and evolution of extended extragalac-
tic radio sources, physics of galactic nucler and quasi-stellar
objects, evolution of dense stellar systems, solar flares, and
mterplanetary disturbances The other panel members are
Dr Bernard F Burke of the Massachusetts Institute of Tech-
nology, Dr W C Erickson of the University of Maryland,
Dr Yervant Terzian of Cornell University, Dr Barry Turner
of the National Radio Astronomy Observatory,Dr Marshall H
Cohen of the California Institute of Technology, and Dr
Richard M Goldstein of the Jet Propulsion Laboratory

Currently, twelve experiments have been approved by the
RAES Panel All of these experiments require the use of the



64 meter antennas plus the hydrogen maser frequency and
timing subsystem The one exception to this 1s the Quasar
Patrol experiment which can on occasion use a 26 meter
antenna when the 64 meter antenna 1s not available

Two experniments were supported dunng this period
RA 175  This experiment uses the Very Long Baseline
Interferometry capability of the Deep Space
Network 1n conjunction with other non-NASA

telescopes to observe the galactic object
1909+04, popularly known as SS433

RA 176  The 64 meter diameter antennas in Goldstone
and Spain provided nineteen hours each of sup-
port to this experiment observing the ‘“‘twin”
quast-stellar objects, 0957+561 A, B The
object of the observations, conducted simulta-
neously with non-NASA telescopes in Europe
and the US A, 1s to test the current “‘gravita-

tional lens” theory about the source

These observations were not successful due
to an error in precessed predicts generation and
further support has been requested

The early support of RA 175 by the 26 meter antenna at
Goldstone and the 64 meter antennas at Goldstone, Spain
and Australia resulted in the reduction of support require-
ments for the monitor phase — only the 26 meter at Goldstone
1s required for that phase

C. Support of Host Country Activities

1 Australa During this period, host country activity in
Australia has been almost exclusively Pulsar observations by
the 26 meter station in Canberra These observations are
currently bemg supported at the rate of approximately
10 hours per week

2 Spamn In Spamn the very long baseline interferometry

development activity was supported by both the 26 meter and
the 64 meter antennas

"
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Practical Limitations on Noiseless Optical
Channel Capacity

S A Butman, J Katz,andJ R Lesh

Communications Systems Research Section

Even n noiseless optical channels one must take into account the fact that the time
resolution available 1s finite An optimization scheme under the constraint of a given
mformation rate (in nats/second) and mimimum time slot resolution is presented It 1s
shown that system efficiencies in excess of 10’s of nats/photon will be extremely difficult
to achieve due to fundamental time resolution imitations

In a recent paper (Ref 1) some aspects of the optical
channel using an 1deal binary quantum detector are consid-
ered In particular, 1t was found that using a quantized PPM
modulation scheme, for example, the channel capacity in
nats/photon approaches nfinity m the noiseless case (except
for the unavoidable self-noise due to the Poisson statistics of
the photons themselves) However, the final units that are
relevant for a communicatton Iink design are nats/second The
purpose of this article 1s to show that due to physical hmita-
tions on the minimum time-resolution one can achieve, for any
given capacity in nats/seconds there 1s an opttmum point
which maximizes the capacity in terms of nats/photon, thus
minimizing the power requirement of the system

Basically there are three types of time resolution bounds

The first and ultimate lower bound comes from the quantum
mechanical uncertainty principle

AE+ AT>h (1

If the photon source 1s a laser, AE corresponds to the laser
transition hnewidth,1e , AT = 1/Ap where Av 1s the transition
linewidth (largest Av observed 1s about 1013, which corre-

12

sponds to AT ~ 0 1 picoseconds) In any case, 1t doesn’t make
much sense to consider for a photon of a certain wavelength (A
= 27 ¢/w) tume scales that are shorter than the reciprocal of 1ts
frequency) Thus, we have the bound

AT 2 (2)

€|~

It 1s true that we actually count photoelectrons, not pho-
tons, and the arrival times of the former can be determined
with practically arbitrary accuracy However, time accuracies
higher than the charactenstic time scales of the physical pro-
cesses associated with the photons (which are the actual infor-
mation carriers) are meaningless

A second, more practical bound comes from technological
limitations, erther due to the time response of the photon
emitter, photodetector, and electronic circuitry or due to
computational complexity The third type of hmutation comes
from the finite bandwidth of the optical filter

2
AT2 55— 3)

opt



This limit usually lies between the first two mentioned above

Now let us apply these limits to the optical communica-
tions problem A model for the channel 1s shown n Fig 1 We
have a Q-ary alphabet where each letter corresponds to a pulse
i a particular time slot out of the possible set of @ slots
Although not necessarily the obvious choice, this quantized
PPM scheme has the advantage of being an orthogonal signal-
ing 1 a channel without power and bandwidth constraints
Thus 1s also the scheme suggested in Ref 2

In any case it 15 clear that the best coding schemes call for
concentrating the power m time slots which are as short as
possible (1 e, performance 1s improved by increasing the peak
to average power ratio) The transition probability 1s given by

—NSAT
e=e @

Here N 1s the source intensity (in photons/second) and AT 1s
the time slot The capacity of the channel 1s

-N_AT
C = (l-e § ) In Q nats/channel use 5

s

In terms of nats/second we obtain

C S S
T T QAT

nats/second (6)

or equivalently

) -N AT nQ
~l"e ° g
Cp= AT 0 nats/second N

In terms of nats/photon we obtain

C C

C = s =7 (8)
Ph  number of photons per channel use N AT
or equivalently
-N AT
C _loe © In Q nats/phot o
ph N AT s/photon )

We will now calculate the channel performance in terms of
nats/photon under constraints of given mumimum time slot
(AT) and fixed channel throughput rate (in nats/second) In
this case N, = N(Q)

In Fig 2, results of C; vs Q@ are shown for throughput
rates of 104 and 106 nats/second Values of AT correspond to
the uncertainty principle AT = 10715 sec (= 1/w for A =18
um) and for current technological hmutations of AT =~ 1079
sec It 1s clearly seen that each curve has an optimum operating
point which mimimuzes the energy consumption of the system
(1e, a point where C,j, 1s maximum) For example, the Cp. =
10% nats/second pownt 1s Q0 =~ 2 103 At this pont Cph =65
nats/photon

Note also that with a huge improvement in AT six orders of
magnitude (from 1072 seconds to 10713 seconds) we get a
much smaller increase (a factor of two to three) in C,;, This
shows that pushing the technological hmuts (1 e, decreasing
AT) would not gain very much 1n terms of Con

It 1s important to note that for fixed C and AT, as we
change Q, N, (transmitter intensity) also changes, as can be
seen from Eq (7) For Q > Qopts Vy approaches infinity
Furthermore, the optimum operating point occurs for QAT =
10/Cy This imphes a PPM block interval (needed for compu-
tation of peak to average power ratio) of about 10 bats at all
Cr’s
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Estimating the Angular Position of a Moving Deep Space
Vehicle Using Two Rotating Tracking Stations

H H Tan

Communications Systems Research Section

The problem of eshmating the angular position of a deep space vehicle moving at a
constant velocity using two rotating tracking stations 1s considered This article reports on
an 1mtial phase of analytical studies on the optimal attainable estimation performance
and associated recewver design Parametnc dependence of the optimum attainable

estimation performance 1s also studied

. Introduction

Consider the situation 1n Fig 1 where at a reference time
t = 0 there 1s a vehicle at pomnt ¥ and two stations at ponts S,
and S, relative to Earth geocenter 0 The vehicle 1s assumed to
be at a distance d, from the geocenter 0 at time £ =0 It 1s also
assumed to be moving at a constant velocity v relative to
geocenter 0 for all time mn a direction which 1s at an angle «
with respect to OV The stations are both assumed to be
rotating at a constant angular velocity w about 0 At time
¢t =0, station S| 1s at an angle €, and the vehicle at an angle v,
with respect to a star reference The angle between the stations
18 denoted by n and the distances of the stations from
geocenter by R, and R, as indicated n Fig 1

We assume that the vehicle 1s continuously transmutting a
signal s(¢) Each station receives an additive noise-corrupted
version of this transmutted signal The received waveforms
from both stations over a given time 1nterval are then used to
estimate the unknown vehicle angle v, Ths article considers
this estimation problem based on the assumptions that d, v,

@, 1, w, and €, are known These assumptions are made so
that the effect of the rotating stations and the moving target
on angular position estimation can be studied Future studies
will take into account imprecise knowledge of these
parameters

The estimation problem 1s defined in Section II below along
with a discussion of the minimum attamable mean square
estimation error performance Smce we could not determine
the optimal estimator, a suboptimal estimator 1s denved in
Section IIl The performance of this suboptimal estimator 1s
exammed relative to the optimal attainable performance
denived 1n Section II In Section IV we examine the depend-
ence of the optimal attainable performance on angular
position, station rotation, station distance from geocenter and
observation time duration The specific case of a sinusoidal
ranging signal 1s considered and numerical computations of the
optimum attainable angular estimation accuracy are performed
for several parameter values Conclusions are given I
Section V
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II. The Estimation Problem

Let us first denve the equations for the received waveforms
at each station The vehicle 1s assumed to continuously
transmt a signal s(f) The received waveform at station S, 1s
assumed to be

», O =slt- 6, (t,7)] +n,(2) 1)

where n,(f) 15 additive white Gausstan noise with power
spectral density N, and ¢, (¢, v,) 15 effectively the signal
delay time Similarly, the recerved waveform at station S, 1s
assumed to be

Y, = slt - 6,0t 7)1 +ny (1) @

where n,(r) 15 additive white Gaussian noise with power
spectral density NV, and ¢,(t, 7,) 1s the signal delay time to
station S, The signal delay times ¢, (¢, v,) and ¢,(z, v,) are
both determmustic functions of the unknown vehicle angle v,

We assume that v, n,(#) and n,(¢) are mutually statistically
mdependent In Appendix A, the geometry of Fig 1 1s used to
denve the following expressions for ¢, and ¢, (c = velocity of

hight)
6,t7,) = [1- /01" [ (ve)*t - (v cos a)/c?

+ ¥R, cos(y, to- €~ wt)/c?]

0
+411- 0/e)?17% [t + (vd,, cos @)/c?

e - 232
- ¥R, cos (v, + o~ €, - wi)lc”]

+[1- @fP]" (@2 +R? - 2R d, cos (7,

- ey )l - 21} ©)
0,(t:79) = (L= (/)Y [ (o)t - v cos 0)c®

+VR, cos(y, ta €, -n- wr)fc?]

+{(1- (4/)>) " [t + (vd cos a)fc?

- 1R, 005 (1, +a- €y - - wifc?]’

+(1- 0fe)®) ! [(@ +R? - 2R,d, cos

-y - €~ n- wrpier - 21} @
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The recerver’s function 1s to estimate -y, based on observa-
tions (v,(), y,(¢)),~ T, < t<T,, with a goal of minimizing
the mean square estimation error The nunimum mean square
error (MMSE) estimator 1s the conditional mean estimator
when the prior distribution of 7y, 1s known In this case, the
conditional mean estimator 1s nonlinear Moreover, 1t appears
that the problem of determuning explicit estimator equations 1s
not tractable An approach to overcome this problem 1s to
derive suboptimum receivers that can be implemented instead
In the next section of this paper we consider one method of
obtaining a suboptimal recerver by using an extended Kalman
filter estimation approach Thus approach results 1n a relatively
simple receiver structure

It 1s also of interest to determine the optimum mean square
estimation error so that the performance of suboptimal
recetvers can be evaluated Of course, the minimum attainable
mean square estimation error 1s of interest by itself Unfortun-
ately, 1t appears 1n this case that the problem of determuning
this optimum performance value 1s also not tractable How-
ever, 1t is possible to obtain lower bounds (Refs 1-3) on the
mmimum mean square estimation error The Cramer-Rao
lower bound (Ref 1, p 275) appears to be the most tractable
to use In the case when Yo 18 an unknown but nonrandom
parameter, the Cramer-Rao lower bound on the mean square
estimation error of any unbiased estimator :Y\o 1s given by
(Ref 1,p 275)

ACAREA

2 "2 30,7, \
> |20 @In) j sz(r—¢,(t,vo))('a—°) dt

=1 T, Yo

-1

&)

where s(f) = ds(r)/dt In the case when 7y, 1s a random
parameter with known density p(y,), the Cramer-Rao lower
bound on the mean square estimation error of any estimator
¥, 1s gven by (Ref 1,p 275)

E[F, = 7,)°]

2 T2
><E[D QIN) [ s2(t- ¢, (t7,))
=1 -T

1

(a¢,(r,7o> )’ 8% 1np(y,)
—— ) a]- —— (6)



where the expectation 1n the right hand side of Eq (6) 1s with
respect to the prior distribution of y, For a normal vy, with
variance o ,Eq (6) reduces to

AR N

3
o, 70)) 0

0

2
> {E > (2/N,)J s*(t- ¢>(t70))(
1=1

-7,

-1
+ l/ai] ; @)

These lower bounds will be used in the remainder of thus
article to estimate the performance of the suboptimal esti-
mator as well as the optimum theoretically attamable
performance

§i. The Estimator

Consider the problem of estimating y, m the following
equivalent state variable formulation Let (r) be a varnable
state satisfying

1) =
®)
YT = 7,

Then () = 7y,, the parameter to be estimated, for all ¢
Rewrite Eqs (1) and (2) as

y,® st - ¢,&v(@) +n ()
) = = ©
V,(0) st = ¢,(E 1) + ny (1)

So the equivalent problem 1s to estimate y(7,) based on
observations of y(¢) n the mnterval [-T, T, ]

As we noted previously, the problem of determining the
MMSE estimator 1s not tractable An alternative 1s to derive a
suboptimal estimator that approximates the MMSE estimator
Another alternative 1s to abandon the MMSE cniterion and to
seek estimators based on the maximum likelthood (ML) or
maximum a posteriort (MAP) criterion However, 1t can be
shown (Refs 1,4) that the optimum ML or MAP estimators
are also not practically implementable Hence, developing
estimators using the ML or MAP criterion will also require

consideration of suboptimal estimators Since the ultimate
performance measure of mterest 1s still mean square error, 1t
appears more appropriate to seek approximations of the
MMSE estimator

There are numerous ways (Refs 4, 5) of determining such
suboptimal estimators Our approach will be to adopt one
version (Ref 4, p 267) of the extended Kalman filter
algorithm This version 1s the Kalman filter operating on a
linearization of the observation equations (9) about the state
estimate The reason for adopting thus approach over others 1s
1ts relative simplicity In the nonhinear estimation folklore, the
extended Kalman filter 1s regarded as bemng capable of
performing as well as other suboptimal schemes m most
problems So there 1s a prior1 no reason to believe that
constraiming our approach to the extended Kalman filter 1s
overly restrictive

Let 4(¢) denote the extended Kalman filter estimate of v(¢)
Then a straightforward application of the equations of Ref 4,
(p 267) shows that §(¢) satisfies

O - _pyy Z (UN) [y, (0)- st - 9 LA
¢( ,7( )
s- @A) — < (10)
(7))
dp(t) = - P*(¢) Z(I/N) [S(t- ¢ (2.7(2))) ——]

=1

(11)
with 1nit1al conditions

¥-T,) =7, (12)

P(-T,) = o:O (13)

where 7y, and ofy are the prior mean and variance respectively
0
of 74 (We shall denote

39,(1,7,) . 3¢, [+,7(")]
NACAIAL 1 y D

37, R oy
Y=Y (D)
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for ssmplicity) Also,1n Eqs (10), and (11), P(¢) represents an
approximation of the conditional variance of (r) The
solution of Eq (11) can easily be shown to be

t

2
> (N) [s (- $(17(1))

T1 =1

a¢,(r§(r))] 2 }'l
—_— dar
Y

Rewnting Eq (10) as an integral equation gives

P(t) = {1/030 +

(14

Tl =1

t 2
0 =7, - f PO 3 ) [0+ 5 64,630

29, (r,?(f))J
— | dr

= (15)

: [s (- ¢, (AN

Thus, Eqs (14) and (15) give the estimator structure with
¥(T,), the desired estimate of Yo The only prior statistical
knowledge of v, required 1s its mean and variance A block
diagram of the implementation of the estimator 1s given m
Fig 3 The expression for 3¢, [z, ¥(£)] /87 1s given in Eqs (B-2)
and (B-3) of Appendix B These waveforms are implemented
in the recewver of Fig 3 by adjusting the ¥(r) phase contribu-
tions 1n the sinusoidal terms given in Eqs (B-2) and (B-3) The
structure of the estimator 18 somewhat silar to the MAP
estimator with normal prior distribution for v, (Ref 1, p
453) One substantial difference of the estimator here with the
MAP estimator 1s that the gain term P(7) in the ntegral in
Eq (15) 1s replaced by 2027 in the MAP estimator This 1s
because the gain 1s updated to account for the change in the a
posteriori variance of vy, based on the observations Thus 1s not
performed m the MAP estimator

In Egs (14) and (15), ¢,(¢, v) 1s gven by Eq (3) and
d¢,(t,v)/dy by Eqs (B-2) and (B-3) in Appendix B Further
stmplification of Eqs (14) and (15) can result from using the
simpler approximations in Eqs (24) to (27) given 1n section IV
for ¢, and 3¢,/0y Simplfication of the basic estimator
structure depicted in Fig 3 apparently cannot be done
without specific assumptions on the signal structure

The performance of this algorithm unfortunately cannot be
determined analytically In evaluating extended Kalman filters,
P(¢) 1s often regarded as a measure of the mean square error
However, care must be taken to adopt this conclusion since

18

P(¢) 1s only an approximation to the conditional varniance of
¥() (Refs 4,5) Moreover, P(t) depends on the observations
and so cannot be determined other than from simulation runs
of the filter In spite of these pitfalls, let us examne Eq (14)
to obtain a heuristic estimate of the best possible performance
of the estimator

Assume that the estimator 1s performung well Thus, Y(¢)
will be close to y(f) = v, Assume also that P(T,) 1s a good
approximation of the mean square estimation error Then,
from Eq (14) we have

P(T,) =

2 Ty 30 (L3eN\? |
3 (1N / s? (¢ - ¢ (T) dt
=1

—

¢ (t4(t 2 !
) ( ))) \
0

2 T2
1+ 3 (I/N,)/ s (t- ¢,(t7(0)) T
=1 -T

| 1

2 T, 96 (£ 2 N
< §(1/N,) l_ ] s? (1~ ¢,(2.3()) (%) dt

1
(16)

Let 7, be the true value of the unknown angle So, 1f ¥(r) =
Yo» replacing ¥(f) by v, m Eq (16) shows that the upper
bound on P(T,) 1s roughly twice the Cramer-Rao lower bound
(Eq (5)) on the optimum mean square error Thus from the
above heuristic point of view, the best possible performance of
the estimator 1s roughly within a factor of 2 from the
Cramer-Rao lower bound of Eq (5)

IV. Optimum Theoretically Attainable
Estimation Performance

As we noted previously the Cramer-Rao lower bound gives
a lower bound on the optimum attainable angle mean square
estimation error In this section we shall examme the
Cramer-Rao lower bound 1n a special case In particular, we
shall assume the following set of parameters

d, = 8X 108 km
R =R, = 65X 10% km
(17
v = 10 km/sec
T1 =T2 = 30 mmn



This set of parameters 1s consistent with the distances
encountered in a Jupiter mission We assume in addition that
N, =N, for smplicity We shall first analyze the effects of the
relative angular positions and the rotation of the Earth on the
Cramer-Rao lower bound (Eq (5)) Ths, then, gives the
dependence of the optimum attainable performance on these
effects

We first consider the effect of the angular positions v, €,
and n gwven in Fig 1 Since the problem of estimating v, 15
nonlinear, the mimmum attainable estimation error would
generally depend on vy, Consider first the case when w =v =0
for insight into this dependence Using the parameters in
Eq (17) we have from Egs (3) and (4) that

6,(8,%,)

= {d; +RY - 2d R, cos (v, - eo)] 1/7c

R

[(dg +R§)‘/2/c;] [1 - (R,d,/(d? + R?)) cos (, - eo)]

(18)
o, (t7,)
= [dg +R§ - 2d R, cos(y, - €, - n):| 170
= [(dg+R§)1/2/c] [1 - (R,d, /(d? +R2))
cos (v, ~ €5~ n)] (19)
SO
98,(t, 7,)
TOO = [Rldo/c (d(z) +R21’)1/2] sin (7, - €)  (20)
99, (2, 7,)
ZBTOO = [deo/c (d> +R§)l/2] sin (v, - €,- 1) (21)

Since [Rd fe(d5 + R*)'?] =217 X 1072, ¢(t, v,) 15
relatively independent of y, Thus an approximation of the
Cramer-Rao lower bound (Eq (5)) in the case when w=v=0
18

E [(’Y\o - 70)2]

N 2R?d? ]Tz . ( (dg+R§)”2)
Z | — s t- —————
N,c*(d}+R?) ¢

_Tl

252
2R3d;

2,42 2
Nyc*(d? +R?)

T2 (dg +R§)1/2 -1
s? \t- ———] sin? (Yo~ €~ n)dt

Cc
Tl

sin? (v, = €pdr +

(22)

Hence under the assumption that R, =R, and N, = N,, Eq
(23) depends inversely on

(@) = sin? 6 +sn?(6-n) = 1- cosncos (26 - )
(23)

where § = v, - €, Note that f(§) 1s symmetric about § = /2,
which corresponds to when the vehicle 1s halfway between the
two stations (see Fig 1) When 0 <n < 90°, f(§) ncreases as &
deviates from n/2, or when the vehicle moves toward either
station from the midpomnt So, when 0 <1 <90°, the worst
performance 1s when the vehicle 1s exactly haifway between
the two stations This is shown i Fig 4 When 7> 90°, the
converse 1s true and the best performance 1s when the vehicle
1s exactly halfway between the two stations Since f(6) 1s
independent of § when n = 90°, this 1s the best value of n from
the viewpomnt of umformity of performance over a range of
Yo An exammation of Eq (23) shows that for 80° < n<
100°, the vanation of performance 1s less than 20% for § from
Oton

The above considerations are when w =v =0 Let us now
constder when w # 0 and v#0 In Appendix B, 1t 1s shown
that approximate expressions for ¢, ?,, a¢1/ayo and
a9, /3y, are

¢,(1,7y)

vd0 Ccos &

2\1 2
= ()| e

2 2 2

2 2\1/2
+(d0+Rl> ) vd ) cos &
ct-v

c2-v
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RldO
- - €, - wt 24
(@ R @ B T T 0

2 va’0 cosa

2\ ~1
~ - (l - (?‘) ) (?) * [(d(Z) +R§) (02 - V:")]l/2

t

. (dg +R§ )1/2 } vd, cos

2 2 2

cT -y C’Z‘V

R2d0
- cos (v, - €,- n- wt) (25)
[(@+R) (-0 O

3¢,(t,7,)
670
Rld0

= (@ R 2 - NG sin (7, = €, ~ wi)

2 2\"1/2
RGN O A T
2_.2 2_ .2 (c)

[ (S

*sin(y, - €, ta- wh) (26)
30, (t,7,)
670
R,d,
= sm('yo-eo-n—wt)

@R -

2 2\"1/2 _
vR2 d0+R2 p\2 1
- 1- -(2) ) ¢
2 _ .2 2_.2 c

c -y

csn (v, - €y ta-n- wih) (27)

In Eq (26), the factor in front of sin (y, - €, + @~ w) 1s of
the order 1077 while the factor in front of sin (v, - €, - wr)

20

1s of the order 10~2 Hence, the second term in Eq (26) can
be neglected except when sin (v, - €, + & - wt) 15 sufficiently
larger than sin (v, - €, - wt) In an extreme case when v, -
€, = 0° and a = 90°, the first term in Eq (26) 1s zero at t =0
However, as t deviates sufficiently from 0, the first term wall
again dominate the second term For example, if [¢[ = 10 sec,
the first term 1s 10 times the second in Eq (26) So, i
mstances when the observation time interval 7| + T, 1s much
larger than 10 sec, the contribution of the second term n Eq
(26) to the Cramer-Rao lower bound will be negligibly small
The same conclusion can be drawn for the second term 1in Eq
(29) Hence, neglecting these terms results in the following
approximation to the Cramer-Rao lower bound (Eq (5))

2 72
EIGR. -v.)*] > ,—_iRL
¢ N, (- v?)(d2 +RY)

T2
j $2 (1~ ¢,(67,))
-T

1

sin? (v~ €y~ wh)dt

2 52
2‘RZdO

+
2_ .2y (g2 4 P2
N,(c® -v*)(dy +R3)

T2
f 2 (t- ¢,(t7,))
-T

1
sin? (vg = €g~m- whdt (28)

where ¢ and ¢, are given by Egs (24) and (25) respectively

Let us now compare Eq (28) with Eq (22) when w =v=0
From Eqgs (24) and (25) 1t can be seen that the dependence of
¢, and ¢, on v, 1s small We may assume that ¢, and ¢, are
both essentially independent of y, in Eq (28) So from the
viewpoint of dependence on 7, the essential difference in the
structure of Eq (28) to the structure of Eq (22) 1s the sin?
(79 ~ €0 ~w?) and sin? (y, - €, -~ n - wt) factors in the inte-
grands m Eq (28) versus the corresponding sin? (7, - €,) and
sin? (y, - €, - n) factors m Eq (22) Although the earth
rotational angular velocity w =7 27 X 103 rad/sec, for r = 30
mimnutes wr = 75° Hence this difference 1s certanly not



neghgible This pomnts out a significant contribution to the
estimation performance due to the rotation of the stations

To assess the dependence of Eq (28) on the angular
position 7y, we assume that ¢, and ¢, are essentially
independent of vy, in Eq (28) Under the assumption that
N, =N, and R, = R,, the mtegrand m Eq (28) 1s directly
proportional to

sin? (Yg—€p~ Wit sin? (vg~€q 1~ wi)

= 1-cosncos [2(y, - €, - wit) - n] (29)

Comparing Eq (29) to Eq (23), we see that to a first order
approximation, the conclusions regarding the dependence of
performance on angular position v, -~ €, in the case w=v =0
still hold here In particular, 1t 1s clear from Eq (29) that from
a viewpomt of umformity of performance over a range of Yo
angular positions near n = 90° are desirable

Let us consider next the effect of varying the parameters
R, and R, on the optimum attainable estimation perfor-
mance Recall that R, and R2 are the distances from the
stations to geocenter In Eq (17), the values of R, and R, are
for ground-based stations The other case of interest ts when
the two stations are 1n geostationary orbit with R, = R, We
shall consider an orbital radius of up to 10° km Hence we
need to examine the dependence of Eq (5) on R, =R, fora
range of these parameters from 6 5 X 103 km to 10° km We
still take do’ the distance of the vehicle to geocenter, to be as
in Eq (17) Hence d, 1s still much larger than R| and R, In
this case, an examination of the derivation in Appendix B
shows that we can still use the approximation in Eq (28) to
Eq (5) with the expressions m Egs (24) and (25) for ¢, and
¢,, respectively Since dj 1s much larger than R, = R,, an
exammation of Eqs (24), (25) and (28) shows that the
Cramer-Rao lower bound s proportional to l/Rf = 1/R§ In
other words, the root mean square estimation error 1s directly
proportional to 1/R = 1/R, Increasing, R, =R, from 65 X
103 km to 10° km will decrease the optlmum root mean
square estimation error by two orders of magnitude

Finally, let us consider the effect of varying the observation
duration T + T, on the optimum attanable estimation
performance We assume that T'| + T, 1s large compared to 10
seconds and that the other parameters are given asn Eq (17)
Then Eq (28) 1s again a vahd approximation of Eq (5) with
¢, and ¢, approximated by Eqs (24) and (25), respectively
We also assume that the frequency of the ranging signal s(¢) 1s
much higher than 1/(T, + T,) and also much higher than
w(27 (w = rotational angular velocity of the stations) It 1s still
difficult to assess the dependence of Eq (28)on T, and T, 1n

general because of the sin? ('y0 T €y wt) and sin? (Yo~ €5
1N - wt) terms 1n the integrals in Eq (28) These terms change
the value of the integrands as Tl and T, are varied To a first
order approximation 1t appears that the right-hand side of Eq
(28) 1s 1nversely proportional to

2 _ _ _ 2 -
(T1+T2) [sin (70 € wT,)- sin (70 €, twT))

+ s (vg €~ n-wTy)- sin? (g~ €Mt wT))]

= (T, +T,) {2 - cos 7 cos [2(v, - €, - wT,)- )]

- cosn cos [2y, - €, + wT,) - 1] }

In the case when n = 90°, Eq (30) reduces to AT, + T,
Thus, when = 90°, the optimum attainable root mean square
error performance 1s approximately inversely proportional to

VT +T,)

Finally, we consider a specific ranging signal s(¢) and
perform numerical computations of the Cramer-Rao lower
bound

Example

Consider a sinusoidal ranging signal of frequency f, Hz
That 1s,

s(t) = \/_2—8 cos (2nf,1)

We assume that for 1 = 1, 2, the demodulated ranging signal
power to noise spectral density ratio 1s

S - 10dB

N
14

This signal-to-noise ratio 1s consistent with X-band carrier,
20-dB vehicle antennae gain, 53-dB station antenna gains,
recewver noise temperatures of 50°K, 20 W vehicle transmutted
power and a 3-dB modulation loss We also assume that

d, = 8X 10® km
v = 10 km/sec
R =R, = 65X 10%km

21



These parameters are consistent with that encountered 1n a
Jupiter mussion with ground-based stations We also assume
that T\ =T, Numerncal Monte Carlo integration was used to
compute the value of the Cramer-Rao lower bound for vanous
values of signal frequency f, and observation time duration T,
+ T, The numerical computations are within a 1% accuracy
These numerical results are summarized in Tables 1 and 2
below The hsted angle estimation accuracies in these tables

are the square root of the Cramer-Rao lower bound

Table 1 shows that the optimum angle estimation accuracy
1s inversely proportional to the frequency of the sinusoidal
ranging signal  Although this particular relation between
estimation accuracy and signal frequency does not hold in
general, 1t can be easily seen from Eq (5) that signals of higher
frequency give a smaller Cramer-Rao lower bound Also note
that Table 2 shows that the estimation accuracy 1s approxi-
mately inversely proportional to T, + T,, as we would expect,
since 0 = 90°

We note that the above angle estimation accuracy was
obtained using the Cramer-Rao lower bound, Eq (5), which 1s
vahid when vy, 1s an unknown but nonrandom parameter
Suppose instead that vy, 1s a random parameter and can a
prior1 be assumed to be normally distributed Then the
relevant lower bound on mean square estimation error 1s
Eq (7) We claun that 1if the a prior variance of 7, 1s much
larger than the lower bound Eq (5), then the above estimation
accuracy calculation 1s still valid This follows because Eq (5)

1s essentially independent of Yo I this case since = 90°
Hence, the expectation term m Eq (7) 1s 1/(lower bound

Eq (5))

V. Conclusion

This work has constdered the problem of estimating the
angular position of a moving vehicle using two rotating
stations The optimum attainable angle mean square estima-
tion error was derived along with an i1mplementable sub-
optimal estimation algorithm A situation comparable to that
encountered in a Jupiter mission was further analyzed In this
sttuation 1t was shown that the optimum angle between the
two stations from a viewpont of uniformuty of estimation
performance 1s 90° It was also shown that the optimum
attainable estimation accuracy varies inversely with the dis-
tance of the stations from geocenter and approximately
mversely with the square root of the observation time
duration The optimum attainable angular estimation accuracy
was numerically computed for a sinusoidal ranging signal
These computations show that the optimum attainable estima-
tion accuracy 1s 002 prad for a 2MHz signal and an
observation time of one hour

This work has only considered the problem of estimating
one angle with the range, velocity and other angles of the
vehicle known Further work should be done to include some
or all of these parameters as parameters to be estimated along
with the angle considered 1n this work
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Table 1 Estimation accuracy vs signal frequency

Signal frequency Opttmum angle
fe estimation accuracy
2 MHz 0 018 urad
S MHz 0 0072 prad
10 MHz 0 0036 urad
20 MHz 0 0018 urad

Table 2 Estimation accuracy vs observation time

Observation time Optimum angle
duration (T1 +T,) estimation accuracy
10 min 0 046 urad
30 min 0 026 urad
60 min 0 018 urad

90 min 0 01S urad
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Appendix A

Derivation of Expressions for ¢, and ¢,

It follows from Eqs (1) and (2) that the signal value
recetved at station S, at time 7 1s the signal value transmutted
by the vehicle at time ¢ - ¢I(t,'yo) for1 =12 Define

(D) = t-¢(ty,), 1 =12 (A-D)

For time instants , and t] let

rl(t,,t]) = distance between the vehicle at time 7, and
station S, at time t,

r2(t',tl) = distance between the vehicle at time ¢, and
station S, at time t,

It 1s then clear from Egs (1), (2) and (A-1) that

r lr (0]
6(e7) = L2 (A2)
or equivalently,
r, [r,(6),1]
() =t-———— (A-3)

c

for 1 = 1,2 Hence 1f Eq (A-3) can be solved for 7,(¢), then
¢,(t,'yo) may be obtained using Eq (A-1) In order to
accomplish this we must first obtain expressions for r, (tz't;)
and r2(tl,tl) Since 7,(¢) <t 1n (A-3), we are interested 1n the
cases 0 <7, <t, 1, <0<t and ¢, <¢, <O only n determining
these expressions Constder first the case when t, <¢, <0 as
given n Fig 2 Also we shall assume that 0 <a <180 1n Fig
2 Let

d(t') = distance between the vehicle and Earth geocenter
at tume Z,

6(z) = relative angle at geocenter between the vehicle
positions at t =0 and £ = ¢,

From the geometry of Fig 2 we can write the following
relations

d*(t) = v'2 +d5 +2d vt cosa (A4)

d(tl) - (vtl)

sina  sin (z,)

(A-5)

2 - 2 2 _
rl(t',t,) =di(t)+R]-2Rd ()

cos [1, - €y~ wt, - 6(z)] (A-6)
ry(tpt) = dy(t)+ R} - 2R,d (1)
cos [n+e, =7, +0(z)+ wtl] (A7)
Next, using Eqs (A4) and (A-5) we get
cos 6 (t) = [1-sin?6(z)] 172
d, tvt cosa
= (A-8)

d(t‘)

Now, substitution of Eqs (A-5) and A-8) into Eqs (A-6) and
(A-7) yield the following expressions for rf(tl, tl) and ri(t‘, t/)

ri(t,t) = d*(1)+ R} - 2R d cos (v, - €, - wt)

- 2R vt cos(atv,-e - wt’) (A-9)

2 = 2 2 _ -
r2(t',t]) = d*(t)+R;-2R,d cos(ntey— v, + wt])

- 2R vt cos(a-n- €yt 7y, - wtl) (A9)

So, Eqs (A-4), (A-8) and (A-9) define rf(t,,t]) and rj(tl,t ) for
the case 1, <t, <O0and 0 < a < 180° Arguments smn{ar to
the above can be used to establish Eqs (A4), (A-8) and (A-9)
when 0 < <t ort <0<t and also when 180° <a <
360° Hence, we may conclude that these equations hold for
all cases of interest in solving Eq (A-3) for 7(t) For simphcity
let us denote 'rl(t) by 7, for the remainder of the appendix
Squaring Eq (A-3) yields

A(r,- 1) =i (r,0), 1=12 (A-10)

Next, substitution of Eqs (A-4), (A-8) and (A-9) mto Eq
(A-10) yields the following quadratic equations satisfied by 7,
and 7

2
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(c? - v2)rf - 2[c*t + vd, cos & - VR, cos (@ + 7, - €~ wi)]T,

- [df) +Rf - 2R d, cos (v, - €, - wr) - Ar?] =0
(A-11)

- V2)T§ - 2[c2t +vd, cos a - vR2 cos(a-n- €&t
- wi)]r,
- [dg +R2 - 2R,d cos(n+e, - v, + w)
- C2t2] =0 (A-12)

The constraint that 7 <7 identifies the roots of Eqs (A-11)
and (A-12) that give 7, and 7, respectively These are

_ _ 2,1 2 _
7, = (- @/)) " [t+(d, cosw)c VR cos (v, ta €

- wife] - {(1- Gfe) [t + (vd, cos a)fc?

28

e - 272
- VR cos(y,ta- ¢, wt)/c?]

+(1- ey’ [(@% +R2- 2R d cos (1, - €,

1/2

- wiple? - 21} (A-13)

, = (- (v/c)2)-1 [t + (vd, cos a)/c? - VR, cos (v, ta-¢,

- n- whlc?] +{ (1- (v/c)2)_2 [t + (vd0 cos a)/c?
- VR, cos(y, +a-€,-n- (.ot)/cz]2
+(1- f0)®) " (@) + RS - 2R,d, cos (v, €5~ 7

- wife? - 2]} (A14)

Finally, Eqs (A-1), (A-13) and (A-14) give the expressions 1n
Egs (3) and (4) for ¢,(2,7,) and &,(t,7,), respectively



Appendix B

Approximations to ¢y, ¢,, — and —

Consider first ¢, given by Eq (3) Ignonng terms smaller
than 10~2, we have

{(1 - (v/c)2)_2 [t +(vd, cos@)fc - vR | cos (v, - ¢,

- whle?]* +(1- 0)®) " [ +R*- 2R d,

cos (v, - €, - wi)fe? - 21}

2 2\ 1/2
(d0+R1) s 2vd, cos o .
c2-? @ +RY) (1- (v/e)?)

I

2R d, 12
cos (Y, - €, ~ wt)
d? +R? ° 0
o ™
2 2\1/2
N (d0+Rl) s 2vd,, cos .
-2 @3+ R (1- (v/e)*)
Rld0
- g cos (v, - €, ~ wi) (B-1)
0o 1

where the second line in Eq (B-1) 1s obtamned by using the
approximation (1 + x)'/? = 1+ (1/2)x with accuracy of the
order 10~10 Substitution of (B-1) mnto Eq (3) and 1gnoring
terms of order 10~7 and smaller gets Eq (26) A sumular
argument using Eq (4) gets Eq (27) Consider next d¢,/ay,
and 9¢,/dy, Differentiating Eq (3) and Eq (4) yields

9 ,(t,7) "R,

3 ey 2m(70-50+a-wt)
Yo ¢t -v

+ {(1 - (1’/6’)2)_2 [ + (vd,, cos @)/c?

2
- VR, cos (v, = €y + @~ wi)fc?]

-1
+(1-(/c)’) [@2+R%-2Rd cos(y,- ¢,

- ¥R, cos (70 -€gtas wt)/c?]
. (le/cz) sin (7, - €, ta- wt)

(B-2)

1“0
5 sin (Yo~ €~ wt)}

= - sin(y, - € +a-n- wt)
37, c? -2 o

+ <‘(1 - (v/c)z)_2 [t + vd  cos afc?
- ¥R, cos (v, - €y ta-n- wt)/c2]2
-1
+(1 - (v/c)?) [(dg +R§ - 2R,d cos (70 - €
- - wnfer- 21}
. {(1 - (v/c)"’)_l [t +(vd, cos a)/c?
~ VR, cos(y,- €, ta-n- wt)/c?]
. (vRZ/cz) sin (70 -€e,ta-n- wt)

R d
+2

(B-3)

0
3 2sm(70-60-n-wt)}
c-v

An approximation similar to that used in (B-1) can then be
used with (B-2) and (B-3) to establish Eqs (28) and (29)
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Validation of Roundtrip Charged-Particle Calibrations Derived
From S- and X-Band Doppler Via DRVID Measurements

D W Green
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In this article 1t 1s shown that roundtnp signal path calibrations for charged-particle
effects can be computed from S- and X-band doppler data The method by which this
1s done 1s descrnibed, and possible error sources are exanuned It 1s shown that roundtrip
calibrations computed from S- and X-band doppler compare to direct measurements

using DRVID to within the DRVID data noise

I. Introduction

The Tracking Systems Analytic Calibration (TSAC) func-
tion provides calibrations for spacecraft radio metnic data
based on dual frequency (S- and X-band) doppler data These
calibrations are based on modeling the charged-particle effects
on the uplink portion of the roundtrip path using the down-
Iink only information 1n the S/X data and certain assumptions
about the spatial and temporal distribution of the contributing
charged-particle environment

The presence of a low-density plasma along the propaga-
tion path of a radio signal causes the group propagation
velocity to decrease and the phase velocity to increase The
DSN ranging system uses measurement of the roundtrip signal
propagation time and the assumption of a constant value for
the group velocity to imply the roundtrip distance to the
spacecraft The presence of charged particles along the path
causes an apparent increase in this range value The doppler
measurement system measures the increment in the round-
trip path length by counting cycles of the returmng signal
and assuming a constant wavelength A positive change in the
charged-particle content along the signal path will result in a
decrease n the measured range change from counted (inte-
grated) doppler The apparent increase in range mnferred from

30

group measurements 1s equal in magmtude to the apparent
decrease inferred from phase measurements taken over the
same time period The magnitude of this effect 1s proportional
to the plasma density and inversely proportional to the square
of the frequency of the signal involved A comparison of the
apparent increase 1n range from differencing two consecutive
range measurements with the apparent decrease in range as
measured by doppler data counted over the same interval
gives a measurement of the change in the charged particles
along the signal path An implementation of this techmque
has been mechanized in the PLanetary OPerational (PLOP)
ranging system and the resulting data type is referred to as
Differenced Range Versus Integrated Doppler (DRVID) data
(Ref 1) The equivalent range change measured by DRVID 1s
output in PLOP Range Umits (RU) An RU 1s approximately
one light nanosecond

On December 1, 1978, a test was run at Deep Space Station
14 to determine the effects of moving the antenna subreflector
For this pass of data, range, doppler and DRVID data were
taken from the Voyager 1 spacecraft at both S- and X-band
DRVID data provide a measurement of the charged-particle
environment along the entire signal path Thus, simultaneous
acquisition of dual frequency doppler data and DRVID



allows a comparison to be made between a complete round-
tnp calibration reconstructed from the doppler data using a
model and an actual measurement of the effect by DRVID
This 1n turn allows the modeling techmque used to be
validated

A simular pass of data during which both dual frequency
doppler and DRVID data were taken occurred on Aprnl 13,
1977 for the Viking 2 orbiter

In the following sections, the techmque used to provide
roundtrip signal calibrations from S/X doppler data are
described, and several possible error sources are identified
For the passes of data processed we find that the roundtrip
calibrations derived from S/X doppler data are equivalent to
the same data derived from DRVID measurements to within
the DRVID measurement noise

Il. The TSAC S/X Doppler Model

The model which TSAC uses to compute roundtrip calibra-
tions from downlink S/X data 1s pictured in Fig 1 Working
backward from the reception time, the signal 1s assumed to
pass through Earth’s 1onosphere at a time negligibly different
from the reception time The solar plasma 1s assumed to affect
the signal as if 1t were concentrated at the pomnt on the ray
path closest to the Sun Depending on the Sun-Earth-probe
geometry, this can occur anywhere from zero to approximately
500 seconds (light time to Sun) prior to the reception time
Prior to this, the signal encounters roughly the same plasma
configuration at a time earlier by a roundtrip light time
(RTLT) less twice the Earth-to-plasma time Imtially, the
signal 1s affected by the Earth’s ionosphere at a time negligibly
different from the transmission time, 1e , the reception time
minus one RTLT The reliability of the assumption that the
plasma acts as though 1t were concentrated at the point on
the signal path closest to the Sun 1s examined 1n Ref 2

The equation for the total effect due to charged particles
on a range point received at time ¢ 1s

R() = I(f)+P(r) + \P(t - TPLAS) + M/(¢ - RTLT) (1)

where
R(#) = total charged particle effect on range at
time ¢
I(r) = 1onosphere contribution computed

from Faraday rotation data

P(¢) = plasma contribution computed by re-
moving 1onosphere effect from total
downlink effect as measured by S/X
doppler data

P(t - TPLAS) = plasma effect evaluated at time corre-
sponding to uplnk passage of signal
through space where plasma 1s assumed
to be located

I(t- RTLT) = 1onosphere contribution at transmis-

sion tume

correction factor to account for n-
creased effect on uplink due to lower
uplink transmatted frequency

A= (240/221 )

The increment in the S-band cycle count over a particular
mterval 1s given by

t
ASI F .= fo L’ﬁ-(& zi"_p._:‘ﬂ’_ dt
=T I 221 c ¢
=T

()

and the corresponding X-band cycle count 1s

t 2 r 2 r
e 11 _'sﬁ_(2_40) ﬂ_(i) Jap
Al g =300 e\ T n )
3)

where

AS = increment 1n S-band cycle count
AX = mcrement in X-band cycle count
t = end of count time
T = length of count time interval
fo = S-band downlink carnier frequency
¢ = speed of light

e = time denvative of roundtrip path length to space-
craft

Yo = time derivative of apparent increase in range at
received S-band frequency due to charged part:-
cles on uplink leg

ry, = tme derivative of apparent increase in range at

p

received S-band frequency due to charged parti-
cles on downlink leg
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Note that

3 _fo 3 2 '
11 AX- AS| ;_T == |: - (_11) :lj rap 4

Hence, the accumulative downlink effect during a time interval

t=nT1s
n 2 -1
_i - i i — 1T
7o [1 (11) ] (11) AX=ASH pr

=1

SX (1)

= ar, tK (5)

That 1s, the summation of the appropriate linear combination
of S- and X-band doppler counts yields a measurement of
the downlink contribution to S-band range due to all charge
particles to within a constant of integration

The contribution to the total downlink range change due
to the 1onosphere 1s assumed to be known from Faraday rota-
tion measurements Thus, the contrnibution from space plasma
can be computed as

P(r) = SX()- 1(2) (6)
and substituting in Eq (1) above
R(r) = SX(r) + A[SX(z - TPLAS) - I(¢t - TPLAS)

+I(t - RTLT)] M

lil. Error Equation for the Selected Model

We next consider the following possible sources of error in
this model

(1) The S/X doppler measurements may be i error,
describe the cumulative effect of this error as o(t)

(2) The assumed location of the plasma may be 1n error,
call the corresponding error in TPLAS,

(3) There may be a measurement or modeling error 1n the
Faraday rotation data The cumulative effect of this
error 1s 7(z)

(4) There 1s a constant of integration K n the S/X data
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The equation for the computed range correction becomes

R(1)=SX(t)+o(t)+X[SX(t - TPLAS - )~ I(t - TPLAS- =)
+1(t- RTLT) + o(¢t - TPLAS - 7) - n(t - TPLAS - =)

+n(z - RTLT)] (®)

The true range correction being removed, the error in the range
correction, to first order, 1s given by

+~TPLAS

ER(t) = o(t) + X [(Uf “TPLAS) +AGSX-D)| o s

©)

t—TPLAS "
t—RTLT

Expanding 1n terms of derivatives

ER(#) = o(t) + Ao(t -~ TPLAS) + n(SX~-1)-nr+ K
(10)

where 7= RTLT - TPLAS

There are two principle uses for the roundtrip calibration
for charged particles derived from S/X doppler data These
are

(1) The calibration of doppler observables
(2) The calibration of differenced range data

For both of these phenomena, the quantity of imnterest is the
change 1n the roundtrip measurement over some period of
time For doppler this period 1s one count time For differ-
enced range 1t 1s the time between the last range point taken
at one station and the first range point at the next station
We are interested 1n the error in the range change over some
period of time AT Differencing Eq (10) above yields, to
first order

AER = AT [o(t) + Na(t - TPLAS) + n(SX - I) - 7]
(11)

noting that the constant of integration K in the S/X data has
dropped out



IV. Results of Analysis
A. Results of the December 1, 1978 Test

Figure 2 shows the total downlink range change for the
December 1, 1978 pass divided into components due to
1onosphere and space plasma Figure 3 shows the raw DRVID
data points at S-band and a reconstructed S-band DRVID
curve based on S/X doppler data and the model described in
Section II There 1s no absolute level information 1n the $/X
doppler data, so the absolute level of the dertved DRVID
curve has been adjusted to mummize the RMS difference
Figure 4 shows the residuals from this adjustment The RMS
fit error of the overall fit 1s comparable to the raw DRVID
noise level as determined by linear detrending of short seg-
ments of the raw data

Figures 5 and 6 display the corresponding results for
X-band DRVID Again, the RMS error over the entire fit 1s
comparable to the data noise level The apparent discontinuity
1n the residuals at about 12 20 can defimitely be ascribed to
subreflector motion

B. Initial Results of the April 13, 1977 Test

Figure 7 shows the total downlink range change for the
April 13, 1977 pass divided mnto components due to 1ono-
sphere and space plasma Figure 8 shows the raw S-band
DRVID and the S/X derived DRVID for the April 13, 1977
Viking 2 pass Figure 9 1s a plot of the residuals from thus fit
There 1s an obvious linear trend 1n the entire pass of residuals
which a hnear least squares fit gives as =3 98 RU/hr In terms
of the allowable time gap of six hours between differenced
range points specified in the Voyager SIRD, this amounts to a
contribution of about 1 75 meters out of a total error budget
of 64 meters The SIRD allocates only 05 meters for this
error

C. A Detective Story

What are the possible sources of such an error? Some
likely candidates are

(1) An error in setting the might time level for the 1ono-
sphere

(2) Errors 1n the S/X data Possibly frequency offset
between S-band and X-band synthesizer frequencies

(3) An error in modeling location of plasma
In order to test item 3, a sertes of fits was made, assuming

locations for the plasma ranging from near Earth to near
spacecraft

Figure 10 shows the RMS residuals from these fits In
none of these runs was there any substantial reduction 1n the
apparent linear trend 1n the residuals

The measurements of ionospheric electron density from
which the assumed 1onosphere contribution 1s computed are
derived from data taken by a Faraday rotation polarimeter
These rotation data are supplied modulo 180 degrees of rota-
tion As a result, the absolute electron density level may be
in error by an amount corresponding to one or more 180°
rotation mods

Re-examination of Section III, Eq (11) shows that the
contribution to range change from an error tn the ionosphere
model 1s of the order of

AR = 5 (TPLAS - RTLT)

The second derivative of the 1onosphere error due to setting
the might time level incorrectly amounts to 0 049 m/hr? per
mod For this case, TPLAS - RTLT 15 -825 seconds, resulting
1n a contribution of

AR = 0049m | -825sec * 5—————permod * 705 RU
hr2 3600 sec
or
AR =-0079 %E—J per mod

Thus an error of -3 98 RU/hr would require about a +50 mod
1onosphere error, which 1s at least an order of magnitude too
large

Finally, the minimum settable discrepancy between the
S-band and X-band synthesizer frequencies 15 1075 Hz The
fractional error would then contribute

10°5Hz 48VCORU 3600 sec 240\% | _
VCOHz sec hr [l * (ﬁ) } =376 RU/hr

which 1s exactly the error we are looking for

D. Final Resulit for the Apnil 13, 1977 Test

Figures 11 through 14 show the raw DRVID data and the
derived DRVID assumung a 1 X 10~5 Hz discrepancy between
the S- and X-band synthesizer frequencies and the residuals
of the fit between the two at both S- and X-band The resid-
uals are flat to the noise level of the data Figure 15 shows the

33



RMS fit error as a function of the assumed position of the
space plasma

V. Conclusions

For the December 1, 1978 test, the roundtrip calibrations
derived from downlink S/X data are equivalent to the mea-
sured roundtrip effect at both S- and X-band to the level of
observability 1n the DRVID data A glance at the computed
plasma portion of the downlink range change (Fig 2) shows
that 1t 1s within one or two range umts of bemng a straight line
over the entire pass In terms of the error equations derived

n Section III, this means that the resulting roundtrip calibra-
tion on this particular occasion 1s quite insensitive to the
assumed position along the ray path of such a plasma
contribution

For the Apnl 13, 1977 test, the denived data from S/X
doppler match the measured DRVID at both S- and X-band
to what appears to be the noise level of the DRVID data
There 1s a well-defined minimum 1 the RMS fit as a function
of the assumed plasma location at or near the nominal value
(see Fig 15) These results together provide a validation of
the assumptions upon which the S/X calibrations are currently
based
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Operation of Joule-Thomson Refrigeration
Above the Critical Pressure of Helium

D L Johnson

Radio Frequency and Microwave Subsystems Section

Recent emphasis on energy conservation has resulted in new efforts to develop more
efficient, long-life refngeration techniques for the DSN maser As the new techniques are
developed, a comparison of thewr reliability and efficiency to those of the closed-cycle
helium refrigerator presently used will have to be made Measurements of the refrigera-
tion capacity have been made on an existing refrigeration system as a function of the
supply pressure and the return pressure in the Joule-Thomson circuit The performance
of the refrnigerator has been calculated and compared to the ideal Carnot-cycle refrigerator

l. Introduction

A new effort has been undertaken to study efficient,
long-life refrigeration techniques for the DSN masers Key
areas requiring study and development are (1) highly efficient
helium compression techniques capable of long unattended
operation, (2) long-life seals and bearings, (3) improved
system 1ntegration to increase the efficiency in the Joule-
Thomson cooling process or (4) finding alternatives to the
Joule-Thomson process, such as adiabatic demagnetization,
to provide liquid helium temperatures at increased efficiencies

The closed-cycle helium refrigerators (CCRs) currently 1n
use 1n the DSN were developed long before energy conserva-
tion became a major concern such that reliability was achieved
at the expense of efficiency As a result over one miliion hours
of operation has been logged on some thirty CCRs that have
been 1installed in the DSN since 1967 (Ref 1) However, the
CCR operates between room temperature and liquid helium
temperatures with only about one percent of Carnot efficiency
in producing one watt of refrigeration at 4 5 K

As possible steps to improve upon the efficiency of the
CCR, studies and development are presently being undertaken
in each of the three basic subsystems of the CCR the com-
pressor unit, the expansion engine, which provides refrigera-
tion down to 15K, and the Joule-Thomson (J-T) circuit,
which provides the final refrigeration between 15 and 4 S K
A schematic diagram of the CCR 1s shown in Fig 1

In an effort to reduce the electrical input power required
to operate the compressor system, a new concept in the
mechanical compression of a gas has been under development
In the new approach, a centrifugal-reciprocating compressor
concept has been developed which utihzes the centrifugal
forces produced by the rotating pistons and the housing
assembly to assist in the compression of the helum gas The
performance of a single stage feasibility model has been
demonstrated, and a mathematical analysis of the machine
has been published (Ref 2) A patent application has been
filed by NASA for the centrifugal-reciprocating compressor
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In another area of development the regenerator matrix
matenals used 1in the 15 K expansion engme of the CCR are
being studied The 15 K expansion engine utilizes the Gifford-
McMahon thermodynamic cycle and has proven very reliable
It 1s expected that the efficiency and rehiability of the expan-
sion engine may be improved by either improving upon the
matrix of the presently used regenerator material or by using a
substitute material Lake Shore Cryotronics, Inc , under con-
tract to JPL (Ref 3), has developed a ceramic material which
1s thermodynamically superior (for T'< 25 K) to the lead shot
presently used as a regenerator matenal Testing of this ceramic
material in an expansion engine will soon be conducted to
measure 1ts performance

Adiabatic demagnetization refrigeration (magnetic cooling)
15 yet another area of study and development The magnetic
cooling process 1s being studied as a possible replacement of
the J-T circuit now used in the CCR to provide the final
stage of refrigeration Two major advantages of the magnetic
cooling process over the J-T process would be 1ts high reha-
bility (since 1t 1s a solid state technique) and 1ts hugh efficiency
(60-80 percent of Carnot efficiency between 4 5K and 15K,
compared with approximately 20 percent of Carnot efficiency
for the J-T expansion circuit over the same temperature range)
After imitial testing of the paramagnetic salts, an experimental
magnetic cooling system will be built and tested

The three areas of study and development mentioned above
will be the subject of individual reports to be presented at a
later time and thus will not be discussed further in this report
Rather, the scope of this report has been focused on the opera-
tion of the present CCR to determine 1ts refrigeration capacity
under various operating conditions It 1s felt that the study of
a more efficient refrigeration system should begin with a
complete understanding of the refrigeration system as 1t
presently exists This then provides the baseline for a compara-
tive study as new materials or methods of operation are inte-
grated into the system

The refrigeration capacity for the present CCR was mea-
sured 1n two separate tests First, the capacity was determined
for various J-T supply pressures and various refrigerator
supply pressures while holding a constant J-T return pressure
Second, the capacity was agamn measured, this time as a
function of the J-T return pressure while maintaining constant
supply pressures to both the J-T circuit and the expansion
engine In the second test particular attention was paid to the
capacity measurements for return pressures above the critical
pressure of helwm (2 27 X 105 N/m2 (33 psia)) to determine
how well the Joule-Thomson circuit would regulate when no
hiquid was being produced The performance of the CCR under
these conditions was then calculated and compared to the
1deal Carnot-cycle refrigerator Before discussing these tests
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and the test results, the method of thermometry used will first
be described

Il. Temperature Monitors

Temperature determunation at the 4 S K station was handled
by two methods resistance thermometry and vapor pressure/
gas thermometry A Lake Shore Cryotronics digital thermom-
eter (Model DRC-70C) provided direct temperature readings
using a silicon diode (Model DT-500-Cu) placed at the 4 5K
station (see Fig 1) A vapor pressure transducer, located 1n
close proximity to the diode, connects to a pressure gauge
outside the refrigerator and provides the other means of
temperature sensing The temperature of this station dictates
the pressure of the gas within the gauge At very low tempera-
tures, a portion of the gas within the transducer will hquify
In the small range of temperatures for which this hiquid and
1ts vapor will exist 1n equilibrium, the pressure gauge readings
may be compared to a known temperature-vapor pressure
curve to determune the temperature at the cold station Above
this temperature range the device behaves as a gas thermom-
eter, with the pressure readings being proportional to the
temperature

The relationship between the two temperature sensing
devices at various temperatures was measured by adjusting the
J-T return pressure and by applying resistive heating to the
4 5 K station The results are shown 1n Fig 2 with the resist-
ance thermometer readings plotted on the y-axis and vapor
pressure readings plotted along the x-axis Also shown is the
curve for the accepted values for the temperature-vapor
pressure relationship as tabulated in the American Institute of
Physics Handbook (Ref 4) The 0 1 K difference between the
curves at the low pressures may be attributable to the calibra-
tion error of the digital thermometer The measured data were
not corrected for this error The diode has been temperature
cycled several times and has shown good repeatability in the
data The 01 K sensitivity it of the digital readout adds
some additional uncertainty to the data at the low pressures
The vapor pressure device was unable to maintain a hquid/
vapor equilibrium to the 227 X 105 N/m?2 (52 K) hmut as
shown by the deviation of the shape of the measured curve
from the AIP curve near 1 86 X 105 N/m2 (27 psia) Thus, the
vapor pressure thermometer should not be relied upon for
accurate temperature measurements above 1 86 X 105 N/m?2
(4 9 K) where the device changes to a gas thermometer

lil. Refrigeration Capacity Measurements

For a fixed pressure operation, the refrigeration capacity
at the 4 5K station of the CCR 1s determined primarily by
the flow rate 1n the J-T circuit, by the temperature of the



15K station, and by the efficiency of the heat exchanger
between the 15K station and the J-T valve This capacity 1s
equal to the heat of vaporization of the liquid helium pro-
duced by the J-T expansion plus the heat capacity of the
cooled gas that had not liquified by the J-T expansion Elec-
trical nput power levels below the cooling capacity will
vaporize a fraction of the liquid reserve before reaching a
new liquid/vapor equilibrium, power levels in excess of this
cooling capacity will deplete the liquid reserve and warm the
refrigerator It has also been observed that above 52K, the
critical temperature at which hiquid helium can be maintained,
the cooled gas from the expansion process also has a signifi-
cant cooling capacity Thus will be discussed shortly

Determination of the refrigeration capacity of the CCR was
made by applying an electrical load to the resistive heating
element located on the 4 5 K station An electrical power load
above the assumed capacity was applied to quickly deplete the
reserve liquid 1n the system, causing the temperature and
vapor pressure at this station to rise By incrementally decreas-
ing the input power, the temperature and the vapor pressure
were kept from rising above a nornunal 4 8 K and 1 72 X 105
N/m? (25 psia), respectively (well below the cntical tempera-
ture and pressure of 52K and 227 X 105 N/m2 (33 psia),
respectively), so that the J-T expansion process would con-
tinue to produce liquid When the power was decreased to
below the cooling capacity, the temperature and the vapor
pressure dropped, indicating liquid was being stored This
provided a quick method of approximating the capacity A
more accurate capacity determination could then be made by
applying power levels about this point for periods as long as
one hour to determine the highest input power for which the
temperature and the vapor pressure would stabilize In this
manner the refrigeration capacity has been measured for
three J-T supply pressures and two different refrigerator
supply pressures while holding the J-T return pressure con-
stant The results are tabulated in Table 1, where the refrigera-
tion capacity has been denoted as Q ., and the temperature
of 4 5 K station as T, (The remainder of the data in the table
will be discussed later ) The capacity measurements were made
throughout the day, durnng which the ambient temperature
surrounding the compressors would change The effect of the
daily temperature cycling has been observed to produce up to
a 50-mW capacity change on previous CCRs However, tem-
perature changes of 7°C during the measurements on this
CCR showed no noticeable change in the refrigeration capacity

The temperature variation as a function of the J-T return
pressure and the various heat loads was also monitored The
results have been tabulated in Table 2 and are shown in
Figs 3 and 4 In Fig 3 the temperature at the 4 S K station
has been plotted as a function of the applied heat loads The
values for the constant pressure curves are given for the no

load condition since at the higher heater power levels the
return pressure will decrease slightly Each pressure curve ends
at the highest heater power for which the temperatures and
pressures would stabilize, increasing the heater power beyond
this pont would cause the refrigerator to warm excesstvely
(The power levels could be mcremented in approximately
20-mW intervals ) The maximum power level at which the
stabilization occurs may be considered the cooling capacity
for that particular J-T return pressure (or for that particular
temperature)

Figure 3 shows that there 1s a nearly linear degradation in
cooling capacity as the temperature 1s increased from 4 5 to~
8 K, and that there is still a significant cooling capacity for
temperatures above 52K, the cntical temperature above
which liquid helium cannot exist Above this critical tempera-
ture the refrigeration capacity must be obtained non-
1sothermally from the sensible heat of the gas rather than from
the 1sothermal heat of vaporization Although temperature
and pressure regulation at the 4 5K station should be diffi-
cult to maintain because of the low thermal capacity of the
helium gas, the data show very little temperature change with
change 1n heater power for temperatures below 6 K

While the present CCR relies on the liquid hellum reserve
to nsure additional temperature stability, the operation of the
CCR at increased J-T return pressures (so that the cold station
temperature 1s above 5 2 K) also provides reasonable tempera-
ture stability This depends on the provision that the heat
load of the device being cooled 1s sufficiently less than the
refrigeration capacity of the CCR under these operating
conditions

For the CCR tested, operating the J-T return pressure as
high as 3 10 X 105 N/m?2 (3 atm) increased the temperature
by only 11K over the nominal 4 5 K achieved for the normal
operating return pressure of just over an atmosphere This
result 1s significant as there are numerous applications (such
as cooling superconducting magnets or Josephson devices)
that could be satisfied with an efficient and reliable 5 5K
refrigerator Another application could be the cooling of a
maser since the refrigeration capacity of the CCR at 55K 13
much greater than the heatload produced by an operating
maser Although 1t may be desirable to optimize maser perfor-
mance by operating the maser as cold as possible (Ref 5),
there are other factors, such as energy requirements and
reliability, which determuine the necessary trade-offs to estab-
lish the temperature that provides the best overall performance
The higher return pressure would permit a reduction in the
electrical power requirements by operating with smaller com-
pressors, which may also have the added advantages of pro-
longed maintenance-free operating times and an increased
overall lifetime of the system
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Figure 4 shows the temperature at the 4 5K station as a
function of the J-T return pressure Portions of several con-
stant power curves have also been shown The vapor pressure
curve has also been placed on the graph to show the similar
shape between the vapor pressure curve and the J-T return
pressure when no heater power 1s applied The return pressure
curve appears to be a direct extension of the vapor pressure
curve showing no discontinuity or change 1n slope as 1t extends
beyond 2 27 X 105 N/m2 (33 psia) The pressure differences
between the two curves occur because the J-T return pressure
gauge monitors the pressure at the room temperature gas line
rather than at the 4 5K station Restriction in the heat
exchanger causes the pressure at the external pressure gauge
to be lower than indicated by the vapor pressure gauge (It
should be noted that the pressure drop due to this restriction
has a small effect on the available refrigeration capacity and
directly affects the temperature at which the refrigeration
takes place (Ref 6)) The appropriate test points for pressure
and temperature measurements are shown in Fig 1

IV. Refrigerator Performance Analysis

When a heat load corresponding to the cooling capacity of
the machine 1s applied at the 4 5 K station, the temperatures
of the incoming and outgoing streams of gas just above the
third exchanger are equal Were they not, the system would
either cool down or warm up To determune the performance
of the J-T loop below the 15 K station, the remainder of the
refrigerator may be thought of as a single compressor operat-
ing at 15K This refrigerator may then be analyzed as if it
were a Linde-Hampson refrigerator as shown in Fig 5 The
Linde-Hampson refrigerator has been discussed thoroughly
elsewhere (e g, see Refs 7, 8, and 9) so only a brief review of
the analysis will be presented here

It will be assumed that the final heat exchanger 1s 100 per-
cent effective, that there are no heat leaks into or out of the
system, and that the J-T expansion represents the only irre-
versible pressure drop throughout the cycle shown in Fig §
Under these conditions the heat absorbed from the source
during one complete cycle may be expressed as

that 1s, the net refrigeration per unit flow rate depends solely
on the enthalpies of the incoming and outgoing gases, and is
independent of what happens below the top of the heat
exchanger If liquid 1s produced, the net work required by the
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compressor during one cycle (1-2-3-4-1) 18

Whet _ T (S -S)-xth ~h)+(h.-h)-(h -h)
m H 1 2 g b 2 3 1 -4

where
x = (h1 -h2)/(h1 —hf)
18 the fraction of the gas iquified and

h, = th+(1 —x)hg

If no liquid 1s produced, the cycle follows path (1-2-3'-4'-1),
and the net work required 1s

net

=TS, =8,)-( -h)

The performance of the refrigerator 1s expressed as the coeffi-
ctent of performance by

)

ref

w

net

COP =

The efficiency of this refrigerator 1s determimed by using the
figure of merit of the refrigerator, defined by

cop _ Qref/ wnet
COP,  T.(T,-T.)

FoMm =

where COP 15 the coefficient of performance for a reversible
Carnot cycle, and the FOM varies from zero to umity The
coefficient of performance and the figure of ment for the
measured refrigeration capacity may be evaluated in the same
manner

The results for the analysis have been included 1n Tables 1
and 2 The values for the entropies and the enthalpies used
to determine W, and Q. were estimated from the
temperature-entropy diagram given 1n Ref 10 As the only
other non-measured parameter, T, was assumed to remain
constant at 15K throughout the measurements since there
was no provision made to measure the temperature of the
15K station The 15K temperature 1s representative of the
temperature of the 15 K station of the CCR when cooling a
maser amplifier Heat loads in excess of this amount would
raise the temperature of this station by an unknown additional



amount, resulting 1n a smaller difference between Q... and
Q¢ (which depends on this temperature)

The results shown 1n Table 1 indicate that operating at the
higher refrigerator supply pressure increased the refrigeration
capacity at the 4 5 K station The increased supply pressure
results 1n a lower temperature at the 15K station In turn,
the temperature of the J-T supply gas, which 1s 1n a recupera-
tive heat exchange with the 15 K station, 1s lowered Expand-
ing the gas at the lower temperature results in the increased
cooling capacity The data presented in Table 2 show that
the capacity increases with decreasing return pressure This 1s
also consistent with the temperature-entropy diagram How-
ever, to insure contaminants will not be drawn into the gas
lines, a positive pressure 1s mamntained for the J-T return gas

V. Summary

Several important facts have been established with the
testing of this CCR, which may be considered representative

of all DSN CCRs Furst, the vapor pressure gauge worked very
well at the extreme low temperatures, but should not be
relied upon beyond 186X 105 N/m2 (27 psia) (4 9K),
where 1t prematurely begins to function as a gas thermometer
In contrast, the resistance thermometer showed a very small
but constant error across the 4 through 8 K range, which could
be corrected to give accurate temperature readings Second,
the maximum cooling capacity of this particular CCR was
determined to be 1 00 W when operating with a refrigerator
supply pressure of 2 20 X 106 N/m? (305 psig), a J-T supply
pressure and return pressure of 1 82X 106 N/m?2 (250 psig)
and 111 X 105 N/m? (16 1 psia), respectively, and a com-
pressor temperature of 25°C Finally, the refrigeration cap-
acity and the temperature stability for J-T regulation above
the critical temperature and pressure of 52 K and 2 27 X 105
N/m2 (33 psia) remamed quite high for temperatures and
return pressures as high as 6 K and 3 44 X 105 N/m?2 (50 psia),
respectively This cooling capacity at the increased return
pressures 1s significant and may permut the utilization of
smaller compressors with reduced power requirements
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Table 1 Refrigeration capacity as a function of refrigerator
supply pressure and J-T supply pressure

Refrigerator Supply, N/m2 X 105 (psig) 2204 22 04 22 04 20 31 20 31

(305) (305) (305) (280) (280)
Refrigerator Return, N/m2 X 105 (psig) 860 8 60 8 60 791 791

(110) (110) (110) (100) (100)
J-T Supply, N/m? x 10% (psig) 2031 1825 16 18 18 25 16 18

(280) (250) (220) (250) (220)
J=T Return, N/m?2 x 105 (psta) 111 111 111 111 111

(161) (161) (16 1) (a6 1) (16 1)

J-T Flow, SCFM 148 139 125 138 128
T K 47 46 45 45 45
cor, 0456 0442 0429 0429 0429
Woet W 10 82 987 861 979 8 85
Cmeass W (:002W) 1037 1 000 0834 0896 0795
COP s 00958 0101 00969 00915 00898
FOM 1 oas 0210 0229 0226 0213 0209
Oref 181 160 131 159 135
COP ¢ 0168 0162 0152 0162 0153
FOM_ ¢ 0368 0367 0354 0378 0357
Ty=15K

CCR tested SN 78005




Table 2 Refrigeration capacity as a function of
J-T return pressure

Pl,N/mz x 105 @@tm) 111

(11
J-T Flow, SCFM 139
TC’ K 46
COPC 0442
W, W 9 87
net
Qmeas, W (002 W) 1 000
COPmeas 0101
FoOM 0229
meas
Qref’ W 160
COPref 0162
FOM 0367
ref

182
(18)

122

52

0184

0347

233
23)

120
57
0613
632
0803
0127
0207
121
0191

0312

274
@7

117
60
0667
545
0703
0129
0193
113
0207

0310

324
32)

113
65

0765
4 81
0616
0128
0167
105
0218

0285

395
39

105
73
0948
415
0489
0118
0124
0884
0213

0225

496
“49

099
81
117
334
0396
0119
0101
0726
0217

0185

598
59

090
86
134
258
0 294
0114
00851
0606
0235

0175

Refrigerator supply 22 04 X 10° N/m2 (305 psig)
Refrigerator return 8 60 X 10° N/m2 (110 psig)

P =1825x 10° N/m? (18 atm)

J-T Supply 18 25 x 10° N/m? (250 psig)

Ty

= 15K

CCR tested SN 78005
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The International Comet Exploration spacecraft will spend 2 4 years in a solar electric
propulsion stage (SEPS) cruise mode, during which the health of the spacecraft will be
monitored at least once a day Although a daily two-hour DSN pass 1s now planned, the
same survellance function can be carried out by a much smaller, cheaper system The
system studied here uses a commercial fast Fourier transform spectrum analyzer for
noncoherent, synchronous detection of an alternating-tone signal received by a small
parabolic anterna (0 8 to 3 m mn diameter) Integration times vary from 3 7 to 9 5 mun

I. Proposed Surveillance Method

The proposed International Comet Exploration (ICE)
spacecraft will be capable of monitoring 1ts own health during
the solar electric propulsion stage (SEPS) cruise mode It
would transmit one of several signals (five, perhaps) whose
meamngs range from “I’'m OK” to “Help!” The signal would
be detected by a small, dedicated ground receiving system If
the spacecraft says that it has a problem or if no signal s
detected, then a regular DSN tracking session would be
scheduled

To reduce size, weight, and pointing accuracy requirements
we shall try to make the ground antenna as small as possible
The data rate can be as low as one word (two or three bits) per
hour or per day Under these circumstances we choose non-
coherent detectton of a multiple frequency shift keyed
(MFSK) signal by a spectrum analyzer The main problem 1s
acquisition of the signal, which 1s corrupted by oscillator phase
jtter, displaced by Doppler error, and smeared by Doppler
rate error Consequently there 1s an upper bound on integra-
tion time, which 1n turn puts a lower bound on signal power,
no matter how much time is nominally available for detection
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Section II and Fig 1 describe the overall surveilance sys-
tem and set down the assumptions used in the analysis Sec-
tion Il and Table 1 give four numerical examples The rest of
the article (up to Section VIII) consists of back-up matenal
Sections IV and V derive certain mission-dependent param-
eters (signal power and Doppler rate error) needed by the
analysis, which 1s carried out 1n Sections VI and VII Conclu-
sions are offered 1n Section VIII

ll. Design Assumptions

A conceptual sketch of a surveillance system 1s given in
Fig 1 We list and discuss our assumptions

(1) The RF signal consists of alternating sine-wave tones
with frequencies f,, and f], each held for the word time
T4 (but see item (8) below) Such a signal 1s proposed
in Refs 1 and 2 for MFSK acquisition The difference
fy - fy, having one of several possible values, consti-
tutes the message word These values should be much
less than a priont Doppler uncertainty, discussed below



()

(3)

“4)

&)

Perfect word synchronization 1s assumed The word
time T, 1s long enough (several minutes), the range 1s
known well enough, and spacecraft time 1s accurate
enough for the ground system to know when the transi-
tions between f, and f, occur Word sync can be
refreshed whenever the regular DSN tracks the space-
craft

The short-term frequency stability of the spacecraft
oscillator that generates the signal 1s specified by a plot
similar to Fig 2, which plots the square root of Allan
variance, Af/fg, vs integration time 7 The behavior
shown 1s typical of quartz crystal oscillators At 7,
there 1s a transition between the behawviors Af/fo =
const/7 and Af/f, = o, = const To avoid signal power
degradations above 1 dB we require

fooy‘rl <013 nH

which comes from Eq (13) below Typically, 7, =05
sec, 1n which case

o, < 10710

S-band

o, < 3x 10711 X-band

The transmutter power 1s 5 W for S-band, 10 W for
X-band All the radiated power goes into the surveil-
lance signal At present, X-band 1s actually not suitable
for this system (which 1s supposed to reduce the need
for DSN tracking) because X-band downlink requires
an uplink for pointing the spacecraft antenna Never-
theless, we have provided X-band designs in case a
stand-alone X-band downlink 1s developed

The ground antenna 1s a circular paraboloidal dish This
assumption 1s intended only as a starting point for
other designs, a circular beam shape may not be best
for this application We shall design both tracking and
nontracking systems In a tracking system the antenna
stays pointed at the spacecraft for the length of time
required by the detection process In a nontracking
system the antenna 1s pointed at the correct declination
on the mendian and the spacecraft sweeps through the
beam Thus detection tume is limited by the beam-
width The antenna has to be tilted shightly from day to
day or week to week

A GaASFET recewver 1s used See Table 2 for noise
temperatures

(6) Doppler and Doppler rate uncertainty are critical to a

Q)

@®)

MFSK system The signal must hold stidl long enough
for 1t to be located Let v be the component of vehicle
acceleration provided by the SEPS We assume a Dop-
pler rate error f given by

_ 2
f_T 2

where A 1s the wavelength This 1s an upper bound for
the error that would occur if the SEPS were to quit
entirely or even start blasting in the wrong direction
Our Doppler uncertainty bandwidth W 1s computed by
letting f accumulate for one day

W = 86400 f 3)

We compute a maximum SEPS acceleration of 18 X
10-4 m/sec? during the SEPS cruise II, 1986 0 to
1988 4 (Section V below) This gives

f = 00028 Hz/sec, W = 240 Hz at S-band 4)
f = 0010 Hz/sec, W = 870 Hz at X-band (5)

It 1s assumed that the prediction errors of all other
contributions to Doppler and Doppler rate are less than
these numbers To be conservative we shall make the
bandwidth of the detection system at least W Actually,
the system might be able to get by with less bandwidth
because a large frequency deviation 1s 1tself cause for
alarm Therefore, a DSN tracking session would be
scheduled whether or not the surveillance system finds
the signal

A commercial FFT spectrum analyzer with 256 chan-
nels and a band analysis mode 1s assumed No time
window shaping 1s used, we found that the uniform
window performs better than a hanning window In
the system of Fig 1 we use a heterodyne frequency f},
outside the nominal uncertainty band to avoid foldover
of the spectrum

The detection strategy uses “L-look” spectral analysis
and threshold detection (Ref 3) as follows The band-
width b of an analyzer channel must satisfy 256 b > W
Each data segment of duration 1/b results n a spec-
trum, the system sums L of these spectra and declares a
signal present if the summed output of some channel
exceeds a certain threshold above the average channel
noise power Thus T, = L/b Once f, or f, 1s found,
the analyzer bandwidth can be reduced for faster detec-
tion of the other frequency In fact, the spacecraft

51



mught simply spend less time on £ than on f, Acquist-
tion would be made on f, (perfect word sync as-
sumed), then f, would be detected with a narrower
bandwidth Other schemes suggest themselves, here we
shall examine only the acquisition problem

Other assumptions about the mission appear in Sections IV
and V

lll. Sample Design Parameters

Table 1 gives the numerical parameters that define four
possible survelllance systems For both S-band and X-band we
have designed a tracking system and a nontracking system The
tracking systems, mn which the antenna follows the spacecraft
for as long as the detection system needs to see the signal,
represent the lowest antenna gains consistent with a detection
error probability of 10~% This mimmmum gain 1s approxi-
mately proportional to the square root of the Doppler rate
error f (Eq (29) below) Antenna diameter 1s 23 m for
S-band, 0 8 m for X-band The nontracking systems, in which
the spacecraft sweeps across the stationary antenna beam, use
shightly larger antennas (3 m for S-band, 1 2 m for X-band)
because the reduced detection time requires more signal
power While the nontracking systems are mechanically less
complex than the tracking systems, they are also less flexible
and relable because they have only one brief shot per day at
the spacecraft

No margins have been built into these designs except for
those created by our approximations (positive, we hope)
Actual systems might have to use antennas with higher gains
and narrower beams

IV. Power-to-Noise Ratios

Using a design control table format (Table 2), we derive the
ratio P/N,, for an 1deal tsotropic ground antenna, where

P
Ny

carrier power

one-sided noise spectral density

Maximum range, 5 8 X 108 km (3 9 AU), 1s assumed
The results are

(v

1S0

54X 1074 sec™! S-band

60X 1074 sec™! X-band
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V. SEPS Acceleration
Standard rocket equations (Ref 4) give

2P
Mgl

where

v = vehicle acceleration due to rocket propulsion

power expended on propellant

p

M = vehicle mass
I = specific immpulse = V/g, V = exhaust speed
£

= Earth gravity, 9 8 m/sec?

Near the end of the long SEPS cruise, just before the Tempel 2
rendezvous, 3 thrusters will be used with 10 kW available to
them We estimate P= 5630 W, M = 2200 kg, / = 2940 sec
Therefore,

y = 1.8 X 107% m/sec?
At the time of greatest range, 1987 7, we estimate
y = 63X 1075 m/sec?

To be conservative we shall design for a combination of
maximum acceleration and maximum range

VI. L-Look Spectral Analysis

This section 1s about threshold detection by a spectrum
analyzer of a corrupted sine wave in white Gaussian noise For
a pure sine wave, see Ref 3 Here, we attempt to account for
the degradations due to (1) position and dnft of the signal
relative to nearby analyzer channels, and (2) short-term oscilla-
tor phase jitter Our analysis 1s approximate and incomplete,
representing the best we have been able to achieve in the time
available A nigorous treatment would be a research project
Throughout, we neglect the effects of sampling

A. Analyzer Channel Outputs

Let X be the (suitably normalized) sum of L successive
outputs of a particular analyzer channel of width & Then X 1s
approximately a scaled version of a noncentral chi-squared
random vartable with 2L degrees of freedom (Ref 3) Its mean
and standard deviation are approximately



E(X) = Nyb +P' = Nyb(1+r") )

_Nyb
o(X) abv/ V1i+2r @)

where r' = P'[(N,b) and P’ 1s the average signal power 1n the
channel during the L looks If the channel contains only
noise then r' =0, else

r = erdG]
®
LR
Nob

where G, 1s the loss (<1) from position and dnft of the
signal during the L looks, and G, 1 the loss from short-term
ntter of the spacecraft oscillator Because these two losses are
actually intertwined, they deserve a umfied treatment For the
present, we simply compute them separately and multiply
them

B. Position and Dnift Loss Gpd

Thus loss depends on the Doppler rate error f In time L/b
the signal frequency dnfts by Lf/b, in units of the channel
width b the drift width is

% IS

6 = ©)

b

Let the frequency origin be centered in the channel Let mb be
the signal frequency at the mudpoimnt of the L-look time
interval If m =0 the midpoint of the frequency dnft 1s at the
center of the channel, if m = 1/2 the dnft midpoint 1s at an
edge of the channel We call these cases the center case and the
edge case If the dnft during a single look 1s much smaller than
b, then G4 15 approximately the average of sinc? (af/b) over
the dnft interval, thus

1 MmO fan mi 2
G,y = G,q(m,5) =§/ (7) du (10)
m-6/2

C. Jitter Loss Gl

Using a spectrum analyzer, first observe a perfect sine wave
whose frequency 1s centered in one of the channels Then
replace the sine wave by a real oscillator having the same
average power Because of short-term phase jitter, the height
of the spectral peak will decrease According to Ref 2, mea-
surements of S-band transmitters have placed this “‘spectral

mean loss” between 0 3 dBand 1 5 dB According to Ref 5,1t
18 difficult to include this loss in performance evaluations
because little 1s known about the exact characternstics of phase
yitter We shall nevertheless use the information in the Allan
vanance plot (Fig 2) to obtain a theoretical estimate of the
ntter loss G, The result will put an upper bound on the
long-term Allan variance of, and a lower bound on the channel
bandwidth &

If the oscillator were modulated by erther a stationary
phase process 8(¢) or a stationary frequency process 6(¢) the
situation would be 1n hand because the oscillator output

x(t) = cos [2afyt +6(r) + 0,1

would be stationary (We assume 8, 1s umformly distrbuted
and independent of 6(r)) Assuming that 6(¢) 1s Gaussian,
Middleton (Ref 6) and others compute the spectrum of x(¢)
given the spectrum of 6(t) or 6(t)

Unfortunately, the typical Allan vanance behavior Af/f,, =
0, = const for large 7 indicates the presence of nonstationary
“flicker of frequency” modulation Previous theory does not
apply Since the behavior Af/f, = const/r for small 7 indicates
that a stationary phase process 1s also present, we adopt the
following model for 8(¢)

0(e) = ¢(r) + Y1)

where ¢(¢) and Y(¢) are independent Gaussian processes, ¢(¢) 1s
stattonary, and {(¢) has stationary second differences The
relevant second moment properties of ¢(z) and y(¢) are charac-
terized from Fig 2 by

P (9) = 3@nfya 7, (i)
fio?

S Qunf) = —2 12

by nf) = 02 (12)

where S, , 15 the one-sided spectral density of y(z) The 1 I3
spectrum has a rigorous meaning 1n the theory of processes
with stationary nth differences Eq (11) does not depend on
the shape of the spectrum of ¢(¢) as long as 1/7; 1s much
smaller than the bandwidth of ¢(¢) One obtains Eqs (11) artd
(12) from conventional stationary-process formalism by 1nte-
grating the Allan-vanance filter response times the spectral
density of 6(¢)
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In Appendix A we denve the following approximation for
the jitter loss

In (_1__) = Qnf.o )2 <1_12 + ._1__.) (13)
G, 97\ 3 (361n4)p?

Although the analysis 1s not rigorous, the author believes that
Eq (13) shows the main dependencies of the loss on the
Allan-variance turnover pomnt (7, ¢,) and the channel width
b The first term on the rnight comes from the stationary noise
¢(t) and 1s already well understood The second term comes
from the flicker-noise jitter y(t), as b gets smaller, the integra-
tion time gets longer, and the effect of the low-frequency
phase variations predominates

Within the confines of the analysis, Eq (13) actually gives
an upper bound for the loss We suggest using 1t as long as 1t
indicates a loss below about 2 dB

D. Detection Criteria

We set a detection threshold Nybn, where 1< n<r’ A
signal 1s detected if the outputs of a set of adjacent channels
are more than Nybn, and all other channel outputs are less
than Nybq

Fix an error probability e Anticipating the discussion
below, we define z,,z,, and z, by

0@y = 1.0G,) = €0G,) =ve (14

where n 1s the number of channels and Q(z) 1s the probability
that a standard Gaussian 1s more than z

Suppose that no channel has a signal The probability of
false detection 1s approximately

P, = nP{X>NOanr = 0}

Setting P, = € we obtain from Appendix B that

*o

n=1+— (15)

vL

where
xo = 20 V1~ 1JAL) +3(2,2 - DV I/EL)  (16)
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Since Nyb can be estimated as the average channel power, Eq
(15) determines the threshold

Suppose that a signal 1s present The probability that we
muss 1t or that a spurious channel output exceeds the threshold
1s approximately

n P{X<Nybnlr' =r 1+ P, (17)
3

where r,'c 1s the effective SNR 1n the kth channel We require
the first term of Eq (17) to be at most ¢ This term depends
on the dnft center m and the dnft width § = Lf/6% For a
given f, & 1s at our disposal but m 1s not Thus our detection
strategy has to work for all m Without loss of generality we
can assume 0 < m < 1/2 Lack of time forces us to consider
only the center case m = 0 and the edge case m = 1/2 Also, we
assume § <2 so that at most two channels have significant
amounts of signal

For the center case we consider only one channel in Eq
(17) Setting

P{X<N0bn}= €

We obtain from Appendix B that

xI\/1+2r
n=1+r'- ——— (18)

VL

where

x, =z, V1-p/4L —-;—(212 - DVBIEL)  (19)

r

and r' 1s calculated using G,4(0, 8) From Egs (15) and (18)
we get the detection criterion

r = 21

for the center case



In the edge case the two channels on either side of the dnift
midpoint m = 1/2 see an equal amount of signal Therefore we
set

[PIX<Nbn}]? = e
which leads as before to

x, Vv 1+2r
n = 1+r-— (22)
VL

where

x, = 2, VI B@D) -3, - DVBIED)  (23)

and r'1s calculated using Goa (1/2, 8) The detection criterion
for the edge case 1s

x, tx, Vv 1+2r
ro= s 24)
L

Let ¢, f, and b be fixed Given & (or L) the nght sides of
Eqs (21) and (24) depend slowly on 7', so they can be 1terated
to get the required 7’ for the center and edge cases Computing
Gpq(m,8)(m=0and 1/2) and G, we get the channel SNR

P r'

Ngb GG,

r =

as two functions of §, say r,(8) (center case) and r,(5) (edge
case) Since we don’t know which case holds we must choose
the worst one by setting

r(8) = max [r (8),7,(5)] (25)

Finally, we get the optimum values of § and L, and the
minimum required r, by minmmizing Eq (25)

Fon = r(Bopt) = minr(8) (26)
5<2
2

L = Pope > 27

opt =5 @)

In the two examples below 1t turns out that the point (8,
Fmin) 18 the intersection of the r=r,(8) and r = r,(8) curves
(Fig 3) For § < 8opts 72(8) 18 larger, for 8 > 8, 7,(8) 15
larger For both examples, § ,_, =1 6 approximately

opt

We can explain this from another point of iew For a given
r there 1s a range of L that will support detection with a given
error probability If L 1s too small there 1s not enough time to
build up the signal over the noise If L 1s too large the drift
spreads the signal over several channels The minimum r 1s the
one that shrinks this L-range to a single point

Suppose now that r >r_ . Assume that for & <§, , the
edge case applies r,(8) > r,(6) The required L can be found
by 1terating

L= (28)

7

r

[xo +x, \/1+—2r']2

whose right side depends slowly on L

E. Approximations

Put e = 1074, 8opt = 16,Gp3=Gpy(1/2,0)=041, and
compute G, from Eq (13) Then

8
(P/No)mm = rmmb=——\/f_ (29)
GpdG] vV 60pt
_L 8 |2 b
T, _?_I:GpdGJ p\2 (30)
)

for PIN, = (PINy) ..
VIl. Tracking and Nontracking Systems
A. Design Equations

From Ref 7 we extract some nominal relationships for
parabolic antennas Let d = diameter, A = wavelength, § =
angle off-axis Then

On-axis gain G, =(7n/4) (d?/A?)
Half-power beamwidth 6, = 63 A/d deg
Off-axis gain G(6) = G exp (-In 16 62/62)
We get the weakest possible tracking system by specifying
G, such that
Gr_=r

a 1so min
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where ., = (P/Ny),s,/b The only a pnon restniction on the
word time T, = Lopt/b= 80pt b2/f 1s the tracking time
available

If the antenna 1s fixed, the spacecraft simply passing
through the center of the beam, then word time 1s Iimited We
arbitrarily designate the available antenna time by

T =2400 sec
a a

the time 1t takes a point on the celestial equator to traverse an
angle 6,/2 If the r_ = system happens to have T, > T, then
we must increase G, until T, < T, This can always be done
because T, = L/b 1s roughly proportional to 1/r?, whereas T,
1s proportional to 1/A/r We also have to account for the
varying gain as the spacecraft sweeps across the beam Since
the average value of G(6)/G, for 101 < 8,/2 15 081, we shall
simply nsert this extra loss into Eq (8) This 1s a makeshift
adjustment, of course

The system that makes T, = T, can be obtained from the
following 1teration on §, starting with 6 =1

2 N
L = §b_
f
17700%r,__b*
;= 1S0
2
r D
r'=081G,G,,(1/2,8)r
2/3
5 =L r'L? !
b% | xotx, V1+27 )

A T, =T, system leaves hittle room for error, there are at
most two chances to acquire the signal We have computed this
option simply to find out what can be done with a nontrack-
ing parabolic antenna One might design anr_,, system using
a nontracking fan-beam antenna with the wider dimension of
the beam onented east to west The beamwidth would allow
the spacecraft to stay in the beam for several word tunmes The
antenna would probably have to be adjusted daily in declina-
tion
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B. Denvation of the Examples

1 S-band Recall that f = 00028 Hz/sec, (P/Ny) o =
537X 1074 secc! From Eq (4) we choose an analyzer
bandwidth of 250 Hz (the next bandwidth above 240 Hz for
the analyzer we have in mind) Since we assume n = 256
channels, we have b = 1 Hz Equation (13) with g, = 10-10,
7y =05 secgves G, =081

To denve the r_, (tracking) system we plot r vs & for the
center and edge cases (Fig 3) The intersection gives 6, =
159, r = 0925 Then L= 60ptb2/f= 568 looks, T, =
L/b =568 sec The antenna parameters are G, =r

1723,d=230m, 0, =3 56 deg,and T, = 427 sec

mln/rlSO =

The 1teration Eq (31) gives the T, = T, (nontracking)
system Parameters are § = 0909, L = 325 looks, G, = 2967,
d=302m,6,=271deg,and T, =T, =325 sec

2 X-band Start from f=10"2 Hz/sec, (P/N;),qo = 6 03 X
10~4 sec™! The analyzer bandwidth 1s 1000 Hz,so b =4 Hz
Equation (13) with 0, =3X 10711, 7, = 05 sec gives G =
081 From Fig 2 we get the r,, system &, ,=163,r,,,=
0 409, L = 2608 looks, T; =652 sec, G, =2715,d =0 791 m,
6,=283 deg,and T, = 340 sec

The parameters of the T, = T, system are 6 = 0554, L =
886 looks, G, = 6387, d=121m, 6, =185 deg, and T, =
T,=222sec

VIIl. Conclusions

Provided that certain assumptions about Doppler rate error
and spacecraft oscillator phase stability are met, an alternating-
tone signal from a spacecraft 4 AU away can be acquired by a
ground antenna a few meters in diameter, a receiver with noise
temperature of order 200 K, and a commercial 256-channel
spectrum analyzer Although our design examples assume para-
bolic antennas, other types such as fan-beam antennas or
electronically steerable arrays should be studied, especially 1f
one wants to avoid mechanical tracking

Our analysis has mcluded an estimate of the effect of
oscillator flicker noise on MFSK detection A preliminary
theory with a certain amount of heurstic argument has
yielded the approximation Eq (13) for the spectral mean loss
More work on this theory 1s needed to improve 1ts accuracy
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Table 1 Design parameters for ICE surveillance systems

S-band, S-band, X-band, X-band,
tracking nontracking tracking nontracking
Doppler rate error
f (Hz/sec) 00028 00028 0010 0010
Spectrum analyzer
bandwidth (Hz) 250 250 1000 1000
Word time T
(sec) 570 330 650 220
Antenna gain
Ga (dB1) 324 347 343 381
Antenna
diameter d (m) 23 30 079 12
Half-power
beamwidth 8, (deg) 36 27 28 19

Table 2 Design control table

S-band X-band
1 RF power to antenna, dBm
Transmitter power, dBm 370 400
Circuit losses, dB 07 070
2 High-gain antenna gain, dB1 285 397

3 Space loss, dB
loss = A2/(4nR)2, R = 58 X 108 km 2750 -286 2
A=013mor0356m

4 Power recerved by 1sotropic antenna, -2102 -207 2
dBm (1 +2+3)
5 Noise spectral density, dBm/Hz -1775 -1750
Ng = kT, k = 138X 1020 mW sec/K
GaAs FET front end, K 120 220
Noise from ground, cosmos,
atmosphere, K 10 10
6 P/N 1sotropic antenna, dB sec™] -327 -322
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Appendix A

Loss From Oscillator Phase Jitter

The foundations of the second-moment theory of processes
with stationary nth differences are set out by Yaglom (Ref 8)
These processes provide rigorous models for phenomena which
appear to have spectral densities behaving like 1/f* as f> 0,
where a < 2n+ 1 For our case, « = 3, so n =2 suffices while
n =1 does not

Let @(¢) (the phase of an oscillator) be a process with
stationary second differences Its spectral representation is

0(r)=a, +a,t +icz‘2 ~/ [e'“? -1 —F(w)zwt]@)

2 W
(A1)

where ¢ 1s a constant, @, and a, are random variables, F(w) 1s
a bounded function satisfying

F(w) =1+0(lwl), w—0

= 0(1/lwl),

wW—>too

(A2)

and Z(w) 1s a complex-valued process with orthogonal incre-
ments, related to the two-sided spectral density % Sy, (w)
by

" 2 .1 4 dw .
ElZ(w") - Z(w)l > W' S, (W) o (A-3)
w
The spectral density must satisfy
A (A4)
— 5, (w)dw <o A4
e 1t o6

We have assumed that the measure given in Eq (A-3) (the
spectrum of the generalized process @ (¢)) 1s absolutely contin-
uous

Changing F(w) while retamning Eq (A-2) simply adds a new
component to a;, which 1s just a constant of integration, a
frequency offset If one formally mtegrates the spectral repre-
sentation of a stationary process twice, one obtains Eq (A-1)
with F(w)=1 Such a representation for 6(z) 1s valid only 1f
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6(¢) has so little high-frequency power that 8(¢) exists When
one attempts to do calculations, one gets results that depend
strongly on the high-frequency components of 6(¢), which we
know intuittively to be 1rrelevant to the situation The instanta-
neous oscillator frequency 1s perhaps meaningless It 1s essen-
tial to use the correct version Eq (A-1) with a cutoff function
F(w)

We now compute an estimate of the mean loss incurred
when measuring the spectrum of an oscillator with phase 6(¢)
We can assume that the output has been heterodyned to
baseband and that we are measuring the power 1n a frequency
band of width & centered at zero frequency Let bh(bt) be the
time window of the measurement, where & satisfies

A(x)

h(-x) = 0

fh(x) dx 1,fx2h(x) dx < o

For later use define

Hp) = [e* h(x)dx

The mean spectral loss 1s given by

G, = [fEVOCD s mprydsar (AS)

Assume that 6(¢) 1s a Gaussian process Then
E 0701 = exp (— %D(s,t))
where

D(s,t) = E[0(s) - 6(5)] 2

Since b2h(bs)h(bt) dsdt 1s a positive measure with total mass
1, Jensen’s Inequality gives

In% < % [[DGs.0) b2n(bs)n(br) dsdt  (A6)



To first order 1n D(s,t), the two sides of Eq (A-3) are equal

In computing D(s,t) from Eq (A-1) we assume that ¢ = 0,
a, =0 The assumption ¢ =0 means that there 1s no average
frequency dnft The assumption @; =0 means that we don’t
want a constant frequency offset to affect the measurement
Also, 1t 1s convenient to replace F(w) by F(w/b)

Let
Wty = et 1 - ot P (2)
Then
Dés.) = f T W) - Wt )12S 5 (o) 5
0
and
lné— <fw V(%)See (w)(;—(: (A-7)
Y 0
where

V(@) = f le™Y - H(y) - xyF()I*h(x) dx

We still consider the function F to be at our disposal
Fixing y we find the number F(y) that minimizes V(y) Thus 15
done by projecting etx¥ - H(y) onto the vector ix 1n the space
L% [h(x)] The answer 1s

- HO)
F(y) = JE(0)

(A-8)

_ H ()
V(V) - 1_1{()))2 + Hu (0)

(A9)

It happens that the function F given by Eq (A-8) satisfies Eq
(A-2) The function V(y) given by Eq (A-9) 1s a high-pass
frequency response, and the night side of Eq (A-7) 1s a
“high-pass variance” of 8(f) with cutoff frequency propor-
tional to b

Concerning the way we have played around with F, we can
say only that 1t seems to be the nght thing to do Since
changing F only changes the offset frequency a4, and the effect
of frequency offset 1s covered by the loss G, we feel free to
mimize the effect of the offset on G, We want the average
frequency during the measurement to be zero in some sense
More work on this part of the theory 1s needed

Now set

h(y) =1,y < 1/2

= 0, elsewhere

A

Spe(w) = Spplw)+—

where @(f) 1s a stationary process with bandwidth much
greater than b, so that V{(w/b) passes most of the energy in
¢(t) Then Eq (A-7) becomes

1 A [T \dy
In+ < o?(¢) + — V)=  (A-10)
G 27Tb2 o 3

] y

By numencal integration we find that the last integral 1s 1/36
(approximately) Substituting for 62(¢) and A from Egs (11)
and (12) we get Eq (13)
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Appendix B

Chi-Squared Tail Estimates

Equation 26 4 31 of Ref 9 1s used to express the tails of a
noncentral (or central) x2 1n terms of the tails of a standard
Gaussian For our situation there are v = 2L degrees of free-
dom and a noncentrality parameter A = 2L7' (or zero) The
approximation requires L > 50 Let X be a scaled version of
the noncentral x2, define X* = [X - E£(X)]/6(X), and let Z be
a standard Gaussian Given a probability p define x and z by

P{X*>x}=P{Z>z}=p

Straightforward manipulation of the approximation in Ref 9
gitves the approximation
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x =217 B/(4L_)+—;—(22 - OVEIGL) (B

where

S 1+’
(1+r')?

To get an approximation for the lefthand tail P {X* < x},
replace x by -x and z by -z in Eq (B-1) The righthand tail of
X 1s heavier than the Gaussian tail, the lefthand tail of X 1s
lighter
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We show that for photon communication, the rate R, = 1 nat per photon is the rate
beyond which one encounters an explosive increase in both the required ratio of peak-to-
average signal power and n the required bandwidth expansion On the basis of these
results we conjecture that no practical photon communication system can be designed to

operate above 10 nats per photon

l. Introduction

In a recent report (Ref 1), it was shown that the R -
parameter associated with noiseless optical communication
using photon-counting techniques (hereafter we call this
“photon communication™) 1s one nat per photon Now for any
channel, R, 1s widely believed to be the rate above which the
implementation of a rehiable communication system becomes
very difficult, but there 1s no really sound mathematical
support for this belief In this paper, however, we will give
rigorous mathematical substantiation to this “R,, conjecture,”
for the special case of photon communication

Roughly speaking, we shall prove that for photon com-
munication, the rate R, = 1 1s the rate beyond which one
encounters an explosive increase in both the required ratio
of peak-to-average signal power and 1n the required bandwidth
expansion

Precisely speaking, what we shall prove 1s this Let p denote
the rate (1n nats per photon) of a given reliable photon com-
munication system, let a denote 1ts required ratio of peak-to-
average signal power, and let § denote 1ts required bandwidth

expansion factor Then necessarily, as we will show 1n Sections
1T and III,

a>ef -1 )

Pl -1

B 2—7—‘ @)

Thus as p increases linearly, both « and § must increase expo-
nentially On the basis of Eqs (1) and (2), we conjecture that
no practical photon communication system can be designed
with p 2 10 On the other hand, i1n Ref 21t was shown that
one could design a practical system at about p = 3 using pulse
position modulation and Reed-Solomon codes Thus, the gap
between what 1s presently practical and what may someday be
practical 1s reasonably small This 1s in spite of the fact that
channel capacity (1¢, the largest p that 1s theoreticaily pos-
sible) 1s extremely large (Ref 3)

il. The Poisson Channel Model

We assume that any photon communication system works
as follows The time interval during which communication
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takes place 1s divided into many subintervals (‘‘slots”’), each of
duration ¢ seconds The transmutter 1s a laser which 1s pulsed
during each time slot, 1t may be pulsed with a different intens-
ity 1n each slot At the receiwver 1s a photon counter, which
accurately counts the number of photons received during each
tume slot We denote by x, the expected number of photons
recetved duning the ith time slot, x, will be called the inzensizy
of the th pulse

It may be that “noise photons” are present in such a
system, but in many cases of practical interest, noise photons
are extremely rare (For example, 1n a careful analysis of a
potentially practical system, Katz estimated the rate of arrival
of noise photons to be around 1073 per second ) In any event
we shall make the assumption that no noise photons exist In
this case, because of the Poisson nature of photon arrivals,
the probability that exactly & photons will be received during
a slot 1n which the laser was pulsed with intensity x 1s e~ *x* /&'

Thus described, the optical channel 1s a discrete memoryless
channel with mnput alphabet equal to the set of nonnegative
real numbers (the possible values for the intensities x,), and
output alphabet equal to the set of nonnegative integers (the
possible outputs of the photon counter) If a real number x
1s transmitted, the probability that the integer £ will be
received 1s given by

xk

p(klx) = € 5 3

We call the channel described by Eq (3) the Poisson channel

A code for this channel 1s a set of vectors x, = (x,, ,
Xp) 1= 1, , M, of length n Each component X, 15 a non-
negative real number and represents an intensity of the trans-
mitting laser Assuming that each component of a code word
requires one time slot for transmussion, the rate of such a code
18

log M
R = nats per slot 4)
n

On the other hand, each component x,, represents an average
number of (received) photons, and so the code’s rate in nats
per photon 1s

o= % nats per photon, where )
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u = (E xl])/nM, photons per slot (average) (6)

L]

The rate R in Eq (4) 1s a measure of “bandwidth expan-
sion ”’ If, for example, we are transmitting at a rate of A nats
per second, using a code of rate R nats per slot, 1t follows that
we require A/R slots per second Thus the slot rate 1s equal to
the nat rate multiplied by the factor 1/R We thus define

A
8= —log i slots per nat (7)

and call 8 the bandwidth expansion factor

In Eq (6), u represents the average pulse intensity, 1e
the average number of photons received per time slot At a
given frequency this number 15 proportional to the average
received power On the other hand, the quantity

L = max x (8)
1,] i

represents the maximum required pulse intensity required by
this particular code, and 1t 1s proportional to the maximum or
peak received power We denote the ratio of L to u by «

max (x )
i) "

1
PRTDIES

L7

I

)

)
1]
= |~

We have now precisely defined the quantities «, §, and p
mentioned 1n Section I Our proof of nequalities in Egs (1)
and (2) rests on certain information — theoretic results about
the Poisson channel, which we now describe

We would like to compute the information — theoretic
capacity of the Poisson channel, whose statistics are given 1n
Eq (3), that 1s, the maximum possible mutual information
I(X,K), where X 1s a nonnegative random varniable, and K 1s a
nonnegative integer-valued random variable related to X by
the conditional probabilities However, 1t 1s very easy to see
that this maximum 1s infinite (take X to be a discrete random
variable which assumes a very large number of values which
are very far apart) To get a meaningful problem, we must
restrict X somehow The most natural restriction (Eq (6))
18 to fix the mean of X, and so we define

C(p) = sup [I(X.K) E(X)=py] (10)



According to Shannon’s noisy-channel coding theorem (see
Ref 4, Chapter 7), C(u) represents the maximum possible rate
(in nats per channel use) of a rehable photon communication
system which 1s restricted to operate at an average of u photons
per slot or less

A second possible restriction 1s on the maximum value that
X can assume (Eq (8)) Thus we define

C(w,L) = sup [I(X,K) E(X) = p, X<L] (11)

Again, according to Shannon’s theorem, C(u,L) represents
the maximum possible rate for any photon communication
system which 1s restricted to operate at an average of <u
photons per slot, and a maximum of L photons per slot

In Section III, we will prove the following results about
C(u) and C(u,L)

C(p) < log(1+pu)+ulog (1 +-:7) (12)

CuL) < ulog % fL<1 (13)

In the remander of this section, we will show how Eqgs
(12) and (13) can be used to prove our main results, Eqs (1)
and (2)

First, note that by the converse to the noisy-channel coding
theorem, the rate R of a rehable communication system which
operates at an average of u photons per slot 1s bounded by

R < C(u) (14)

Now C(u) itself 1s bounded by Eq (12), and since log (1 + u)

< u, we have
1
R <u [1 +log (1 +I)] (15)

The rate of this system measured in nats per photon 1s, by Eq
(5), R/u, and so

p < 1+log (1+:1—> (16)

for p > 1 a sumple algebraic manipulation of Eq (16) yields

p<Et - (17)

Now since the bound on the nght of Eq (15) 1s easily seen
to be an increasing function of u, 1t follows from Eqgs (15) and
(17) that

0
R<—E2 (18)
e 1.

but R =~ This proves Eq (2)

To prove Eq (1) observe that Eq (13) tells us that a > e
for L <1 This 1s stronger than Eq (1), thus Eq (1) can only
fal for L > 1 Butif L > 1, the ratio & = L/u 1s by Eq (17)
greater than e,~1 - 1 This proves Eq (1)

It now remains to prove Eqs (12) and (13) This we do n
the next section

lll. Proof of Egs. (12) and (13)

In this section we shall give proofs of the important 1n-
equalities of Eqs (12) and (13) We begin with Eq (12)

By definition, C(u) 1s the largest possible value which can
be assumed by the mutual information /(X,K) when the test
source X 1s restricted to satisfy E(X) = u But by well-known
results on mutual information (see Ref S, Chapter 1),

I(X.K) = HK) - HK|X)

(19)
< H(KK)

where 1n Eq (19) H(K) denotes the entropy Z,p, log ! of
the random variable K Since for the Poisson channel,
E(K1X) = X, 1t follows that £(K) = E{E(K|X)] = E(X), and
so the random variable K has the same mean as X, iz, u

The problem of maxumzing the entropy of a nonnegative
integer-valued random vanable with a given mean 1s easily

handled with standard information-theoretic techmiques
Omutting the details (see Ref 5,Problem 1 8), the result 1s

H(K) < log (1 + ) + u log <1 +‘11—) (20)

(provided E(K) = u, K assumes only nonnegative integer
values) Equations (19) and (20) combine to give Eq (12)
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We turn now to Eq (13), which lies somewhat deeper The
problem 1s to maxiumize /(X,K) given that the distribution of
X 1s restricted to [0,L] and has mean y

We 1ntroduce the notation (see Eq (13))

k

p(x) = e* % @n

to denote the probability that & will be recewved given that x
1s transmitted We define

7, = Elp, (0] @)

the expectation being with respect to the distribution of X
The quantity p, represents the probability that & will be the
channel’s output, given that the input 1s the random vanable X

Using standard techniques of convex analysis, it 1S now
possible to show that a particular distribution confined to
[0,L] with expection u maximizes /(X,K) 1f and only if for
some constants C and A,

>~ P, (x)
Fx) = 3 p (x)log —

k=0 Py

+Ax = w) - C<0,0<x<L

(23)

where equality holds in Eq (23) at all points of support of
the distribution (Eq (23) 1s essentially the same as Theorem
451 1n Gallager (Ref 4) The only differences are that our
channel has a countably infimite alphabet, rather than a finite
one, and that we have an extra constraint £(X) = u, which
necessitates the Lagrange multiplier term A(x - u) However,
the modification of Gallager’s analysis needed to arrive at
Eq (23)1s quite easy, and we omt 1t )

Equation (23) 1s a very strong condition that must be
satisfied by an extremel distribution For example, we use 1t
to show the following

Lemma For any L,u, a maximizing distribution can have mass
at at most one point on (0,1)

Proof Define

g, = K'p, = EE€*X") (24)
Then by Schwarz’s inequality [E(X,X,)] L E(Xf) E(X;)
applied to X = e X/2 X(=D)2, x, = ¢=X/2 x(:* 112 we
have
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g2 <g_ 8, k=1 (25)

The function F(x) of Eq (23) can be written in the form

Fx) = x(logx- 1)+ Z pk(x)logi+)\(x—u)-c
k=0 gk
(26)

If we differentiate F(x) twice, using the formula p; (x) =
Py—1(X) = b (x), we get

o =L L
F'e) = :

+ 20 [, - 20, (x)+p, ()] log
k

2
g
1 K+
= — + 1 27
~+ 20 p,()log . (27)
k Ck+2
x b k g.8
SF(x) = S - X jog KkTZ (28)
x k! 2
k=0 Er+1

Each coefficient in the series Eq (28) i1s by Eq (25) non-
negative Since e*/x 1s a decreasing function for 0 <x <1,
it follows that eXF"'(x) 1s decreasing 1n this range also Since
e*F"(x) 1s positive at x = 0+, e*F"'(x), and so F''(x) also, can
be zero for at most one value of 0 <x <1

An extremel distribution by Eq (23) must have F(x) <0
for all 0 <x <L Since F(x) 1s differentiable, 1t follows that
F'(x) = 0 whenever F(x) =0 Now 1f say F(x,) = F(x,) =0
with 0 <x, <x, <1, then there exists x, < x; <x, with
F’(x;) = 0 By the above remarks F'(x,) = F'(x,) = 0 as well
This mn turn implies the existence of x4, x5 x; <x, <x;<
xs <x, with F(x,) = F"(x5) =0 But we argued above that
F"'(x) could vamsh at most once on (0,1) Thus, F(x) can
varush at most once on (0,1), 1 e , the optimizing distribution
can have mass, at most, at one point i (0,1) This completes
the proof of the lemma

We now use the lemma to prove Eq (13) Since L < 1, the
lemma tells us that a distribution on [0,L] with E(x) = u can
have mass only at x = 0 and one other point x =8 <L We
shall complete the proof of Eq (13) by showing that for any
distribution concentrated at x = 0 and x = L the resulting
mutual information /(X,K) satisfies

I(X.K) < ulog % (29)



(It 1s sufficient to take £ = L because the nght side of Eq (29)
18 an increasing function of L )

Thus, let X have distribution

P(X=0)=p
(30)
P(X=L)=gq, pt+tq=1

Then a straightforward calculation yields

IXK) = (1-0Q)log +Qlog§-L(q— 0)

l
1-Q
Q=q(-e") €3y
Our goal 1s to show that this quantity 15 < u log (L/u), but
u=E(X)=qL So we must show that the right side of Eq (31)

18 < gL log l/q Subtracting this quantity from Eq (31), we
define for a fixed L >0

F@) = (1- Q)log 7o *+(@-al)log o~ L(a~ Q)

and wish to show that f(q) < 0 for 0 < g <1 This 1s easily
seen, given the following (whose straightforward verifications
are omitted)

f(0) = f(1)=0 (32)

f0) = -, f(1)=0 (33)

f'(a;) = O only for g, = —— - - (34)
a, ylordy=— < ]

Because f(0) = 0, f'(0) = -0, f(q) 1s negative for all suffi-
ciently small ¢ If now f(g) = 0 for 0 <g <1, 1t would neces-
sarly follow that f* would vanish at two imterior points of
(0,1) Since also f'(1) = 0, f” would vanish at two ponts of
(0,1), contradicting Eq (34) Thus f(g) <0forall0<g <1,
and this completes the proof of Eq (13)
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An Evaluation Criteria Model for the Navigation Network
System Design

E Hird

Mission Support Operations Division

The classic framework for analysis ultimately follows a series of rules whether or not
those rules are consciously applied The rules usually take the form of define the
problem (system), define a measure of effectiveness, generate alternatives based on
analysis, and, weigh and decide Many methods have been developed and many analytical
and quantitative techmques and tools designed for general applications to different
models This paper describes the approaches used in developing the basis for a system
design evaluation model Two well known evaluation cases are modeled, leading to a
general model that 1s then detailed for application specifically to the Navigation Network
conceptual designs Identification of the system attrnibutes and thewr assocuated perspec-
tives and the method of scoring and ranking a candidate design are discussed

l. Introduction

In the conceptual phase of development of any new system,
several approaches are taken to ensure the best possible
solution of the design problem, several because there 1s simply
no a prior1 way of knowing which approach will best meet the
user’s need within a defined set of constraints Since 1t 1s not
cost effective to expend resources i constructing different
prototypes to physically (actually) test each of the
approaches, evaluations need to be performed duning the paper
stage of design

There are two factors that make evaluation difficult First,
although attributes such as growth potential and operability
tend to be common to all purpose-designed systems, all such
systems are not alike Therefore, the capacity to view each of
the attributes in their true relations or relative importance
assumes a system uniqueness that makes their definition
elusive and time-consuming, especially since both the attr-
butes and their perspectives must have the support of a
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consensus of those persons representing the orgamzations that
ultimately have a stake in the new system These are among
the matters that must be dealt with at the engineering level of
the design orgamization

The second factor 1s that decisions regarding the choice of
approach to be used in buillding the system have to be hved
with for many years after implementation Modifications are
expensive and the downtime, for example, may be unaccept-
able to the system user In this context, the choice, or
decision, 1s made at the management level but the quality of
the choice 1s heavily dependent upon the degree of profes-
sionalism apphed 1n the development and application of the
system evaluation criteria at the engineering level

ll. Considerations and Requirements

One of the tasks defined in the pre-Project phase of the
Navigation Network Study was the determination of a set of



evaluation critenia for the candidate designs, which were to be
developed under yet another task

The prnciple purpose of the evaluation criteria was to
provide Project Management with an acceptable means of
judging the mert of each candidate design and an acceptable,
uniform method of scorng and ranking each Subsidiary
purposes were to

(1) Assist the Design Study Team by suggesting topics to
consider 1n thetr efforts to produce acceptable candi-
date designs

(2) Assist in 1dentifying the level of work necessary and the
amount to be done in completing a candidate design
through the research/reference stage to provide the
data needed to respond to relevant evaluation criteria

(3) Give DSN Management, 1n association with the Project
Report on how designs are ranked, another mput to use
in reaching a decision whether or not to proceed with
the Navigation Network implementation

The requirement that the evaluation criteria had to be
developed separately and independently from the candidate
designs themselves posed an 1mtial difficulty 1n getting a useful
word picture, or model, of just what would constitute a
candidate design No wrtten, formal definition was available,
so a definition was developed and given for practical purposes
as a “functional design ” To expand this a bit further, the
planming configuration design used to develop future budget
line items for the Nawvigation Network served as a useful
example The planning configuration 1s described here simply
as a set of configured generic hardware, and for the sake of
completeness as receving nstruments consisting of a 10- or
20-meter antenna, a cryogenic front-end amplifier, the VLBI
recetver and sampler, a frequency and time standard
(H-maser), a control computer, and the communications
equipment (DOMSAT)

lll. Model Development Approaches

Three different approaches were nvestigated, initially, 1n an
attempt to find an acceptable model of the evaluation process
an engineering approach, a hibrary research approach, and a
strawman approach

A. Engineering Approach

In the engineering approach, a survey was made of the work
other persons in the DSN had done in the area of evaluation
criteria  The results of the survey were so meager they could
not be used

B. Library Approach

Concurrent with the engmeering approach, a library
research effort was mitiated to determune the availability of
useful literature on evaluation criteria that could be obtamned
and used within a reasonable time period Thus research also
proved fruitless in revealing how an evaluation criteria process
mght be developed

C. Strawman Approach

The crntena for the strawman approach were developed
from suggestions made by vartous DSN personnel The criteria
were partitioned under topic headings, for example, Design
and Operation, using very flexible rules to afford the sem-
blance of order that was needed because the randomness of
criterion 1nput was not conducive to therr falling into cogni-
tive relationships In retrospect, the strawman criteria can be
viewed as a set of unstructured attributes mixed-in with sys-
tem requirements

The strawman criteria were sent to a number of managers
who had fiscal, technical, or user interests in the proposed
Nawvigation Network, therr comments were solicited, and
responses received were carefully reviewed and were inter-
preted to mean that

(1) A senes of filters or gates were needed to weed out
candidate designs that were unresponsive to the desired
attributes

(2) Cost and nisk were elements of the evaluation process
that should be treated as parameters and not as
attributes

An analysis of the comments received pomnted to the
madequacy of the strawman approach to develop evaluation
criteria, however, the comments nourished the thought that a
generalized case model would be feasible

IV. Definition of a Case Model

The basic ground rules for a generalized case model were
established as simply as possible The case model

(1) Should not be associated with the DSN

(2) Had to be sufficiently complex to require more than a
superficial effort to develop

(3) Had to be one that most people could readily identify
with and understand 1n order to sustain their interest

The methodology was to distil the underlying phitosophy
of evaluation from the case model and to adapt it to the
current need With the ground rules in mind, two cases were
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1dentified where individuals make large expenditures in rela-
tion to their personal income that require prudent considera-
tion at each stage of their involvement the purchase of an
automobile and the purchase of a home

It was decided to look at both cases to determine what
concepts were involved 1n the respecttve evaluation processes
Since the Navigation Network could conceivably involve the
use of new equipment at new locations, 1t was further deaided
that the cases to be defined should be the purchase of a new
automobile and a new custom home In citing the need for
new and custom items, it was felt that a greater effort would
be required and thus result in a more definite process than
cases mvolving the upgrading of an existing automobile or
home

Although both case study results are available to the
interested reader, only one — the purchase of a new auto-
mobile — 1s described further for the purposes of illustration

A. Purchase of a New Custom Home

Not described further due to time and space limitations

B. Purchase of a New Automobile

1 Requirement. The requirement for a new car has to be
formulated in general terms as a first step m satisfying the
need As an example, the requirement could be for a sedan 1n
which a family may be transported on short urban journeys
with economy of operation, after mncurring a certain 1nitial
cost

The first logical step 1s to obtain automobile marketing
data, which may be accomplished by obtaining brochures of
various models handled by local dealers representing several
different manufacturers At this point the prospective pur-
chaser goes through a prelimunary ehmination or weeding-out
process of candidates by reviewing the contents of the
brochures This will eliminate automobiles that

(1) Are not sized for that particular famuly

(2) Have a fuel consumption that delivers fewer mules per
gallon than required

(3) Exceed the upper cost limit

2 Technical constramts Models that meet the mnitial
requirements are then subjected to further scrutiny based
upon technical constraints Here the critenna will reflect
personal experience and may perhaps include

(1) Number of years the model has been available to the
public without significant modification or manufac-
turer’s recall to rectify design defects
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(2) Resale value of earlier version of the model
(3) Opmons of other users of a particular model who are

quahfied 1n the eyes of the prospective purchaser

Additional models may be eliminated at this point through
their subjective failure to meet all, or most, of the technical
attributes considered relevant by the prospective purchaser
Those candidates that survive are given some preliminary order
of preference, based on how well they subjectively meet the
technical attributes overall

3 Optimization evaluation Each of the remamnmng candi-
dates then goes through an optimization evaluation to deter-
mme how closely certamn needs are satisfied These needs
mught include

(1) Dniveability
(2) Passenger comfort and convenience
(3) Performance improvement
(4) Appearance
(5) Safety
The candidates are then ranked accordingly to how well all the

criteria have been satisfied by different manufacturer’s models
and option combinations

4 Cost In parallel with the optimization process, the cost
of ownership 1s being developed Costs include

(1) Cost of basic vehicle and selected options
(2) License fees and taxes, annual
(3) Insurance, annual

(4) Estimate of annual fuel costs, based on some arbitrary
distance

(5) Maintenance costs, annual

5. Additional considerations The final choice of vehicle, or
even a decision to buy one at all, may depend upon additional
constderations such as

(1) Availability of the model in the desired configuration
at the needed date

(2) Dealer concessions on the total price

(3) Avalability and cost of financing under different
purchasing plans

(4) Abihity of the prospective buyer to dispose of his
existing vehicle at what he considers to be a fair price



(5) A willingness to relinquish or defer one or more
options to meet cost constraints

(6) Opportunity costs

C. Workability of the Case Model

The workability of the two case models must be demon-
strated, the best way would be to use them in the respective
process of new car and custom-home purchasing Since neither
activity 1s feasible, the next best thing 1s to obtamn the opinion
of experts as to the usefulness of the case models

1 Expert opmmon, model 1, new custom-home This case
model was first reviewed separately by two practicing civil
engineers They both agreed that the process was acceptable
but recommended changes and additions to the evaluation
criteria, which were included 1n the model

The revised model was then reviewed by a mechanical
engineer who 1s in the process, personally, of constructing his
own home He agreed that the process was essentially correct
and that although he thought that some more evaluation
criteria might be included, the model was adequate for the
present purposes

2 Expert opmion, model 2, new automobile This case
model was reviewed separately by two managers who had
recently purchased new vehicles for themselves Each one
agreed that the process was essentially the one they had gone
through, although neither one had wrtten 1t down on paper
Both remarked that they would use some additional criteria
and these were added to the model used 1n this report

Based upon the interview statements, 1t was concluded that
the evaluation processes of the two case models were workable
and useful

D. Word Representation

A word representation of the evaluation process was
developed for each of the two case models A comparison
revealed a close degree of correspondence in their respective
structures The result of that comparison may be characternized
as follows

(1) Requirements have to be expressed i terms of
(a) What has to be done
(b) How well the purpose has to be done

(c) A ball-park cost limut expressed in terms broad
enough to invite effective competition

(2) A wide range of candidate designs, products, prop-
erties, and services already exist to satisfy the most
discriminating of needs The market has to be re-
searched for those that mught quahfy for candidacy

(3) An mtial evaluation is necessary to eliminate those
candidates

(a) That do not meet the functional and performance
requirements

(b) That exceed the upper cost bound

(4) Survivors of the preliminary requirements evaluation
then have their capabilities subjected to a technical
attributes evaluation where some feelings as to order of
choice are expressed and some final candidate rejec-
tions may be made because the nisks and inconveni-
ences outweigh the benefits and conveniences of
ownership

(5) The mmitially ranked candidates are studied in detail and
the optimization of the attributes within the physical
constraints imposed by a particular design are evalu-
ated Then for each feature of design, the evaluation
results of the candidates are compared and a final order
of technical preference 1s established

(6) In parallel with the optimization evaluation process,
the fixed, one-time costs and the continuing costs are
estimated to an accuracy that 1s consistent with the
available data

(7) The decision to procure any of the final candidates 1s
developed from weighing different financing plans, for
example, outright purchase, deferred payments, leasing
or rental, and constraints (a set of evaluation criteria
reflecting the state of famuly affairs) imposed by the
business climate against the technical capabilities to be
offered 1n each case The choice may also be influenced
by the ability of any of the final candidates to tolerate
changes of certain feature optimizations in order to
meet cost hmitations while still being able to perform
the essential task

Alternative representations are often useful in developing
additional perspective on a problem Figure 1 shows a top-level
block diagram of the generalized evaluation criteria process,
denved from the word representation of the case models

In practice, the expansion of each of the block diagram
boxes to give increasing detail of the internal processes will be
dependent upon the point in the diagram that the action has
reached Imitially, 1t 1s desirable to munimuze the work to be
done because the number of candidates will be greatest
Therefore, 1t would be expected that the processes at the top
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of the block diagram would be simplest, 1e, the go/no go
kind

At the next level, more judgement and consideration would
be needed in evaluating each attribute of the candidate, with
rejection stil being a more or less probable result At the
technical optimization evaluation and hife cycle costing stage,
however, more detailed processes would be expected since
more prectse data need to be generated to satisfy the desire to
“get the best for the least ” It 1s also conceivable that the
block diagram process as a whole may be repeated more than
once 1if some of the criteria applications reveal marginal
technical capabilities that can be relieved only by changing the
functional, performance, or nitial cost requirement

V. Definition of the Evaluation
Criteria Process

Figure 2 shows the top level flow chart that evolved from
the task of developing the Nawvigation Network evaluation
criteria process from the general model It has the same
essential flow of data as shown in Fig 1 The major change has
been to differentiate between the processes and decisions to
emphasize the progressiveness of the acceptance or rejection of
candidate designs

The flow chart (Fig 2) may be regarded as bemng divided
mto four stages in series The first stage consists of the func-
tional requirements, performance requirements, and upper
cost limit gates Sumple decisions are made here on whether a
candidate design will be able to do all things 1t 1s supposed to
do and do all of those things as well as it should at an
affordable cost

In the next stage, the remamning candidates are evaluated
and scored for their compliance with Technical Attributes and
given a preliminary ranking If there 1s an obvious dichotomy
m that ranking, those candidates in the lower subset will be
eliminated at the Techmical Ranking gate Candidate design
rejections occurring at this pomnt will further reduce the
amount of detail work that has to be done in the third stage
Here the surviving candidate designs go through two parallel
processes

In the one, they are evaluated and scored on how well the
competing needs of Implementation and Operations are
satisfied, and the Intermediate Ranking that follows 1s
critically reviewed to determine if there are any obwvious
inconsistencies i that ranking, caused by sconng subjectivity,
that need to be corrected Any subsequent ranking changes are
justified and documented In the second parallel process, the
Iife cycle cost of each candidate 1s estimated to a level of
accuracy consistent with the available data
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These two data components constitute the output require-
ments of the Navigation Network study and are two of the
mputs to the Management Review process Other inputs
include the alternative funding plans that are created to meet
the different costs of each of the candidate designs and
business constraints, such as the choice of performmg the
detail design of the selected system in-house, or to let a4 system
mode contract

To define the system attributes needed at the Technical
Evaluation stage, the various constraints to be placed upon
each candidate design were considered They were loosely
identified as Implementation, Operation, Management, and
User, a general question was formulated 1n each case to relate
them to the Nawvigation Network Typically, for the Operation
constraint the question was, “How will this design affect
existing operational activities and procedures?” Answering this
question made 1t easier to see the relationship between the
constrants and the system attributes, as well as between the
constraints and the general model, so as to be able to place
them in the model accordingly

Each attrnibute needs one or more perspectives 1n the shape
of a question that will act as an evaluation criterion or
discriminant This part of the task 1s difficult to do because a
thorough knowledge of each of the constraints 1s needed So
both the attributes and the perspectives have to be developed
and refined through iterative discussions with the numerous
persons possessing the appropnate knowledge and an interest
n the quality of the final design

To define the system attributes and perspectives for the
third or Technical Optimization stage (see Fig 2) the con-
straints considered were Implementation, Operation, and Cost
The question used, for example, to relate the Implementation
constraint to the general model was “Is this candidate system
easy to design?”

An essential part of the evaluation process 1s the recording
of how effectively a candidate satisfies a particular criterion
The purpose of setting score values for the evaluation criteria
1s to provide the evaluators with a first indication of how the
various designs rank against each other To decide on the score
values, the set of evaluation criteria has to be complete, that s,
the system attributes to be evaluated and the wording of the
associated perspective statements must have had consensus
approval before development of the sconng can begin The set
of evaluation criteria have to be searched for a theme that can
be used to partition them into subsets If more than six subsets
result from this process 1t 1s probably too many and another
theme should be considered In the Navigation Network
evaluation task, four different levels of risk were conceived
and used to score the evaluation critera as follows



(1) Criteria that must have a positive response since failure
to satisfy them could mean failure of the design to
meet the user need

(2) Crtena related to those areas of relative inflexibility,
and therefore hugh mnsk, that could impact costs
severely if it turns out later that the wrong decision had
been made For example,

(2) Key equipment charactenstics that, once fixed,
cannot be changed without impacting operational
requirements, commitments, and costs

(b) User costs

(3) Critena related to Operations where the risks may be
considered as next lower, because of the potential for
flexibitity and work-around

(4) Crtena that are considered to be related to the lowest,
most controllable nisks

Clearly, four scoring values are needed There 1s, however, a
second condition to be satisfied Some of the perspectives are
worded to deterrune whether the candidate design will be
advantageous, neutral, or disadvantageous mn terms of the
attribute being assessed In such mstances the scoring value 1s
given a plus and minus range

Those criteria concerned with the highest nisk were given a
yes/no response The next level was given a score of 10 No
attempt has been made to differentiate between the criteria in
this subset 1n order to establish the range of severity of nisk It
18 felt that if any such differentiation becomes necessary 1t wall
occur naturally during the ranking review when each case will
be argued on its own specific ments The subset of cnteria
whose level of rnisk 1s associated with “flexability” and
“workaround” 1s given a scoring value of 6 whle those critena
assoctated with the lowest level of risk are given a scoring value
of 3

The ranking of the Nawvigation Network design evaluations
1s to be carned out 1n three phases Candidates that reach the
Technical Attnibutes Evaluation stage are evaluated and
scored Their scores are then individually totaled and the
prelimmary rank 1s decided on the relative total score so that
the highest scoring candidate will be ranked first A simlar
activity takes place at the Technical Optimization Evaluation
stage Here the scores for a candidate design are added to those
it obtamned at the previous level of evaluation to produce a
total score on which to base the intermediate ranking This
ranking 1s not the final arbiter A review of how each score 1s
obtained and how 1t influences the ranking may uncover
doubtful or unacceptable conditions existing among the rank
leaders and underrated or highly attractive conditions lurking

among the rank trailers This situation can only be resolved by
a round of evaluation that concentrates on the perceived
mequities created by the first round This review will be
conducted by the Navigation Network Project team Their
determmation of the ranking with the reasons for any changes
that they make will be presented to the Technical Steering
Commuttee with an open forum for comment Further reasons
for ranking changes made at this meeting will be considered by
the Project Manager before he makes his ranking recommenda-
tion to the DSN management

Some dissimilarities have been noted between the general
model evaluation process and the Navigation Network evalua-
tion process, these are

(1) Detailed designs for new homes and production models
of new automobiles are readily available from which
the individual may make a choice, whereas the Naviga-
tion Network functional designs have yet to be
developed This dissimilarity may be disregarded, how-
ever, because if no candidate designs are developed the
Evaluation Cnitenia will serve no useful purpose

(2) The intent to procure a new home or automobile has to
be of a lugh order or the individual will not undertake
such a time consuming task, whereas the decision to
build a Navigation Network 1s an institutional, rather
than an individual, decision Smce the decision 1s
outside the scope of the Evaluation Criteria this
disstmularity may be disregarded

(3) There 1s an opportumty in the Navigation Network
evaluation process to modify candidate rankings by a
review procedure that was not observed n the general
mode There are two possible reasons for this First 1s
that an mdividual who 1s evaluating automobiles or
home designs 1s most likely doing that job with httle
formality, the “sconing” being done mentally So the
need for the ranking review would not arnise Second,
one or two persons with fairly 1dentical interests will be
concerned 1n an automobile or new home purchase
whereas a number of users having considerable diversity
of interests are concerned 1n getting the greatest group
use out of a unique facility such as the Nawigation
Network

(4) The costing of a new home or automobile at the detail
level 1s a very much sumpler task than costing a new
design for a Nawigation Network at the conceptual
level Also, the differences in cost are of several orders
of magnitude greater for the Nawigation Network
compared with the car or home

Table 1 lists the complete set of Evaluation criteria that wall
be used 1n the evaluation process of the Navigation Network as
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illustrated 1n Fig 2 Considerable care was exercised in writing
the various perspective statements As a result they are
concise, and to stimulate discussion during their development
a short note was written about each one to explamn the
background and to suggest how a candidate design under
consideratton mught be scored A subset of these notes that
refer to the Implementation constraint are appended below

A. Maturity

The purpose of the question 1s to find out (a) if the theory
of the basic principles of the design has been developed to the
satisfaction of the scientific communty concerned with such
matters, and (b)if these principles have been adequately
demonstrated 1in practice through the use of purposefully
designed hardware/software A “Yes” answer to the question
should get the maximum score There 1s also a case for
considering the question to rate “Yes” or “No” only, with
acceptance of the design for a “Yes” response and rejection
for a “No ” This approach, however, has not been selected for
these Evaluation Cniteria

B. Buildability

If the design under consideration 1s considered to be so
specialized that a qualified electronic equipment manufacturer
would need special facilities, tools, or skills to do the job, then
the design should be given a zero score If, on the other hand,
1t 1s considered that the design can be built commercially with
a very low probability of a cost overrun or late delivery, or
both, then the questions should receive the highest possible
score

C. Practicability

If the baseline geometry permits view periods of sufficient
duration to enable the ground station equipment to acquire
necessary and sufficient data to satisfy the needs of all the
expected concurrent users, then the question should receive
the highest score Otherwise, the specific design under con-
sideration should receive a lower score

D. Testability

The purpose of the first question 1s to ensure that the
design, 1f buwlt, can be tested simply and easily whenever
necessary to ensure that the capabilities are within specifica-
tion In addition, the testing has to be accomplished with
ordinary test equipment used by tramned maintenance techm-
cians 1n a short time span at low cost There 1s a strong desire
to be able to test the design performance by independent
means This could be accomplhshed by using other DSN
equipment or the facilities of other organizations These
independent verifications, therefore, will have to be done
infrequently because of the coordination effort required and
the extra cost involved If the answer to either question is
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“Yes,” then the design should be awarded the hughest score
For a “No” answer the score should be zero

E. Compatibility

Integration of the Nawvigation Network with the DSN could
disturb the planned or implemented compatibility of the
major interfaces These interfaces involve equipment, software,
RF links, technical information, data and operations Some of
these interfaces will be of interest only 1f a Project 1s 1n a flight
phase, if a Project 1s 1n any pre-flight phase then all of the
mterfaces would be of mnterest If any interface

(1) Will remain unchanged, then a zero score should be
awarded

(2) Is changed 1n a beneficial way, then 1t should be given a
positive score

(3) Is changed 1n a way that creates any new burden or
imposition, then 1t should be given a negative score

F. Growth Potential

Past experience had shown that DSN equipment has been
used 1n a capacity or has served a purpose that was not
percetved at the time of 1ts original design On other occastons,
equipment has been modified to do additional tasks without
detriment to the ongmal task But here we are concerned with
equipment n the conceptual stage and yet to be built If we
know that the capability has been deliberately limited for
reasons of time or cost, we know that there is growth
potential If we can observe a recognizable mnovation rate in
the technical field of interest, we can expect growth potential
Those designs that have an identifiable growth potential
should receive a positive score, whereas those with obvious
growth limitations should receive a negative score Designs
with no identifiable growth potential and no obvious limita-
tions should be given a zero score

G. Schedule

At the conceptual level, the only schedule data available 1s
the PERT/CPM chart maintained by the Project Office If that
chart shows completion on schedule for a particular design
then a maximum score should be given

H. Safety

The question here 1s not whether the equipment can be
designed to meet federal or state safety standards, since that 1s
mandatory The question 1s how fault tolerant can the
equipment be designed to localhize failure damage, and will the
nsk to life be no worse than already experienced within the
DSN, keeping n mind the need to implement a highly
automated system A design meeting such requirements should
be given the maximum score



Table 1 Navigation Network evaluation cnitenia

Navigation Network evaluation criteria requirements

Attribute Perspective Response
Functional Can the measurement types required to navigate all missions in the mission set be obtained” Yes/No
Performance Can the most stringent accuracy requirements of the ground based system be attained? Yes/No
Cost Is the preliminary cost estimate within the limitation set by management? Yes/No

T Technical attributes evaluation process
Implementation

Attribute Perspective Score range
Matunty Is the technology of the design well understood? 0-+10
Buildabihity Can the design be built in a production environment to meet the requirements? 0-+10
Practicability Can the design acquire data often enough and long enough to meet user requirements” 0-+10
Testability Can the design performance be vahdated

Simply and repeatably? 0-+10
By an independent technique? 0-+10
Compatibility Will implementation be favorable to ground/flight interface compatibility at the following
pomts for any approved mission?
Tracking and data system (TDS)/mission design? -10-+10
TDS/spacecraft? -10-+10
TDS/launch vehicle? -10-+10
TDS/mission operations system? -10-+10
TDS/integrated systems? -10-+10
Will the implementation have a favorable interface compatibility with other TDS data types? -10-+10
Growth potential Can the design
Serve additional purposes without modification? -10-+10
Be modified to serve additional purposes without affecting the onginal purpose? -6-+6
Can the system capabilities improve with anticipated advances in technology? -10-+10
Schedule Can the design be implemented 1n time to meet the need date? 0-+3
Safety Under fault conditions can the design be made to fail without damaging equipment or 0-+3
injuring personnel?
Technical attributes evaluation process
Operation
Operability Is the approach consistent with unattended operation” 0-+6
Availability Can the system operate for an extended time period without the need for maintenance? 0-+3
Restorability Can the system operation be restored after failure by using DSN resources alone? 0-+3
Repairability Can all equipment be repaired by using DSN resources alone? 0-+3
Capabulity Will implementation increase DSN capacity to meet operational commitments? -10-+10
System validation Can the system performance be validated within the TDS? -10-+10
Can the user product be validated within the TDS? ~-10-+10
Technical attributes evaluation process
Management
Communications Will implementation be favorable to existing and planned DSN communications arrangements? -6 -+6
Data Processing Will implementation be favorable to existing and planned DSN computing capabilities? -6 - +6
Energy Will implementation be favorable to DSN mean energy consumption? -6-+6
Manageability Will implementation be favorable to existing management arrangements? -10-+10
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Table 1 (contd)

Attribute Perspective Score range
Technical attributes evaluation process
User
Spacecraft Will implementation be favorable to existing spacecraft operations and the spacecraft design -10-+10
of all approved but unflown projects?
Mission operations Will implementation be favorable to MOS arrangements for all existing spacecraft and ail -10-+10
system approved but unflown projects?
Data processing Will implementation be favorable to existing and planned computing arrangements? -10-+10
Costs Will implementation be favorable to user costs? -10-+10
Technical optimization evaluation process
Implementation
Ease of design Is the task within design organization experience? 0-+10
Are all the functions easy to understand? 0-+6
Ease of installation Can nstallation be done without any
Site preparation? 0-+6
Special equipment? 0-+6
Spectally trained personnel? 0-+6
Ease of modification Are all the functions mechanized simply? 0-+6
Are the functions nearly independent? 0-+6
Are the function interfaces simple? 0-+6
Technical optimization evaluation process
Operation
Ease of operation Are the perniods of operator activity short? 0-+6
Are there few periods of operator activity 1n a duty cycle? 0-+6
Ease of mamtenance Is there sufficient time in the duty cycle to perform necessary matntenance? 0-+10
Ease of repair Will failed equipment be repatrable 1n a reasonable time period without the need for high skulls, 0-+6
long experience, or special equipment?
Life cycle cost
Perspective Response

What are the life cycle costs for each design?

What 1s the DSN differential life cycle cost for each design?
What 1s the annual differential cost to each user for each design?
Are there any costs that are soft or fuzzy?

Is the implementation favorable to DSN cost-effectiveness in terms of user hours per
dollar of DSN funding?

Dollar value

Dollar value

Dollar value
Yes/No
Yes/No
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Fig. 1 Top level block diagram of the generalized evaluation criteria process
for selecting a design candidate
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Wet tropospheric path length fluctuation will, at some level of system sensitivity,
begin to interfere with the search for gravitational waves using the spacecraft doppler
method This article investigates radiosonde data from Edwards Air Force Base and radio
metric scintillation data collected over a long, nearly honizontal path in Hawau Utilizing
a previous hypothesis that wet tropospheric path length fluctuation is proportional to
total wet tropospheric signal delay, the two types of data are shown to be in reasonable
agreement for averagings times (1,) of approximately 3000 seconds The two-way
modeled troposphenic fractional frequency fluctuation at 1, = 1000 seconds s 1 6 X

10—14

|. Introduction

Proposals have recently been advanced to search for gravita-
tional waves 1n ultraprecise two-way doppler data Preliminary
estimates of gravitational wave characteristics indicate that a
total measurement system fractional frequency fluctuation
(o(AF/F), where F1s an S- or X-band frequency) of 1 X 10-15
over the time scales of nterest (50 to 5000 seconds) will be
required (Ref 1) At this level, fluctuations in the wet (water
vapor) component of the tropospheric signal delay (R,,) will
surely constitute a major error source

In a previous article (Ref 2), Berman modeled wet tropo-
spheric fluctuation under the assumption that wet tropo-
spheric path length fluctuation 1s proportional to the total wet
tropospheric signal delay In this article, a very low frequency
wet tropospheric path length fluctuation spectrum 1s con-
structed from radiosonde data measured at Edwards Air Force

Base, and a high frequency fluctuation spectrum 1s constructed
from troposphernic radio metric scintilation data taken by
Thompson (Ref 3) in Hawau It 1s shown that the two mean
spectra are reasonably consistent for fluctuation frequencies
(v) ~ 3 X 1074 Hz under the assumption that the wet tropo-
spheric path length fluctuation 1s proportional to the total wet
tropospheric delay

II. Radiosonde Data

Wet zenith tropospheric signal delay values (R, , cm)were
computed from radiosonde measurements made at Edwards
AFB during June through November 1977 and Apnl 1978
through March 1979 Edwards AFB 1s located 1n the Mojave
Desert about fifty nmules north of Los Angeles and has a
chimate similar to that of the Deep Space Network (DSN)
Goldstone tracking complex The radiosonde measurements
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were made at wrregular intervals ranging from periods of several
hours to approximately one day Changes in zenith delay
(AR,,.) as a function of separation time (7,) were computed
for all measurements within 3 days of each other These were
then sorted into “bins” of 1/10-day each and the mean value
of each bin calculated Figures 1 and 2 display these mean bin
averages (1n cm)

As previously noted, Berman (Ref 2) has hypothesized that
fluctuation 1n wet tropospheric delay 1s proportional to the
total wet tropospheric delay To test this hypothesis, the
changes 1n wet zemith delay (AR, ,) were correlated with
mean zenith delay (R, ,) for each of the bins in both data sets
Computed correlation was significant 1n almost every case,
with the average computed correlation coefficient (r) being

059
026

1977 data (6 months) r
1978-1979 data (12 months) r

Based on this observed correlation, 1t 1s considered that
the heunstic assumption of proportionality between wet tro-
pospheric fluctuation and mean wet troposphenc delay con-
tinues vahd

To utilize this relationship, each of the changes in wet
tropospheric delay was normalized (AR, ,/R,,,) by the aver-
age value of the delay Again, these were sorted into 1/10-day
(2 4-hour) bins Figures 3 and 4 present the mean bin values
for the normalized (fractional) fluctuations The lLines m
Figs 3 and 4 represent least squares linear curve fits to these
data The equivalent parametric forms for these data fits are
(7, 1n seconds)

1977 data (6 months)

024
_ a
op (1) = 00TR,, (1000)

1978-1979 data (12 months)

033
_ a
onz (r,) = 0069R . (1000)

These can be compared to the estimate Ref 2 made based on a
very preliminary examination of tropospheric fluctuation
obtained from water vapor radiometer data

;s \06
- a
asz(Ta) 002R_, (1000)
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Whereas the radiosonde data show greater 7, = 1000 second
(17 minute) fluctuation that the water vapor radiometer data
(7% versus 2%), the one-day modeled fluctuations are compar-
able at 27% and 29%, respectively

In the remainder of the article, the 1977 and 1978—1979
data fits will be combined 1nto a single model as follows

029
— a
op, (1) = 00T4R,, (——1000)

A fractional frequency fluctuation may be defined for this
data

oAFIF) = ag (Tp)ler,

where

¢ = velocity of light, cm/second

T doppler averaging time, seconds’

a

The fractional frequency fluctuation for the Edwards AFB
radiosonde data thus becomes

-0 71
- -14 a
o(AF[F) = 20X 10 (1000)

when a (yearly average) value of 8 cm 1s assumed for R,

lll. Tropospheric Radio Metric
Scintillation Data

In Ref 3, Thompson, et al, describes the phase spectral
density of wet tropospheric signal delays over a 64-km Hawai-
1an (nearly honizontal) range The fluctuation frequency ()
range of validity for this data 1s

3X 1073 Hz<p<3X 107! Hz

To compare these data to the Edwards AFB data, one must
scale the results by the appropnate total wet delays The exact
tropospheric water vapor distribution at the time of the
Thompson experiment over the 64-km Hawau radiometer

!For the remainder of thus article, ‘“measurement separation time” will
be equated with “‘doppler averaging time



range 1s unknown Using the US Standard Tropical Atmos-
phere, 15° N (Ref 4), 1t 1s estimated that there were a total of
87 gm/cm? precipitable water along the 64-km path A stan-
dard year-average zemith atmosphere at Edwards AFB has
1 3 gm/cm? of precipitable water Ths ratio of nominal delays
(proportional to integrated water vapor) 1s 66 9 and therefore
the phase spectral density of the Thompson data must be
scaled downward by (66 9)2 Thus, the Edwards AFB equiva-
lent zenith troposphere X-band phase spectral density (based
on Hawau measurements) 1s

P,(v) = 109X 1077 7257 rad? Hz!

3X 1073 Hz<p<3X 107 Hz

Reference 5 provides the following expression (with the Ref 6
correction) for Allan vanance (oyz) derved from phase spec-
tral density (v, 1s transmission frequency)

0; () = 477_2”0_2 ATaa_S'; f Z7% sm* (nZ)dZ
o

where 4 and a are defined from the expression for phase
spectral density P¢(V) = Av~¢ (as previously given)

Hence from the above one obtains from the Thompson data
as corrected to Edwards AFB, for X-band frequency (vo =
8 4 GHz) and a nominal 8-cm delay

-022
- -14 a
Uy(Ta) 115X 10 (IOOO)

The radiosonde fractional frequency fluctuation and radio
metric scintillation Allan vanance data® are plotted in Fig 5
As can be seen, they are reasonably consistent In fact, the
steeper slope of the very low frequency (Edwards AFB) data 1s
reasonable, smce one would expect the tropospheric fluctua-
tion spectrum to begin to flatten at about 3 days (4 X 106
Hz) due to movement of large-scale air masses

2For the purpose of this article, the radiosonde fractional frequency
fluctuation 1s considered to be equal to the square root of the Allan
variance

IV. Comparison of Radiosonde and Radio
Metric Scintillation Phase Spectral
Density

By equating the radiosonde fractional frequency fluctua-
tion (squared) with the previous expression for Allan varance,
a value of A may be deduced Using this procedure, a phase
spectral density for Edwards AFB radiosonde data 1s obtamned

P,(») = 676X 1071471 58 1342 Hz !

over the range of validity 3 X 1076 <p <10™*

Figure 6 shows the phase power spectra for both the Hawan
microwave data and the radiosonde data taken at Edwards
AFB The microwave data have been normahzed to year-
average zemth values for Edwards AFB, thus, both curves
represent phase spectra for the troposphere 1n temperate semi-
and regions As stated in Section III, the spectrum at very low
frequencies flattens out due to the decrease in long-term
troposphere variation for periods greater than a few days
Therefore, the “combination” of the model segments as in
Figs 5 and 6 1s intuitively agreeable

V. Tropospheric Model

Following Ref 2, a factor of (sin 6)"! 1s added to account
for non-zenith delays, where 6 = elevation angle One then has
a “combined” radiosonde/radio metric scintillation model for
tropospheric fluctuation (cm)

029
- -1 a
on(B,sz,‘ra) = 0074 (sin 0) R, (m) ,
Ta>30008
g, (,R

R
w

, T
wz’ a

; \079
- —1 a
) = 0043 (sin 9) sz( ) ,
7,<3000s

Edwards AFB 1s a reasonable representative of a temperate,
semianid chimate, as are the Deep Space Network stations
Table 1 gives the seasonal vaniation of the mean wet zenith
tropospheric signal delay during 1977 through 1979 From
this data, a mean yearly value of 8 cm was computed, with a
mean summer extreme of 16 cm and a mean winter extreme of
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4 cm The combined radiosonde/radio metric scintillation
model for these conditions 1s presented in Fig 7

VIi. Discussion

Previous work (Ref 2) modeled wet tropospheric path
length fluctuation under the heurnstic hypothesis of propor-
tionality between wet tropospheric path length fluctuation
and total wet tropospheric signal delay In this article, radio-
sonde measurements collected over 1 S years at Edwards AFB
are used to demonstrate the soundness of this hypothesis
Utilizing the hypothesis, wet zemith tropospheric fractional
frequency fluctuation computed from the Edwards AFB radio-
sonde data and the Hawaunan radio metric scintillation Allan

variance data are shown to be reasonably consistent in the
region of 7, ~ 3000 seconds The fractional frequency fluctua-
tion at 7, = 1000 seconds 1s approximately 11 X 1014, or
about a factor of two higher than the value estimated 1n Ref 2
from water vapor radiometer data Since this 1s a “one-way”
measurement, a factor of /2 1s apphed to obtamn the equiva-
lent “two-way” value of 1 6 X 10~!4 Since a value this large
will certainly impact any attempts to search for gravitational
waves using the spacecraft doppler method, there exists a clear
need to measure wet tropospheric path length fluctuation at 7,
= 1000 seconds, instead of relying on extrapolations mto this
cntical fluctuation region The water vapor radiometer 1s sug-
gested as a possible instrument for measuring tropospheric
path fluctuation at 7, = 1000 seconds, and perhaps uitimately,
providing wet tropospheric calibration as well
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Table 1 Mean zenith wet tropospheric signal delay (R, ;) as a
function of season during 1977-1979

Peniod Delay, cm
January—-Match 6
April-June 8
July-September 11

October-December
Yearly Average

Mean Summer Extreme 16
Mean Winter Extreme 4
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GCF-NOCC Reconfiguration

J P McClure
DSN Data Systems Section

The equipment and computer programs in the Network Operations Control Center
(NOCC) and the Ground Communications Facility’s (GCF’s) Central Communications
Terminal at JPL are being rearranged and supplemented to provide an improved opera-

twonal capability

The computer portion of the GCF’s Central Communica-
tions Terminal (CCT) in the basement of the Space Flght
Operations Facility was designed and implemented separate
from the Network Data Processing (NDP) portion of the
NOCC These independent designs, implemented at different
times, used more computers and programs than an integrated
design would have required The desire to reduce the computer
count and to provide an improved operational capability led
to the GCF-NOCC reconfiguration effort

This effort, when completed in 1981, will
(1) Require fewer minicomputers (16 versus 20)
(2) Require fewer computer programs (6 versus 8)

(3) Significantly reduce magnetic tape handling

(4) Provide a
capability

much-improved monitor and control

(5) Reduce operator requirements and provide the base
for a two-operator CCT

The present configuration of the CCT and elements of the
NDP are shown in Fig 1 High-speed data (HSD) are accepted
by the Error Detection and Correction (EDC) processors,
which operate interactively with the DSSs to correct HSD
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transmussion errors The corrected HSD are fed to the High-
Speed Switch computer, which routes the data, as appropriate,
to the Mission Operations Centers (MOCs), the Network Log
Processor (NLP) and (not shown) the Remote Mission Opera-
tions Centers (Ames and Germany) The NLP records both
high-speed and wideband data (WBD) on magnetic tape to
form a Network Data Log (NDL) The data are also forwarded
to the Network Communications Equipment computers 1n
Building 202, which routes the information to the proper NDP
computer for analysis

The Data Record Processors (DRPs) recall mussing data
from the DSSs (in response to data gaps sensed by the NDP
machines) and record them on magnetic tape to generate a
“fill” tape An off-line DRP merges the NDL and fill tapes to
produce an intermediate data record (IDR) The IDR 1s the
prime deliverable product of the DSN

The Central Communications Monitor (CCM) senses and
displays the performance of the entire GCF, receiving reports
from DSS and CCT equipments

Display information generated by the NDP’s Real-Time
Monitor (RTM) computers 1s forwarded via the NLP to the
Digital Display Processor (DDP), thence to the Video Assembly



Processor (VAP) for display in the Network Operations
Control Center in Buillding 230

The reconfigured GCF-NOCC, shown in Fig 2, consider-
ably simplifies the data paths and processing Both high-speed
and wideband data are routed through automated circuit
switches and then accepted by the Error Correction and
Switching (ECS) computers The ECSs error correct the
HSD, optxon'ally record 1t on a Front End Record (FER) mag-
netic tape, and route 1t, as appropnate, to

(1) The MCCC
(2) Remote Mission Operations Centers

(3) The Data Records Generation (DRG) computers

The DRG records HSD on disc, senses gaps, recalls the
missing data from the DSS, and then merges the real-time and

recalled data as 1t writes the IDR on magnetic tape Wideband
data are recorded in IDR format directly on magnetic tape If
recalls are needed, the DRG also merges the real-time and re-
called data to form a complete WB IDR

The CCM, NCE, DDP, and VAP functions are largely
unchanged, though the NCE and the DDP communicate
directly over their own interconnecting circuits, as do the
ECSs and NCEs

The reconfigured GCF-NOCC capability 1s scheduled to be
completed 1n March 1981 Subsystem-level testing begins n
May 1980, accompanied by a phased rearrangement of the
hardware Training and operational testing start in November
1980 and continue until the full capability 1s placed on-line
in March 1981
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Preliminary Telemetry Operations Experience With the
Real-Time Combiner: 1 November 1978 to
1 November 1979

N K Simonand C Hoynes
Deep Space Network Support Section

A prototype version of a two station, real-time signal combiner was wnstalled at Gold-
stone DSS 14/(12) and used to support the Voyager Mission at Jupiter and the Pioneer 11
Mission at Saturn This article reports on early combined station operating experience
with a Real-Time Combiner (RTC) in the loop

l. Introduction

On September 21, 1974, the two 26-m antennas at DSSs 12
and 13 were arrayed with the 64-m antenna at DSS 14 to
improve the telemetry data recetved during the Marmer 73
Mercury encounter (Ref 1) The experimenters claimed an
mprovement 1n SNR of 0 7 dB over the operation of DSS 14
alone The arraying was accomplished with a signal combiner
that took baseband signals and phase correlated them to pro-
duce a single additive signal The combined output signal was
then 1nput to a DSS 14 receiver and demodulator “for further
processing ” The experiment was a laboratory research effort
meant for one time use during the MVM 73 encounter It also
demonstrated the value of arraying the antennas at a DSS
complex A reproduced graph of BER vs time from the Sep-
tember 21 encounter 1s shown in Fig 1

The current effort began in FY78 The objective was to
develop a permanent Real-Time Combiner (RTC) installation
for the 64-m/34-m net A prototype unit became available in
November 1978 and was successfully used for the Voyager 1
and 2 Jupiter encounters and for the Pioneer 11 Saturn
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encounter It 1s the operation with the prototype unit that
1s the subject of this report

The basic system block diagram for RTC operation 1s
tllustrated in Fig 2 Baseband signals from a 64-m and 34-m
station are fed into the combiner, phase locked, and sent
through a standard telemetry string for normal processing
The SNR gain from combining over a 64-m station alone 1s
dependent on the actual SNR spread between the two sta-
tions For a nomunal spread of 5-dB between the 64-m and
34-m antenna the RTC theoretical gain 1s 1 2 dB This com-
pares with 0 8 dB available from adding two 26-m stations to
the 64-m signal

Il. Test Program
A. CTA 21

The prototype RTC unit was set up in CTA 21 and imitial
testing was conducted in November/December 1978



Two methods of simulating a 2-station configuration at
CTA 21 for testing RTC performance 1n an operational system
environment were considered Method 1 Receiver input ter-
minations were 1solated with a common modulated RF test
signal fed to both receivers Levels were adjusted by means
of S-band attenuators in each line Method 2 Separate RF
signals modulated by a common data-modulated subcarrier
from the Simulation Conversion Assembly (SCA) were fed to
each Receiver

In both cases the baseband outputs of each receiver were
fed into separate RTC channels Results indicated both
methods to be acceptable Method 2 was preferred for ease
of configuration The actual configuration used for CTA 21
1s shownin Fig 3

With 10 dB difference between input signals the combiner
provided a 04-05 dB SNR gain over that of the strong
signal alone This 1s 1n the correct range for what would be
predicted by theory

Although the mitial test configuration tried was vald,
several tests over a period of weeks were required to obtain
the above result This was because the following difficulties
thwarted the experimenters during early tests

(1) Laboratory power variations and noise interfered with
the signal levels during the tests at CTA 21 It was
found that the system appeared to be more stable
after 5 pan Therefore, most testing was shifted from
daytime to evenings and weekends

(2) SNR values computed by the Telemetry Processor
Assembly (TPA) fluctuated £1 5 dB In trying to mea-
sure a 05 dB gain, an SNR value good to +0 1 dB 1s
needed It took some time before a technique was
evolved to do this with any confidence 1n the results
The problem was exacerbated by the power varia-
tions noted above

A Block IV receiver degradation problem also existed, and
was eventually determined to be in the telemetry phase
detector module Several attempts were made to improve its
performance, with none of them successful So that testing
could proceed, 1t was decided to use the Block III Receivers,
and all successful testing at CTA 21 was performed with
these receivers at S-band frequency

Because of the vanance in the telemetry processor esti-
mated SNR outputs, a symbol error count was the more
desirable criterion for measuring system performance How-
ever, because of the delay through the combiner, a symbol
error count at the higher data rates could not be made using
the more desirable psuedo noise pattern (The system has no

provision for varying the delay in the symbol error line from
the SCA to the Symbol Synchromzer Assembly (SSA)) Two
alternatives remamned 1) use a less destrable square wave bit
pattern or 2) lengthen test time and use the estimated SNR
mean for performance measurements Since combiner perfor-
mance was measured by serially testing and comparing com-
bined and uncombined performance, and with system stability
uncertain, most of the testing at CTA 21 was performed with
square-wave data using the symbol error count as the prime
measurement data

Note that the purpose of testing at CTA 21 was to mea-
sure performance of the RTC only, therefore, all measure-
ments were relative (combined to uncombined), masking
degradation of the remaining system components

Of primary concern during this period was the source of
the SNR fluctuations

(1) Were the SNR fluctuations real?
(2) How accurate was the estimator?
(b) Was it averaged over sufficient time?
(2) Were there system problems causing the fluctuations?

(a) If so which component in the telemetry string
varied?

(3) Was the signal varying?

Solutions included,

(1) Running tests on swing or midshift

(2) Switching hardware to improve the telemetry string

(3) Running extenstve BER (b1t error rate) tests on the
data to determine the appropnate data collection
time and 1solate causes of SNR variation

It was found that approximately 10 minutes of data at or
above 2 kb/s! was needed to obtain stable SNR results BER

More specifically @1 dB + 0 1 dB = SNR
SER = 0056 + 00025

, _ SER(1 - SER)

2
]

_ (0.056) (0 944)
(0 00125)2
n = 350,000 bats

_ 3500 bats _
=3000 bps 17 5 s (@2 kb/s)

Therefore at 2 kb/s 1t should only take approximately 18 s to establish
the SNR to within 0 1 dB But with all the uncertainties of telemetry
string operation, a 10 minute test 1s recommended to assure system
stability and to validate proper operation of the string
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tests using controlled data venfied that SNR data from the
TPA was accurate and stable over this time period It 1s essen-
tial that all equipment in the telemetry string be calibrated
and 1n specification, to obtain rehiable data

B. Goldstone

The RTC was then moved to Goldstone and installed for
a first test with live spacecraft data on December 19, 1978
The first two tests were inconclusive A test was run on
February 21, 1979 that showed a combined signal gain of
from 04 to 10 dB This was still inconclusive proof of com-
biner performance since the expected value was a steady 1 2dB
gain However, there were several hours of combiner operation
with positive gain registered This was a step in the right
direction Because station availability was extremely limited
1t was necessary to perform almost all testing at Goldstone
during regularly scheduled Voyager passes on a noninterfer-
ence basis This was highly undesirable 1n that there was no
control over data rates or signal level and available configura-
tions were hmited This, coupled with several unknowns (such
as proper telemetry receiver phasing requirements, antenna
gamn at DSS 12, CONSCAN stability, etc ) and uncertainties
(such as best procedures for configuring an array system,
total delay between stations, Block IV receiver performance,
etc ) was probably the greatest contributing factor to the long
time period required to uncover many of the arraying prob-
lems, the most significant of which are discussed below

(1) If DSS 12 dropped lock, the only evidence at DSS 14
was that the RTC went from 1 dB gain to 1 dB net
loss This relates to how wisible the performance of
the RTC “system” 1s to station operators during
arraying operations The subject 1s being studied by a
working group

(2) The micro-wave system could invert the signal from
DSS 12 This smply required a procedural change

(3) The baseband module in the Block IV receiver cost
1dB in SNR over that observed mn the Block III
receiver The baseband module problem 1s the subject
of an approved design change which will be completed
i the 64 Meter Network on 1 June 1980 As an
interum solution the Block IV 1F was cabled through
the Block III baseband modules as shown 1n Fig 4

(4) The antenna spread between DSS 12 and 14 was 5 to
6 dB at X-band instead of the 4 2 dB expected, due to
lower than expected antenna gain at DSS 12 DSS 12
gain was out of specification when the antenna was
measured and post encounter adjustments have not
mproved 1t
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(5) The recewver signal level at DSS 12 would vary *1 5 dB
1 a gusty wind (20 knots gusting to 35 knots) The
Automatic Gain Control (AGC) variation during gusty
winds probably was resolved by antenna servo modifi-
cations made to reduce jtter Certainly AGC from
both antennas needs to be monitored to track arrayed
system performance CONSCAN at DSS 12 was furst
suspected when this condition occurred Investigation
proved otherwise However, CONSCAN does have
some glitches with the current software and this 1s
planned to be corrected

(6) No means existed to stop and restart the combiner
without complete re-imitialization Imitialization of the
combiner required a mimimum of eight operator mputs
and 1s time consuming The production version of the
combiner will allow restart with one nput and con-
figuration change without restart Configuration and
prepass calibration procedures required two hours
which was seldom available with the prototype system
The Saturn configuration should require no more
than 30 minutes 1if string selection can be eliminated
(See discussion, Section VI )

lll. Voyager/Jupiter Encounters

The final array configuration at Goldstone used for all
encounters thus far 1s shown m Fig 4 The prototype RTC
was used for 10 days around 5 March 1979, for the Voyager 1
Jupiter encounter, and for 14 days around 2 July 1979, for
the Voyager II Jupiter encounter RTC gain was determined to
be 0 8 to 1 0 dB and the combined telemetry data stream was
used by the project for most of each track Combiner up-time
was > 95 percent The receiwved carrier frequency was X-band
and the SNR difference between DSS 14 and DSS 12 was
approximately 5 dB

IV. Pioneer 11/Saturn Encounter

A real bonus was achieved when the array system was used
at Goldstone for 10 days around the Pioneer 11 encounter of
Saturn on 1 September 1979 Signal levels (at S-band) were
too low to use the RTC phase lock loop mode to combine the
signals from DSS 12 and 14 DSS 14 1s able to improve 1ts
gamn by 3 dB at S-band by going into a “listen only” mode
DSS 12 does not have the listen only option so that 1ts system
notse temperature, SNT, remains relatively high? For this
reason and due to other equipment differences the station
SNR difference goes from 5 dB at X-band to 9 dB at S-band
With this spread the theoretical combmner gain 1s only 0 5 dB
%at DSS 14, SNT, ;. = 16 K

at DSS 12, SNT,, = 26 K



The RTC was operated in the “dead-reckoning” mode
whereby the signals are phased by calculating the delay time
between the two stations using the combiner minicomputer
Normally this calculation 1s made to bring the signals 1n range
of the phase lock loop (PLL) In the dead-reckoning mode the
PLL 1s bypassed

RTC gain during the Pioneer-Saturn Encounter was O 3-
04 dB This was sufficient to permit the project many more
hours of 1024b/s data at Goldstone and substantially enhanced
the imaging nussion With low RTC gain, system performance
was difficult to measure 1n real time The best potential mea-
sure of system performance with Pioneer telemetry 1s frame
deletion rate of the sequential decoder Unfortunately, this
parameter was calculated based on a running average It proved
almost valueless 1n establishing short term performance of the
telemetry string The real measure of performance was Gold-
stone’s ability to receive 1024 b/s data while the rest of the
network functioned at 512 b/s

V. Future Use of Arrayed Systems

Permanent RTC 1nstallations are to be made at the 64-m
net 1n the first and second quarter of 1980 This will provide
the capability to array 64-m/34-m stations at Goldstone,
Madnd, and Canberra in time for the Saturn encounters by
Voyager in November 1980 and August 1981 Some improve-
ments 1n display capability will be implemented by that time
to permit combined performance evaluation from a central
location, etther at the 64-m station or at JPL Ninety days of
continued RTC operation 1s currently being planned for the
first encounter and 30 days for the second encounter

The most striking operational system problem facing the
test investigators at the start of Goldstone array operations
was lack of visibility into the arrayed system performance
Voice commumncation provided the most useful means of
station status monitoring and very often an investigator had to
make trips from DSS 14 to DSS 12 and back to solve prob-

lems No information on the microwave system or DSS 12
status was available at DSS 14 where the combiner was 1n-
stalled (see Fig 4) Ths lack of visibility led to the formation
of a combiner working group at JPL This group 1s concen-
trating on improving combner operational visibility for the
Voyager/Saturn encounters

The RTC produces a gain of approximately 1 dB when a
34-m signal 1s added to a 64-m signal 1n standard X-band
configuration In order to measure performance it is necessary
to know the gain to, say, 01 dB This says that the entire
telemetry string must be known to #0 1 dB Furthermore,
each component 1n that string must be calibrated and within
spec to 01 dB 1n order to make combner gain meaningful
During testing, investigators found several instances of 1 dB
variations in other components of the telemetry string (refer
to earlier discussion of high winds, the Blk IV baseband mod-
ule, and DSS 12 antenna gain) The message 1s that a care-
fully calibrated, tuned, and stable DSS 1s a prerequistte to
successful combiner operations Durnng the encounters, par-
allel telemetry strings were performance checked daily to
determine optimum DSS configuration This was time-
consurmng and would be unnecessary with proper calibration
SPTs run on telemetry strings bi-weekly should ensure good
station calibration

VI. Future System Design

The success of increasingly complex arraying operations
envisioned 1 Network Consolidation will depend on sufficient
automation in areas of system calibration, array configuration,
string selection, and display formatting In particular 1t would
be desirable to have the combiner analyze and disconnect
antenna receiver systems that did not meet performance specs
As was shown earlier, an out of lock recewver can provide a
significant negative gain to combiner system performance
These future array systems will be sufficiently complex that
operators will not be able to react in real time to system
changes
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Viterbi Decoding Modified for Sources With Memory
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This article investigates the gain in signal-to-noise ratio that may be realized by using
redundancies inherent 1 TV data to modify the decoding metric of the DSN Viterbi
decoders This modification would take to account the memory n a TV scan line to
change the transition probabilities as onginally computed using independent data The
resulting data rate gain or error probability decrease s achieved without requirtng any
spacecraft modifications or additions A preliminary examination of this concept on a
binary symmetric channel rather than a Gaussian channel and using a simplified Markov
source model involving two-level or hard-clipped TV shows that very substantial decreases

n error probability may be achieved

I. Introduction

Viterb1 decoding for the case where binary messages from a
memoryless source are transmitted over a memoryless channel
implements maximum likelihood (ML) decoding In this case,
this 1s equivalent to maximum @ posterior: probability (MAP)
decoding since all messages are equally likely However, when
the source has memory, such as for video, ML decoding, and
hence the Viterbr decoding algorithm, as it 1s usually imple-
mented, 15 not optimal For such cases work has been done
(see, e g, Ref 1) on encoding the source before transmission
and then using a source decoder at the receiver This method
utihizes the channel more efficiently However, in cases where
the transmitter complexity needs to be minimized, such as
when 1t 1s on a spacecraft, 1t 1s sometimes undesirable to have a
source encoder, which may be a complex piece of equipment
In such a case, 1t could be worthwhile modifying the Viterbi
decoder at the recerving end so as to increase the transmission
rate, while leaving the transmitter untouched

In the present work, we consider the simple case of a
Markov source of arbitrary order S, and a memoryless channel,
and show how to modify the metric in the Viterb1 decoder to
implement MAP decoding Calculations of bit error probability
(BEP) for a decoder using this new metric become message-
dependent An upper bound on the BEP can be obtained for
any given message by a method to be described, but elegant
bounds similar to those in conventional Viterbi decoding (see,
e g, Refs 2 and 3) are only possible for a few messages, and
these are derived An upper bound on overall BEP has also
been similarly derived for low-entropy sources For a specific
K =3 constraint length code, computer simulations of the
decoder for a first-order Markov source and a binary symmet-
ric channel (BSC) indicate that the BEP with the new metric
are lower than the BEP with the conventional metric, as
predicted, with the improvement being more noticeable at
rates well below channel capacity However, many more runs
of these simulation programs are needed to determine more
exactly the extent of the improvement for various parameters
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Also, we are interested 1in the Gaussian channel and not the
binary symmetric channel for which the simulations 1n this
work have been done

It has been observed that the Viterbi algorithm (VA), 1 1ts
most general form, 1s “a solution to the problem of MAP
estimation of the state sequence of a fimte-state discrete-time
Markov process observed in memoryless noise” (Ref 4) But
the Viterbr Algorithm does not seem to have been used as a
MAP estimator 1n the context of decoding convolutionally
encoded messages from a Markov source It has, however, been
used 1n the problem of text recognition (Refs 5 and 6) Also,
error bounds like the ones given here, for cases where the
source has memory, do not seem to have been obtained, nor
are there available comparisons between the MAP and ML
estimator applications of the VA to decoding problems for
sources with memory

II. The New Metric
A. Definition for a BSC

Consider a BSC with channel error or transition probability
p, and a convolutional code of constraint length K, where b
bits are transferred at a time into the encoder and n symbols
are output at a time (1 e, a rate b/n code) Here, “at a time”
means at each clock pulse There are 5K bits 1n the encoder
register

A Markov source, which we define below, 15 a simple
example of a source with memory A Markov source of order S
is defined as one having the property that the probability
distribution of the nth bit 1t outputs (for n > S) depends only
on the values of the previous S bits output That 1s, 1f the
sequence of bit output by the source1s {u;,u,, ,u,, 1}
then for n >, the conditional probability p(u, v, _,, ,u;)
can be expressed as

Pl lu, o su)=pllu, o u, o) (la)
A symmetric first-order Markov source has

p(110)=p(0l1) 2 p, (1b)
and

p(0I0)=p(111)2q, =1~ p, (10)

Here p, 1s called the source transition probability In this
paper, whenever we refer to a first-order Markov source, we
mean this symmetric one
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We first consider a Markov source of order S < bK - |, and,
for this case, we show that MAP decoding 1s achieved by using
the Viterb: decoding algorithm with modified branch metrics
M,,, defined below Each branch defines a transition out of a
state s involving b(K - 1) bits to a new state ¢ uniquely defined
by the b incomng bits and the 5(K - 1) bats of state s Thus, 1f
the Markov source memory extends over fewer than K previ-
ous bits, there 1s a umique a priort probability p, , of occur-
rence of each branch in the state diagram given by Eq (2b)
below

If S>bK- 1, we can follow exactly the same decoding
procedure with the metrics which we define below, with the
exception that the state diagram and the trellis diagram for the
decoder now have 2(5-2+1) states, with each state represented
by (S - b + 1) bits rather than 22(X-1) states, each repre-
sented by B(K - 1) bits (Each node will, as usual, have 2°
branches merging at 1t and 2% branches emanating from 1t )
However, since S- b+ 1> b(K- 1) for § > bK - 1, this
increases the decoder complexity So, if b 1s small, we might as
well increase K, which increases the encoder complexity only
shightly, but reduces BEP considerably Thus, 1t may often be
worthwhile choosing b, K, S such that S < bK - | holds, 1if
some other constraints are not violated in doing so If b 18
large, however, increasing K even by 1 increases the number of
states by a factor of 22 This may increase the decoder
complexity much more than i1f we were to keep K fixed and
have 2(S-5%1) states in the decoder to take care of the source
memory S being greater than 5K - 1

The branch metric of conventional Viterb: decoding for the
1t branch of the m*h possible path through the trellis1s -4,
where d,, , 1s the Hamming distance between the n-dimensional
code subvector for the branch and the corresponding n-dimen-
sional received subvector (see Ref 2) We define the new
metric as

M = -d +_13pﬂ_ (2a)
mi mi (1—pe) <

D

In
(<4

P, €an be written as the conditional probability

pmt = p(umtlum(t—l)’ ’um(l—S)) (Zb)

fotrhan Sth order Markov source, where U, 1s the ith bit of the
m  possible message of block length B Note that m runs
from 0 to 28 - 1 We assume throughout that B >> K, and
that the last 5(K - 1) bats transmatted are always O



B. Definition for an Arbitrary Memoryless Channel

The conventional branch metric M,,, for the i*" branch of
the mth path 1s the logarithm of the conditional probability of
the 1th recerved subvector (Ref 2)

M,,,=InpG%,,) )
where X, , 15 the n-dimensional code subvector of the mth

message sequence for the i*" branching level, and y, 1s the
corresponding n-dimensional noisy received vector The mod:-
fied metric 1n this case 18

M, =lhpQ|x, )+inp, 4)
wherep 1s defined in Eq (2b)

C. Derivation of New Metric

We now derive the new metric defined above for the case
where the source memory 1s .S

Let {u,,,, ,u,,p}bethem'h possible message sequence
of block length B Then the a priort probability of the se-
quence {u,,,, ,U,p}ls

pm)=pQ, ., ,u,p)

=p(umB|um(B—1)’ ’um(B—S))p(um(B—l)lum(B—2),

Py U ot 1y 58 ans))

Uy (B-5-1))
=me‘DmB—l pml (53)
where p_ 1s defined as in Eq (2b), and we define

Uy 00 U <1y
Then the MAP decoder should choose that B-bit block corres-
ponding to message m that has the maximum a posteriort
probability given by

B
o= [1707,) e ®)

*Alternatively, we may take care of the initial bits by defining Ponps ,
DPms €achtobe 05

where p(m) 1s gtven by Eq (5),x,,,, 7, have the same meaning
as in Eq (4), and p(») 1s the probability of receivingy This
probability 1s constant for all messages m, and hence can be
dropped from the maximization, or, equivalently, we can
maximize the log of this probability (after dropping p(7)), 1€,

B
Inp,, = In {pGJx, )} +ln {p(m)} (7)

1=1

{mpG %, )tmp, b @

[\/]u:

~
[t}
—

From ths 1t follows that the branch metric for the 1th branch
of the mth message path 1s given by Eq (4) For a BSC with
transition probabihity p,, we can further ssmphify Eq (4) using
the fact that (Ref 2)

— _ dmz n—dm’
PO x,) =p, " (1-p,) ©)

Thus, Eq (4) becomes

pe
) +nln(l —pe)+lnpm,}
(10)

Or, dropping the n In (1 - p,), which 1s constant for all
branches, and dividing by

1-p
ln( e)
P,

we get

M o=-d +—"_ (11)

which establishes Eq (2a)

lil. Error Probability Bounds With
New Metric

We now derive upper bounds on the probability of error
with the new metric 1n a manner paralleling the derivation of
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Eq 4 4-8 of Ref 2, which 1s repeated as Eq R1 below

Eln, ()] <Z°°: iza(d,z)Zd (R1)

=1 d=d
!

where E[n,(7)] 1s the expected number of bit errors caused by
an incorrect path diverging at node j, a(d,?) 1s the number of
paths diverging from the all-zeros path (at node ;) at distance d
and with 1 “1’s” n 1ts data sequence over the unmerged
segment, d, 1s the mimimum distance of any path from the
correct one, called the free distance, and Z 1s defined 1in Eq
(R2)

(R2a)

Z=3 Vp,0)r,0)
y

Here p,(»). po(v) are the probabilities of receiving a given
value of a bit y when the corresponding transmitted bit s a 1
or a 0, respectively For the special case of a BSC, Z reduces to

Z=+4p,(1-p,)

(R2b)

A Extension of the Bhattacharya Bound

We first extend the Bhattacharya bound to the case mn
which MAP detection occurs rather than ML detection

If p(m — m') denotes the probability that message m’ 1s
decoded when message m 1s sent and only two alternatives (m
and m') exist, and 1f X, 15 the signal vector sent and ¥ the
one recetved, and 1f§;" 1s the other possible signal vector, then
the Bhattacharya bound states (Eq 2 3 15 of Ref 2) that

ppm >m'y < D pOTx ) pOT%,)  (R3)
y

We now extend this bound to the case of MAP detection We
have

pplm>m’) = 37 pOIx,) (122)
YEN m’
where
p, P(IX, )
A =0y —————>1 12b
o { p,, POIX,) (120)
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or
Ay = 25 fOVPOIX,,) (13)
y
where
1, foryEAmm,
Gy = (14)
0, otherwise
Now

wm POIX,)

m m

o p,pUlx,) "’ (15
0 < /————— ,otherwise
p,, pUIX,)

where the first part of the inequality follows from the defini-
tion of A, ,,,» and the second 1s trivial

G N
f(V) = pm p(ylfm) ( )

Using this in Eq (13) gives

==

foryEAmm,

Thus, for all y,

pplm—>m) < /i—mp(ylfm)p(ylx,n) (17)
)7 m

Thus, the only difference between this inequality and the
corresponding one for ML decoding (Eq R3), 1 e, the usual
Bhattacharya bound, 1s the extra factor+/p,, /p,, 1n Eq (17)
This bound 1s tighter than the usual Bhattacharya bound
whenever the decoded message ' 1s less probable than the one
sent, m,1¢e ,1f

p, <p_  7)

m

B. MAP Decoding Error Bound

This bound 1s dertved using the union bound and the
extended Bhattacharya bound (Eq 17) The fact that the a
pnion probabilities of the various possible messages are un-
equal changes the locations of the MAP receiver decision



boundaries 1n signal space but the expression for the union
bound 1s unchanged Thus, we get, for the message m actually
being sent, that the total probability of error considering all
other possible messages 18

D pmom) (18)

!
m #*m

Z Z /P(ylx IpQOlx,)  (19)
¥y

m'#=m

after using Eq (17)

Now for memoryless channels we can show that (see
Appendix)

’

pplm—>m) < /== 337 V2, 0)p,0) m
m y

!

Py w,_
g J g mm (20a)
pm
where w,, .+ 15 the Hamming distance between messages m
and m', and p,(»), py(») are the probabilities of receiving a

given value of a bit y given that the corresponding transmitted
bit1sa 1 or O, respectively Here

2 Vr,000,0) (20b)
y
which, for the special case of a BSC, reduces to
Z=2Zy =Vap,(-p) (20c)

We now apply these equations to the calculation of upper
bounds on event and bit error probabilities We know that a
necessary condition for an event error to begin occurring at
node ; 1s that an incorrect path diverging from the correct one
at node y accumulates higher total metric than the correct one
over the unmerged segment If we denote by T the set of all
such incorrect paths when the input message 1s m, using the
union bound as mn Eq (18), we get, for the probability of an
event error occurring at node ;y with m nput,

!

(eIm) Z Wimm'

m'er

E\/FZ mm’ 1)

In the second inequality above, the summation 1s over all
I
mF*+m

We can bound the probability of bit error for the input
message m, p(blm), by weighting each of the terms in the sum
mn Eq (21) by the number of bit errors 1, + occurring 1n
choosing that incorrect path m,1e,

plblm) < Y, o z'mm(22)

m'#=m

Accounting for all possible transmitted messages m, the overall
BEP 15 given by

p,(MAP) = 37 p(bim)p,

m

<X X St Z M @3)

m m'#m

Equations (22) and (23) can, 1n theory, be evaluated for a
specific code, but, except for certain cases, as in those of
Subsection III-F, are very cumbersome 1n practice

We cannot make further stmplifications in Egs (22) and
(23), directly at least, as we can 1n the usual ML decoding case,
because each sum m the bound in Eq (22) depends on the
particular message m and the incorrect message m’ For certain
specific messages m 1t 1s possible to extend the generating
function method (as we do in Subsection III-F) to obtain
elegant expressions for p(blm), but that 1s not sufficient to
enable calculation of the overall BEP p,(MAP), since all mes-
sages do not have the same error probabilities

C. Comparison of MAP and ML Decoding
Error Bounds

If the usual Viterbi1 or ML decoding were used for the same
system, we would have, for the bit error probability given that
message m 1s sent,
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w ’
pomy < 2, Z ™y 24)

m'#m

where w,,, .+ and1,,, - are the same as in Eq (22) The overall
BEP would be

p,(ML) = 37 p(bim)p,,

w '

< > ’ pt. o Z ™" (25)
m m#m

Now Eq (23) and Eq (25) both involve a double summation

over all possible pairs of messages m, m We compare these

term by term Consider a pair of messages m, and m, with

probabilities Py, Pm, Their contrnibutions to the sums 1n

Eqgs (23) and (25) are

_ w’"l"’2
CMAP—Z lmlmz /pmlpm2+ /pmlpm2
w
=24/ z "™ (26)
B p"‘lp’"z l'"l'"z
and
- Ymym,
CML pm1+pm2 4 lm m (27)
Comparing Eqs (26) and (27), we see that
Cuar SCyy (28)

for all p,,,, P,,,, With equahty holding forp,,, =p,,,, Thus,
we get

(MAP) error upper bound < (ML) error upper bound 29)

Since the upper bounds in Eqs (23) and (25) are asymptoti-
cally tight, we expect from Eq (29) that, for low BEP where
the bounds are close to the actual error probabilities, the new
metric 1s better than, or as good as, the conventional one
Also, on general principles, we know that MAP decoding 1s
always at least as good as ML decoding
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D. Approximate Magnitude of Improvement
Expected From Upper Bound Expressions

From Eqs (23) and (25) we may obtain an order-of-
magmtude estimate of the improvement in BEP using MAP
decoding We assume a low enough BEP so that the actual BEP
1s replaceable by the upper bounds in Eqs (23) and (25) Since
the BEP 1s low, we must have Z small, so that the terms in Eqs
(23) and (25) with factors Z¥mm' where w,, ' 15 greater
than the free distance d of the code, are negligible compared
to the terms with factors Z9f Thus, we may retain only these
terms and have

p,ML)
P,(MAP) ~

= (30)

where T 1s the set of path pairs m, m' with Hamming distance
equal to d, between them

Further simplification 1s possible only if we know the
probabilities of the message pairs that are at the free distance
from each other and ths 1s specific to the code and the source

E. Further Approximation for First-Order
Markov Source

In this section we make an order-of magnitude estimate of
the improvement in BEP for the specific case of a first-order
Markov source with low transition probability p; For such a
source with low pg, there 1s a lot of redundancy m the message
output, and we may expect the MAP method to be most
useful 1n this case In making our estimate of the improvement
in BEP n thus section, we make the following assumptions

(1) We assume that the most probable message transmitted,
m,, has an a priort probability so close to 1 that the
overall BEP p,(MAP) may be closely approximated by
the BEP givenm |, p(b|m,)

(2) Given that an error 1s made in decoding this message
m,, we assume that the BEP given m, can be
calculated by considermg only those possible erro-
neously decoded messages that are closest in distance
to m, In doing this, we are again using the arguments
leading to Eq (30) in Subsection [1I-D



(3) Among these closest-distance erroneous messages, we
further restrict our attention to the one that has the
highest @ prionn probability There may be more than
one such message possible but we ignore this small
factor 1n getting our order-of-magnitude estimate

Thus, assumption (1) enables us to consider only one
transmitted message m, and assumptions (2) and (3) enable us
to narrow down the set of possible erroneously decoded
messages (given that m, 1s sent) to only one message, which
we call m,

Since the first-order Markov source has a low transition
probability p, the most probable messages i1t puts out will
consist of long strings of zeros and long strings of ones with
occasional (with probability p.) transitions from one type of
string to the other We now make the following assumption

(4) We assume that the most probable message m, has long
enough runs of zeros and ones that we can replace 1t,
for the purpose of calculating BEPs, by one with no
transitions at all, say, the all-zero message

Now the messages closest to 72, will differ from 1t 1n only a
small number of bits (like 1 or 2 depending on the specific
code) We can see that the most probable of these, 1e , m,,
will have at least 2 transitions 1 1t For instance, the relevant
portions of m, and m, may be -000- and 010-, or -0000- and
0110- Thus, for the specific code discussed m Section IV, if
an error occurs 1n decoding a portion -000- of a message, and 1f
the erroneously decoded message is at the free distance from
the correct one, 1t occurs because -000- 1s decoded as -010-

We may now calculate the improvement in BEP considering
only the messages m, and m, For symmetry, we include in
p,(MAP), both p(blm,) and p(blm,), where the conditional
bit error probability for each message 1s calculated assuming
the other one as being the erroneously decoded message We
do this using the method of Subsection III-D, and get

pb (ML) pm1+pm2

~ 31
pb (MAP) 2\/pmlpm2
Defining
q, = 1-p, (32)
this becomes
p, (ML) q, P 33)

- A — 44—
p, (MAP)  2p_ 2q,

s

For mnstance, 1f p, = 1073, we have from Eq (33),

old BEP

new BEP 499.5 34
Thus, there 1s about a factor of 500 improvement in BEP in
this case using the new metric

F. Generating Function Method for Low pg Case

In ths section, we show how to calculate the improvement
mn BEP more exactly than we did in Subsection III-E The
method to be described holds for all p, if the only message
considered 1s the all-zeros or the all-ones message and also
possibly for certain specific messages depending on the code
For low p,, the most probable messages consist of strings of
zeros and ones with occasional transitions between strings so
that this analysis holds for most of the probable message
sequences

We have for 2 messages m, m’,

, P, w '
pgm-m) < [— Z ™" (20)

which differs from the corresponding equation for the
conventional decoder only 1n the factor \/p,,7p,, Here,p,,
1s the probability of the transmmtted message sequence m
consideration and p'm 1s the probability of the erroneously
decoded message m' We can express p,, and p, using Eq (5)
for the special case of the first-order Markov source as

pm = mepm(B—l) pml (35)
P = pm'Bpm'(B—l) pm’l (36)
where
pm] =P (umllum(/—l)) (352)
Pp', =P (um,llum,(]_l)) (36a)
So we have
' w ' Pn'B m'1
pE(m -m) <Z mm - 37N
me mi

We can then rewrite Eqs (21) and (22) as
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Now each of the factors \/p,, /D,,, In Eq (37) corresponds
to a particular branch in the trellis If the input message 1s such

(e g, the all-ones or the all-zeros message) that all possible
mcorrect paths can be accounted for by tracing varying
numbers of loops on a diagram obtamned by opening up the
state diagram at some node, then we know that all the paths at
various distances from the correct one can be expressed by
terms of the series expansion of the generating function 7(D)
(84 3 of Ref 2) Here, D has the usual meaning that its
exponent for any branch represents the distance of that
branch from the corresponding code subvector of the mnput
message In order to weight each of these terms by the factor
\/pm'jpm” all we need to do 1s to associate with each
branch of the opened-up state diagram the approprate factor
\ Pm' /P, and then evaluate the resulting generating func-
tion which we denote by 7, (D) We then set D = Z 1n the
expression T, (D) to evaluate the bound mn Eq (21)
Similarly, to get the bound in Eq (22)', we obtamn the
generating function 7, (D,I), where I has the usual meaning
that /=1 for a given branch if 1its bit differs from the
corresponding bit 1n the mput message and / =0 otherwise,
and we set D=2, I=11ndT,, /3l (D,I) to evaluate the bound
in Eq (22)' This generating function method allows us to take
mto account all possible erroneous paths and their error
contributions rather than just one as in Subsection III-E

In the special case of the first-order Markov source, we get
an even simpler expression for event and bit error probability
bounds Each of the p,,, and p,,, 1s either p, or g, 1n this
case So each term in the sums in Eqs (21)" and (22) has a
factor of M¥ evaluated at M = \/p /q,, where k 1s an nteger
This integer can be determined as follows We first associate
with each branch of the opened-up state diagram either M or 1
or M~!, depending on whether p,,/p,,, =p.lqs or 1 orq/p,
for the particular branch Thus, for the all-zeros or the all-ones
message, we write M for branches corresponding to a transition
in the message and 1 for branches with no transttion, since in
these cases, p,,,, 1s always equal to g, and p,,,-, can be either p
or g, We then evaluate the transfer function T(D,M) (ths
takes the place of the transfer function 7, (D) we had 1n the
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previous paragraph for the higher order Markov cases) and the
transfer function T(D,M,I) (to take the place of T,,(D,]) of
the previous paragraph) We can then see that the event error
probability at any node, say, 7, 1s given by

p (elm) < T(D.M) b (38)
M= /2=
qS
D =2Z
and the BEP given m 1s given by
aT
p(bIm) < ST (DM]) (39)
D=2z
I=1
pS
M = —_
qS

It 1s not easy to generalize these results to get the overall
BEP considering all possible messages, because the functions
T, (D), T, (D,I) here are message-dependent unlike the usual
Viterbi decoding case Thus, for non-repetitive messages, a
general expression like those in Eqs (38) and (39) that
1dentifies all other possible paths and their error contributions
are not easy to obtain A slight generahzation of one method 1s
possible for repetitive messages like, say, 1000, 1000,
1000 for the code considered 1n the next section, by open-
g up, not just one node, but a path 1n the state diagram cor-
responding to the message unit repeated But even 1n this case,
1t 1s necessary to consider each possible erroneously decoded
message individually and obtain 1its contribution to the BEP

As we have stated before, 1f p 15 low, then just considering
the all-zeros or all-ones message should be good enough to
obtain an estimate of the overall BEP

IV. lllustration With a Specific Code
A. The Code

We assume a BSC, a first-order Markov source with
transition probability p  and a specific K =3,b =1,n =2 (rate
1/2) code The encoder 1s shown i Fig 1, and the state
diagram 1s shown 1 Fig 2 Bits come 1n at the left in Fig 1
and the states (written in boxes at the nodes m Fig 2) are
represented by the rightmost 2 bits of the encoder The dotted
and solhd lines 1n Fig 2 correspond to a 1 and a 0 mput bit,
respectively



B. Calculations

The state diagram with the 00 node opened up and the
branches marked with the appropnate powers of D,/,M are
shown 1n Fig 3 This diagram thus corresponds to the all-zeros
input message

The generating function 1s

D3 IM?
TOIM) = ———— (40)
1- DI - DIM?

so that the BEPgivenm= 00 18

T
<=5
p(blm)lMAP aI I =1
§
M = -
qS
D = Z
D3 M?
= (412)
(1- D- DM?) 5
Y
M = —_—
q.\'
D = 2Z
=DM (1+2D(1 +M2)+3D*(1 + M?Y
+4p31+M¥)>+ |
s
M = —
qS
D = Z
(41b)

For the case of the conventional ML decoder, we would
obtamn a stmilar expression with M =1,1e,

DS
plm),, <——— (422)
(1-2Dy |, _,
<DS{1+2D-2+3D?-2%+4D .23+ }{D=z
(42b)

The expansion of Eq (41b) shows that the path with
minimum distance (=5) has 2 transitions and one bit error,
correspondmg to the term D3M2, of the two paths with
distance 6, one has 2 transitions and the other 4, and each of
these has 2 bit errors corresponding to the 2D5 « M? - D(1 +
M?) term, and so on

From the expansions of Eqs (41b) and (42b), we see that 1f
M2<l1,ie,

p,<05 (43)

the bound of Eq (41b) 1s smaller than that of Eq (42b) by a
factor of more then M2 since each term 1n the brackets in Eq
(41b) 1s smaller than the corresponding one 1n brackets in Eq
(42b)

In our example, we assume M2 <1 If we assume the
bounds mn Eqs (41) and (42) to be close to the actual BEP
because of our p, <<1 assumption, there 1s an tmprovement
i BEP by more than a factor of M2 = p /q; Thus, for p, =
0 1, we have that the new BEP 1s lower than the old BEP by at
least a factor of 1/9

For the all-ones input message, the 11 node can be opened
up If the details are worked out, we obtain, as expected,
exactly the same expression as in Eq (41)

C. The Simulations

We simulated the encoder and decoder for the code
described above and ran several messages of 298-bit block
lengths for various sets of parameters p_ and p,, with both p,,
p, <05 Imtially, we checked the program with just a block
of zeros or just a block of ones as mput and, later, generated
the mput messages themselves within the program by including
a simulation of the Markov source In this case the mput
messages are realistic ones and were found to consist of strings
of zeros and ones as expected The simulations show that the
BEP with the new metric 1s always lower (for p, p, <05)
than with the conventional metric But a larger number of
simulations would be needed to obtain the exact amount of
improvement, especially for the cases with low BEP However,
the results shown 1n Table 2 clearly demonstrate the improve-
ment We also see that for low enough p,, the improvement in
BEP 1s by a factor > p/q, as predicted by Eqs (41) and (42)

Another fact that was indicated by the simulations (see
Table 1), but which again needs further verification, 1s that the
decoder with the new metnc needs a trellis truncation depth
of at least 20 constramnt lengths for neglgible truncation error,
as opposed to the 5 constramnt lengths required for the old
decoder (Ref 3) The truncation scheme we are talking about
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here 1s the simple one described n §4 7 of Ref 2, 1n which, as
each set of b bits enters the registers of each state, the b bats
which entered 20K branches earlier are removed, after the
decoder has made a final decision on these bits by setting them
equal to the appropriate survivor bits of an arbitrary state In
obtamning the results described in Table 2, we used a 40K
truncation length rather than 20K, to be on the safe side

D. Channel Capacity Limitations

From the results of the simulations (Table 2) we see that
for given p, 1f the probability of channel transition p,, 1s high,
the BEP is high for both the new and the old decoding
algorithm, and the ratio of the new BEP to the old BEP
increases with p, Similarly, for a given p,, this ratio increases
as p, ncreases For the given source and channel, we can
calculate the source entropy and the channel capacity, which
are given, respectively, by

Hp) = -plog,p - (1-p)log, (1-p) (44)

and

Cp,) = 1-H(p,)

l+p,log,p,+(1-p)log, (1-p,) (45)

Figure 4 shows the nature of these two curves, on the same
plot for convenience

Since the channel capacity represents the upper hmit on the
reliable communication rate, we should expect that no scheme

would allow any substantial reduction in BEP above channel
capacity Thus, if we set

H(p,) < C(@,) (46)

we can get the outer limits on the regions of p, and p within
which the new scheme can be expected to be useful

We need, from Eqs (44) through (46),

-p, log,p,-(1-p)log, (1-p,)-p_ log,p

-(1-p)log, (1-p)<1 47

or

a-p)

@) 0-p) ") -p) 0 205 @8
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Some sets of parameters p, and p, satisfying thus relationship
with the equality sign are marked with an * 1n Table 2 Figure
5 shows a plot of old BEP, new BEP, and the ratio of new BEP
to old BEP obtained from simulations with the Markov source
model included 1n the program Two sets of curves are shown
one set has p. = 0 1 and p, varying, the other has p, =0 | and
p, varymg Since an msufficient number of simulations were
made, however, the shape of the curve 1s not very reliable But
1t does show an increase of the ratio of new BEP to old BEP as
we approach and exceed channel capacity

E. Comparison of Calculations and Simulations

None of the simulations were made for the very low values
of p, (like 1073 or 10~6) that would be required for the upper
bounds of Eqs (41) and (42) to be approached, since too
many blocks of input would be required Even for the case of
p,=01 and p, =003, which represents about the lowest data
rate to channel capacity ratio 1n the simulations, there were 0
bit errors with the new decoder in the 10 blocks of 298 bats
used and only 1 bit error with the conventional decoder in the
same 10 blocks, corresponding to an old BEP of 0 000335,
and an even lower new BEP Here the bounds of Eqs (41) and
(42) give, respectively,

p,(ML) < 0046
(49)
p,(MAP) < 0001

which are both much higher than the actual BEP obtamned by
simulation Hence direct verification of the bounds of Eqs
(41) and (42) has not been performed 1n the simulations, but
the bounds are probably very useful in calculating BEPs at
rates well below capacity where too many simulations would
be needed if computer calculation of BEPs were to be
performed

V. Conclusions

We have shown that a simple modification of the metric
used 1n the Viterbi decoding algonithm achieves MAP decoding
for sources with memory It can cause a noticeable reduction
n BEP for sources with strong correlation between bits (1 e,
low entropy) Analysis methods to obtain upper bounds on
the BEP obtainable with the new metric have been given The
stmulations performed for a BSC and a first-order Markov
source vertfy that an improvement occurs, but to obtain the
exact rat1o of improvement, more simulations are needed We
can conclude, however, that the ratio of new BEP to old BEP
for a first-order Markov source and a BSC with very low p, 1s
atleast p /g  and that the extent of improvement reduces as
channel capacity 1s approached and exceeded Simulations also



indicate that a trellis truncation depth of 20 constraint lengths
1s probably needed for reliable results with the new metric

The modification of the metric required for the case of an
arbitrary memoryless Gaussian channel 1s given The entire
analysis given holds for such a Gaussian channel, but the
stmulations of the decoder have been performed only for the
case of the BSC Except in cases where the first-order Markov

source is specified, the analysis holds for any Markov source of
arbitrary order More work 1s needed to extend the results to
more reahstic sources ke video data sources Ultimately, the
aim 1s to devise a reasonably simple modification of the
Viterbr decoding algonthm that can make use of the correla-
tion between neighboring pixels in wideo data of scenes to
enable more efficient channel use than 1s possible with the
normal Viterb1 decoder
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Table 1 Simulations described in Subsection IV-C to estimate effect of trellis truncation (all runs here have p; = 0 1, p, = 04)

Truncation length,

Number of 298-bit

Conventional

New

Program umits blocks BEP BEP Remarks
01 10K 1 04866 05336 Programs 01 through 04 show
02 10K 1 04832 05537 that 20K truncation length
1s needed
03 20K 1 04899 04698
04 30K 1 04899 04698 Same sets of random numbers
8 417 used for the source and
05 30K 5 05080 04170 channel in 04 as 1n 03, other-
06 40K 1 04765 02416 wise different sets used for
07 40K 1 05101 0 4060 different blocks of data for
both source and channel
08 40K 5 05000 03698 simulations
Table 2 Simulations described in Subsection 1V-C (all with truncation iength 40K)
Number of 298-bit Conventtonal New Ratio
Program blocks BEP BEP _ NewBEP ___ Remarks
gra Py Pe Conventional BEP
1 01 04 5 05000 03698 07396 All runs have different
2 01 03 3 04508 02573 05708 sets of random numbers
for the source and
3 01 02 3 03367 009396 02791 different sets for the
4 01 012 10 01117 002886 02583 channel
S 01 008 12 002041 0005593 02740
6 01 005 15 0006714 00004474 00667
7 01 003 10 0000335 0 0
8* 012 01 10 006146 0013194 02147
9 005 01 s 007651 001342 01754
10 003 01 10 005570 0002013 003614
11* 02 004 10 0003691 0001678 04546

*Means pyp, for that program define operation at channel capacity
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Appendix

Simplifying the Extended Bhattacharya Bound for Memoryless Channel

We show here the derivation of Eq (20) from Eq (17) for a
memoryless channel The method used 1s similar to that m
§29 of Ref 2 We have, from Eq (17), since p(¥1X,,,) and
p(¥Ix,,') can be factored for a memoryless channel,

pglm~m') < E ~p<y|x VPFIX, ) (17)
m
pm' nB
— [1 2 Vo0, )pGl,, )
pm 7=1 y
(Al-1)
where u,, ., u 1 are the input bits corresponding to the code
subvectors X, the sumin Eq (17) runs over all possible

mp Xm'p>
y vectors consisting of B n-dimensional subvectors, and the

sum over y 1n Eq (Al-1) runs over the two possibilities 0 and
1 for each of these nB components

We have

pg(m—>m') <

b, nB
— n Z \ﬁ?(ylum’)P(merl)
pm 71=1 y

(A1)

m I I

m]u:u
m'] “my

PIRVICTIIZCI TS
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I X Vool o0,
]um'lzﬁml Y

(here, Uy, = logical complement of u,,, ) This bound can be
written as

pm'
pE(m—>m) n Z\/P(Vlum,)l)(}’lum'])

'y~ m]
(A1-2)

since each sum 1n the first product mn the previous equation 1s
equal to 1

!
Thus, if the messages m, m' differ in W, ' bits, we get

mm'
pp(m->m') <

> \/p(yu)p(yw_)J

—

>

[1[>3
=
§~

VP, ») po(V)}

(20)

11>
o] =
13
N
b3
3
3\
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