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ABSTRACT

A velocity spectrum of neutral sputtered particles as well

as a low resolution mass spectrum of sputtered molecular ions

i"	 has been measured for 4.74 MeV 
19F+2 

incident on UF4 . The

r	 velocity spectrum is dramatically different from spectra taken

with low energy (keV) bombarding ions, and is shown to be con-

sistent with a hot plasma of atoms in thermal equilibrium inside

the target. We propose a "thermalized ion explosion" model for

high energy sputtering which is also expected to describe track

formation in dielectric materials. The model is shown to be

consistent with the observed total sputtering yield and the

dependence of the yield on the primary ionization rate of the

incident ion.
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1.	 INTRODUCTION
R

In an earlier paper, 1 we presented data on uranium sputtered from a

uranium tetrafluoride target. The beams employed were heavy ions with

energies near the peak in the electronic stopping power. Our purpose was

to test a prediction by Haff 2 that good insulators may exhibit large

sputtering yields associated with track formation when bombarded with

energetic heavy ions. Very large shuttering yields were found which could

not be explained by standard sputtering theory. 3 Other investigators have

seen enhanced sputtering from a number of insulating targets when bombarded

under similar conditions. 
4-9 

Metals, however, do not appear to show the

enhanced sputtering effect. 
10,11 

These data support the suggestion by

Haff, that enhanced sputtering due to energ ,-ric heavy ion bombardment and

track formation arise from the same mechanism. This mechanism is generally

thought to be either thermal in nature, 
4,7'8'12 

with an electron-phonon

interaction supplying heat to the lattice atoms, or collisiona1
5,6,13

 with

an " ion-explosion" leading to a weak collision cascade.

In this paper we shall attempt to determine which of the above mechan-

isms is responsible for enhanced sputtering in UF 4 . An energy spectrum of

sputtered particles presented in Reference 1 was fit to a curve of the form

S(E) -=E/(E + E b ) n .	 (1)

This function is expected to describe collision cascade sputtering typical

of low energy ion bombardment. E  is the surface binding energy and n is

generally close to 3 (Rei- ence 14). However, when fit to our energy spec-

19 +
trum taken with 4.74 Mei F 2 ion bombardment, a least squares analysis

gave values of Eb = 1.2 eV and n = 6.1. The large value of n reflects a

very rapid decrease in the yield with increasing energy. This would suggest

1
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emely weak collision cascade or could be indicative of a thermal

I

.. t

spike. Another time-of-flight (TOF) spectrum which incorporates a number

of improvements is presented here. The resolution has been improved by a

factor of two, more data were accumulated which decreased the statistical

uncertainty, and a voltage drop between the target and detector was used to

separate the charged from the neutral particles. This last change also

allowed us to separate charged molecular clusters having different masses.

The neutral particle data are converted to a velocity spectrum and fit to

a curve which represents a Maxwell-Boltzmann velocity distribution inside

the target. Based on these data, we propose a thermal model of high energy

sputtering of dielectrics and suggest a mechanism for attaining thermal

equilibrium inside the target which utilizes the ion-explosion concept.

An explicit expression for the total sputtering yield is calculated and

compared with our data.

2. EXPERIMENTAL RESULTS

A mechanical TOF spectrometer developed by Weller and Tombrello 1S was

used to measure the TOF spectrum of uranium sputtered from UF4 by 4.74 MeV

19F+2. The experimental arrangement is illustrated in Figure 1. The

sputtered particles which are emitted normal to the target surface:, travel

back along the beam line and are collected on a rotating aluminum wheel.

Zero time-of-flight corresponds to the center of the slit in the rotating

wheel, which is used to chop the incident beam. After the sputtered part-

icles are collected, a freshly cleaved piece of mica is placed against the

wheel, and the resulting layered package is exposed to a flux of thermal

235
neutrons. The	 U is then detected by observing neutron induced fission

fragment tracks in the mica. This sensitive technique for detecting extremely

2



+	 low sputtering yields of 235U is described by Gregg et al. In Reference 16.

A detailed description of the experimental apparatus and procedure is

given in References 1 and 15 and only the modifications will be presented

here. The target, which consists of an evaporated UF4 film approximately

5000 A thick on a polished copper backing, was biased at +100 volts during

the run.	 A grounded steel disc with a circular aperture through which

the ion beam and sputtered particles traveled, was placed approximately 4 cm

in front of the target. Thus, the sputtered ions were rapidly accelerated

to 100 eV before drifting the remaining distance (~ 70 cm) to the collector

wheel. The 100-volt bias was chosen as a result of two competing effects.

A large voltage was needed to give the sputtered ions (which leave the

target with a few eV or less) sufficient rigidity to withstand small magnetic

fields along the flight path. Magnetic shielding was used to reduce ambient

magnetic fields to less than 0.1 Gauss; however, the sputtered ions were still

bent several mm over a flight path of 75 cm. The resolution of our spectro-

meter decreases very rapidly with decreasing TOF, so that with too large a

voltage adjacent clusters could not be resolved. The 100-volt bias was thus

a compromise between particle rigidity and resolution. The overall resolu-

tion of the spectrometer was improved by reducing the width of the rotating

and fixed slits by a factor of two.

In Figure 2 we show the full TOF spectrum. The region between

2 < t/28 x 10 -6 sec < 16 contains the charged particles. In the inset we

have expanded the region of sharp mass peaks and indicated the expected

location of various molecular ions. Each of the molecules is assumed to

have a + 1 charge. The dashed line under the first peak indicates the

limiting resolution of our spectrometer due to the finite width of the fixed

and rotating slits. A higher resolution spectrum is clearly needed in order

3
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to determine the identity and abundance of each molecular species.

The slight deflection of the sputtered ions due to ambient magnetic

fields has made the relative peak heights in Figure 2 uncertain to about

± 106. The ratio of sputtered ions to neutrals inferred from Figure 2 is

roughly 20%; however, this should be taken as an upper limit because of

electrostatic focusing. Since our detector is only sensitive to individual

uranium atoms, the molecules in the second peak are counted twice, the third

peat: three times, etc. For this reason, the area in the second peak should

be div:.4ed by two and the third peak by three in order to obtain the number

of clusters in each peak.

We now turn our attention to the neutral particles and investigate the

possibility that they arise from a thermal mechanism. Perhaps the simplest

starting point is to assume that a cylindrical region of constant radius r0

along the incident ion path contains a hot plasma at a temperature T O (TO

is the kinetic temperature of the atoms, assumed to be in thermal equili-

brium). We also assume that the temperature T = T O is constant from time

t = 0 to t = T and that T = 0 for t > T. The basis for these assumptions

will be discussed further in the next section. The atoms inside this

cylinder have a Maxwell-Boltzmann velocity distribution 17 given by

F(v)dv = n(M/21rkT)3l24xv2 exp(-Mv2`2kT)dv	 (2)

where v is the magnitude of the velocity, n. is the number density of

target particles each of which has a mass M, and k is the Boltzmann constant,

k = 8.6 X 10 -5 eV/oK. Let the surface of the target have a step potential

E  and consider the particles which cross this surface. If the resultant

velocity outside of the target is v' and 9 is the angle between v' and the

normal to the target surface (v' = IV-"'1), then the flux of atoms sputtered

s
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into solid ankle do at 6 with resultant velocity in (v',dv l ) is

tp(v',n)dv'drl - n(M/2nkT) 3/2 exp(-Eb/kT) exp(-Mv' 2/2kT) cos 6 v' 3 dv'dn.	 (3)

The number of atoms sputtered into our detector at 9 - 0 and with solid angle

n  with v' in (v' ,dv' ) is

N(v' )dv'n = nr02Tn(M/2nkT) 3/2 exp(-E^rjkr) ex,a( -riv°' 2/2kT) adv' 3dv'	 (4)

or

N(v)dv a v3 exp(-Mv2 /2kT)dv	 (5)

where the primes have been dropped in the last expression.

In Figure 3 we show the data plotted as a velocity spectrum with

arbitrary normalization. The errors shown arise from counting statistics.

A background subtraction has been made as indicated by the dashed line in

Figure 2. This line represents the contribution to the spectrum due to very

slow particles which wrap around to the beginning of the collector wheel on

the next cycle. The line was calculated assuming the data follow the dashed

line of Figure 3 at low velocities. The solid curve is a two parameter fit

with Equation (5). The parameters are the normalization (which is discussed

further in section 4) and the ratio M/T. A value of 235 amu for M gives

T = 3500 0K. Thus the solid curve assumes that only single uranium atoms

evaporate from the surface. The dashed curve of Figure 3 is a superposition

of two curves, each having the form of Equation (5), assuming that 20% of

the uranium comes off as U2 molecules and 80% as U atoms. The temperature

in this case is 4100 OK and is the same for both species. The purpose of

the dashed curve is to show the effect of adding an arbitrary (although

5
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reasonable) amount of U2 to the spectrum. For the sake of simplicity, in

r
E

	

	
further calculations we shall assume that only U atoms are present and that

T - 3500 0K. Encouraged by the fit of Equation (5) to our data, and the

reasonable value of T (the melting temperature of UF4 is 1309 0K), we shall

proceed in the next sections to investigate further aspects of a thermal

model.

3. LOCAL THERMAL EQUILIBRIUM

Is it reasonable to expe..t that atoms near the path of the incident

ion reach a condition of local thermodynamic equilibrium (LTE)? When an

ion with an energy of approximately 1 McV/amu enters a solid, virtually all

of its energy loss goes to the electrons of the medium. These electrons

must give their energy to the lattice atoms more quickly than the energy

is thermally conducted away. The most efficient way for electrons to

transfer energy to atoms via collisions is for each electron to suffer a

head-on elastic collision with an atom each time it travels one lattice

spacing. This is, of course, an unrealistic assumption; most of the

electron-atom collisions correspond to small angle scattering of the

electrons. However, we do in this way establish a lower limit on the time

required to transfer the electron's energy into thermal motion. We assume

that the recoil electron shares its energy rapidly with other bound elec-

trons until it is degraded to a few eV. At this point the electron can

no longer ionize an atom, and transfer of kinetic energy to the atom becomes
0

important. In UF4 , one lattice spacing is d = 4.3 A; therefore, the time

between collisions is d/v — (4.3 X 10 -8/6 X 107 ) sec = 7 X 10 -16 sea where

6 X 107 cm/sec is the velocity of a 1 eV electron. The fraction of energy

transferred to a mass M by a mass m (tor m << M) in a single head-on

6
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elastic collision is 4m/M - 9.3 X 10 -6 for M - 235 amu and m equal to the

mass of an electro►►. The time for an electron to transfer its energy to a

235U atom is thus:

tea Z (M/4m)(d/v) = 7.5 X 10 -11 sec.

This time should be shorter than or comparable to the time in which a

significant fraction of the heat is conducted away, t hc . Solving the

diffusion equation in a cylindrical geometry with constant thermal con-

ductivity K and heat capacity C we get 18

T(r,t) = (e/47(Kt) exp(-Cpr2 /4Kt)
	

(6)

for a line source of energy density a per unit length at r = 0 and t = 0.

p is the target mass density and T is the temperature. For t > Cpr 2 /4K

the temperature begins to decrease rapidly. Therefore we take

the = r02/4K,

where K = K/Cp is the thermal diffusivity and r 0 is the radius of the thermal

spike. For UF4 at 600C, K = 8 x 10 -3 cm2/sec. Using ro = 20 A (this will

be justified in section 4), we have

the `2
	 X 10-12 sec.

This is over fifty times smaller than t ea ; thus, heating of the lattice

through electron-phonon interactions does not appear to be an efficient

process in UF4 . Actually the situation is even worse than this. Since the

atoms are bound in a lattice, they cannot accept arbitrarily small amounts

of energy. The maximum energy which can be transferred to an atom by an

7
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	 electron of a few eV is much smaller than the lowest vibrational energy level

of the typical atom in a crystal lattice.

Another, possibly raster, method of heat transfer into the lattice is

through "ion explosions." If neighboring lattice atoms are ionized by the

passing incident ion and if they are not neutralized too rapidly, they will

repel each other, gaining a substantial amount of kinetic energy. If two

adjacent molecules are triply ionized, for example, and recoil from one

lattice spacing to three before colliding with other atoms, they will each

gain a kinetic energy equal to

V - 2 (3e) 2 (1/d -1/3d) - 10.2 eV.

When these molecules collide with other stationary molecules, they will

transfer approximately one half of their energy per collision. After a few

collisions, a condition approaching LTE will be reached if heat is conducted

away slowly compared to the collision time. We estimate the collision time,

taa , to be the time for a 1 eV 235U atom to travel one lattice spacing

taa = (4.3 X 10-8/5 x 104 ) sec = 4.8 x 10-13 sec.

This is several times smaller than the and over two orders of magnitude

smaller than tea . The time scales suggest that it may be possible to achieve

LTE in a region of radius — r0 for a time — r02/4K.

The fact that the and taa are of the same order of magnitude suggests

that the thermal diffusivity may be responsible for quenching sputtering

and track registration in certain materials. Sapphire, which has a very

high thermal conductivity but a low electrical conductivity, has never been

observed to register tracks. 
19 

Increasing electrical conductivity could also

quench the sputtering or track forming process. This effect has been

I
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observed 
20j,11 and is attributed to mobile electrons which neutralize the

ions before they can repel each other.

4. THE SPUTTERING YIELD

From Equation (3), the number of atoms sputtered into solid angle dA

at 9 with velocity in (v,dv) is

S(v,A)dvdn - cp(v,n) (nr02)(r02/4K)dvdn.
	

(7)

Here we assume that the temperature in the spike quickly reaches its equi-

librium value and as the cylinder loses heat, its radius contracts while

the temperature stays roughly constant. The average spike radius is thus

given by r0. Integrating over solid angle and velocity gives the total

sputtering yield,

S = fJ S(v,a)dvdg - n(nr 0 4 /4K) (k,T/2nM) 2 exp(-Eb/kT).	 (a)

We may use this formula with measured values of S. T and E  in order to

deduce a value for r0. The spike temperature was measured for 4.74 MeV

19F*2 ions and was found to be 3500 OK with M = 235 amu. The same bombard-

ing ions gave a sputtering yield of approximately 5.5 uranium atoms per

incident ion (see Figure 4). The binding energy, E  = 0.71 eV, is obtained

from a fit of Equation (1) to an energy spectrum with 80 keV 20Ne+ incident

on a UF4 target . 1 Substituted into Equation (8) these values of S, T and E 

give r0 = 24 A, which is consistent with the value of r0 used in our calcu-

lation of the and is also consistent with the observed radii of latent

tracks. 20

The temperature and radius of the spike are expected to depend on the

electronic stopping power of the bombarding ion, dE/dx. A related quantity,

9



the primary ionization rate (denoted dJ/dx), has been found by Fleischer

et al. to more accurately describe track registration thresholds. 21 It is

defined as the number of ionizations caused directly by the incident ion

per unit path length of the ion. Multiple ionizations are included but

secondary ionizations due to scattered electrons are not. A theoretical

expression for dJ/dx was presented by Bethe in 1930 (Reference 22) and for

small velocity (f3 w v/c E 0.1) reduces to:

dJ/dx - Ze2 (A/02 ) ln(B 132)
	

(9)

Z - Zfl1 - i0
-(1/3)(1370/Z0.

55)l 	
(10)

e 	 j

Equation ( 10) is due to Heckman et al. 23 with Z the atomic number of the

incident ion. The constants A and B in Equation ( 9) depend on the material

through which the ion passes and are difficult to measure or calculate for

most solids. For this reason dJ/dx(P) is rather uncertain in both magnitude

and shape. We have chosen to fix B by fitting data taken from protons and

electrons in argon,
24,25 which gives a value of B - 2.1 x 10.

In order to obtain an expression relating T and r0 to dJ/dx, we assume

(for concreteness) that two ions of charge +N are crested each lattice

spacing, thus

dJ/dx - 2N d.

If E0 is the energy per atom in the spike due to the incident ion, then

(3/2)kT - E0 + (3/2)kT0

with TO the ambient target temperature. Further,

10
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EO = (kinetic energy per primary recoil)

X (number of primary recoils per lattice spacing)

+ (number of atoms in the spike per lattice spacing)

CI (dJ/dx)2 (de/2) 2 (1/d -1/3d)] (2/d)/(nnr02)
_	

P2	
dJ 

2	
dJ dx 2

6nar 2 ^dx,	 C r
O )

0

which gives the desired relation:

kT D dJ
r dx l2 + kTO

a 1

where D is a constant.

One further equation relating T, r 0 and dJ/dx is needed in order to

obtain S in terms of dJ/'dx alone. Two cases will be chosen which represent

opposite extremes, with the understanding that the true situation lies some-

where between.

Case I: r0 = dJ/dx

Here, the spike temperature is independent of dJ/d x, and the spike radius

expands (contracts) as dJfdx increases (decreases) to accommodate the chant±ing

energy deposition rate. This would occur if the spike temperature were

determined only by physical or chemical properties of the target such as

melting point, bond strength, etc. In this case we have

S a (dJ/dx)4 .
	

(12a)

T91

I

(11)

Case II: r0 = constant

Here, we have the spike radius determined by properties of the target

while the spike temperature varies as (dJ/dx) 2 for TO << T. This case appears

somewhat less likely and has the disadvantage that the binding energy, E 

11
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cannot be factored out of the expression for S. In this case we have

S = dJf dx exp(-EbrO2/D(dJ/dx)2 ) .	 (12b)

D is fixed by defining a normalization for dJ/dx and solving Equation (11)

for D, using T = 3500 0  and the value of dJ/dx at a fluorine energy of

4.74 MeV. Figure 4 shows sputtering yield values as a function of fluorine

energy along with curves for case I, case II with E  = 0.5 eV, and dE/dx for

comparison. The numbers beside the data points indicate the incident fluorine

ion charge state and the error bars correspond to the standard deviations

of the measurs-.^ yields in those cases for which more than one run wa per-

formed. Where no error bar is shown, only one run was made.

5. DISCUSFION

We have emphasized that the dependence of dJ/dx on ion velocity is highly

uncertain., being very difficult to calculate or measure for an arbitrary

solid. For this reason, a comparison of our model with sputtering yield

data for a g_.-ren ion at different velocities (such as in Figure 4) is of

limited value. It would be more use ful to compare data for different ions,

each having the same velocity. In this case, dJ/dx = Z e 2 with Ze(Z,p)

empiricaL 7 y determined, as in Equation ( 10). Since dEOdx also scales as

Ze2, this method of comparison does not distinguish between dJ/dx and dE/dx.

This may be an advantage, however, as it is still a matter of some

controversy which quantity (if either) is most relevant to the occurrence

of an ion explosion.

In Table I we give sputtering yield predictions for a number of differ-

t	 dy	 ent ions with the same velocity (E/M = 4 McV/amu) for cases I and II of

section !+. Also shown are measured yields due to Griffith. 
i,10 

The

5
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calculated values have been normalized to best fit the measured values.

The incident charge state of the beam is .indicated in the cases where

measurements were made; however, it has been shown to have a rather small

effect on the total yield. 1 Case I is seen to fit the data well except for

He+ for which the measured value is uncertain to about a factor of two. The

measured sputtering yields include both high energy sputtering and a small

contribution from low energy (collision cascade) sputtering. Since the

calculated yields account only for high energy sputtering, when they fall

too low, disagreement with the measured values would be expected. Thus,

collision cascade theory predicts a sputtering yield of 2 x 10-4 for He

(Reference 10), so that the case II predictions are in agreement with the

measured value while the case I prediction is not. It should be noted here

that although Ze (Z,p ) is a more accurately known function than dJ/dx(p),

several slightly different formulae exist for Z  and these can differ by

as much as 15% for Z Z 20. A 15% difference in Z  leads to a factor of three

difference in the yield calculated for case I. For this reason, sputtering

yields for chlorine could not distinguish case I from case II, but yields

for lithium or carbon probably could.

Although the thermalized ion explosion model presented in this paper

describes high energy sputtering of UF, quite well thus far, more data are

needed to determine if the same modal can describe the sputtering of other

target materials. Unfortunately, very few data exist at the present time

which we feel are applicable to this model. Brown et al . 5 have measured

the sputtering of ice with 1.5 MeV 4He, 12C and 160 beams and with 1.5 MeV

and 0.5 MeV 1H. We display their results in Table II along with predictions

of our model (case Y) which have been normalized to best fit their data (see

discussion below). It can be seen that our model fits remarkably well with

13
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the 4He, 12C, and 160 data but fits the 
1H 

data poorly. We feel this can

be understood if one considers the ion explosion mechanism of heat transfer

to the lattice. In order for an ion explosion to occur, one would need a

minimum of one ionization per lattice spacing. In water, — 30 eV are needed

to create one ion-electron pair, so that the minimum dE/dx needed to trigger

an ion explosion would be — 30 eV per lattice spacing. The maximum dE/dx

for the 1H ions used by Brown et al. was 17.1 eV/(10 15 molecules/cm2) -w 17 _V

per lattice spacing. Thus our model would not be expected in its present

form to apply to ice sputtering with protons. However, the excitation of

higher vibrational modes of the water molecules caused by the proton's

passage may drive a similar thermal mechanism even though no ion explosions

are taking place.

It would be instructive at this point to estimate the spike radius for

heavy ions on ice given the sputtering yields measured by Brown et al. Using

a thermal diffusivity K - 1.05 X 10 -2 cm2/sec (for ice at OoC (Reference 26))

a spike temperature of 800 0  (...3 times the melting point of ice, chosen
in comparison with our UF4 result) and a binding energy E  = 0.5 eV (the

sublimation energy of ice) one obtains the following spike radii:

0
r0 = 68 A	 for	 S - 10,

and

r0 = 193 A	 for	 S - 640.

These are not unreasonable values given the order of magnitude nature of the

calculation. It thus appears that ice sputtering with heavy ions may also

be explained with the thermalized ion explosion model, although more data

are needed to confirm this in detail.

The virtue of our model is that concrete predictions can easily be made

for comparison with experimental data. In addition to the sputtering yield

14
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predictions implied in Tables I and II, one could also look for the effects

of thermal diffusivity on high energy sputtering and track registration.

For example, in most crystalline dielectric materials, the thermal diffusivity

rises very rapidly with decreasing temperature between a few hundred and about

ten degrees Kelvin. Thus, a material such as crystalline quartz which

registers tracks at room temperature may fail to do so when cooled to a few

degrees Kelvin. Some evidence of a dependence of track registration

thresholds on thermal conductivity has already been reported. 19,27

The fact that a fair number of the sputtered particles are charged

(probably •- 10%) and that a condition of LTE appears to prevail inside the

target may have important consequences for secondary ion mass spectroscopy

(SIMS). For example, Macfarlane et al. 8 have used fission fragments to de-

sorb large quasi-molecular ions from organic compounds which are ordinarily

difficult to vaporize without decomposition. With subsequent acceleration

and TOF analysis of the ions, they have generated high resolution mass spectra

of many non-volatile organic compounds. The line widths of the accelerated

ions seem to correspond to a thermal distribution at approximately

60,000 °K (Reference 28).

6. CONCLUSIONS

We have presented a model for high energy sputtering of dielectric

materials which includes a plausable mechanism for rapid heat transfer to

the lattice. Despite its simplicity, this "thermalized ion-explosion" model

describes the sputtering behavior of UF 4 remarkably well. We feel it is

likely that the model can also be used to describe the high energy sputtering

of other dielectric materials (such as ice), as well as the phenomenon of

track registration.

15
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TABLE II

Measured H2O sputtering yields taken from Reference 5, shown with the

electronic stopping power of each beam used. In the last column are yields

predicted by our model (case I) normalized to best fit the data.

Beam dE/dx S (4 x 10-4)

(10 -15 eV cm (molecules x (dE/dx)4
per molecule) per ion)

1H 6.8 0.2 t 0.04 8.6 x 10 -4

1H 17.1 0.4 t 0.08 0.034

4He 71 10 t 2 10.2

12C 189 520 t 100 510

160 201 640 t 130 653

0
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FIGURE CAPTIONS

FIGURE 1. Schematic drawing of the experimental apparatus used to

determine the 71F spectrum.

FIGURE 2. TOF spectrum of particles sputtered from a UF 4 target with

4.74 
MeV 19F+2

 . The sputtered ions were accelerated through

+100 volts and lie in the region TOF/28 x 10-6 sec < 16.

The sharp peaks at low TOF are displayed in expanded form in

the inset, and the expected positions of various singly charged

molecular ions are shown. The uncertainty in position of the

molecular ions shown is approximately ± 20 amu. The dashed

line under the first peak indicates the limiting resolution

of the spectrometer, and the dashed line below the TOF spec-

trum represents the slow neutral particles which wrap arou,ld

the wheel a second time.

FIGURE 3. Velocity spectrum of neutral uranium sputtered from a UF4

target with 4.74 MeV 
19F+2. 

The errors are statistical.

The solid curve is Equation (5) with M = 235 amu and T =

3500 0K, with the normalization chosen to best fit the data.

The dashed curve is a superposition of two curves, each

having the form of Equation (5), assuming 20% of the uranium

comes off as U2 molecules and 80% as U atoms. Both species

are assumed to be at T = 4100 0K.

FIGURE 4. Sputtering yield values as a function of fluorine beam

energy.. The numbers beside the data points indicate the

21



i
t

incident fluorine charge state and the error bars
i	 y

correspond to the standard deviations of the measured

yields in those cases for which more than one run was

performed. The dash-dot curve is dE/dx with the maximum

corresponding to x.300 eV/A. The solid and dashed curves

are Equations (12a) and (12b), respectively, and are

normalized to best fit the data.
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