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Summary

This Annual Report summarizes the analyses performed and
conclusions reached during the year from October 1978 to October
1979. This work was largely contained in three topical reports
which were issued as Quarterly Reports. In addition, material
is presented in this report which was covered in Monthly Reports,
but which was not included in the Quarterly Reports. Much of
this material makes up chapter V, "Energy Analysis."

The report is arranged by topics, with the analysis of
slicing processes covered in chapter II and of junction formation
processes in chapter III, with chapter IV containing the des-
cription of a simple method for evaluation of the relative
economic merits of competing process options with respect to the
cost of energy produced by the system,and chapter V the energy
consumption analysis.

Subsequent to the analysis of the Czochralski crystal pulling
process performed in the preceding year, the important companion
to all ingot processes, slicing, was examined. Progress is
being made or projected towards reduced kerf and decreased wafer
thickness, together with higher throughput rates, on all approaches
to slicing, including the yeneric types of fixed abrasive (diamond
ID saw, wire saw) and slurry sawing (reciprocating multi-
blade or multi-wire). From their current position of comparable
add-on price, the projected improvements, if successfully carried
out, could also yield comparable price reductions. However, all
these advancements cannot eliminate the kerf losses, with the
waste of valuable material.
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The analysis of the junction function process contains an
accumulation of the pertinent technical and economic data on
current processes, such as the Spectrolab gaseous diffusion
process for front junction formation, and ion implantation
using the Varian-Extrion 200-1000 machine. These recent exper-
ience data were used to assay the projections to future improved
process methods, such as diffusion processes proposed by Motorola
and RCA, and ion implantation advances proposed by Lockheed,

] | Motorola, RCA and Spire.

The analysis of the energy consumption in the solar module
fabrication process sequence, from the mining of the SiO2 to
shipping, shows, in the current technology practice, inordinate
energy use in the purification step, and large wastage of the
invested energy through losses, particularly poor conversion
in slicing, as well as inadequate yields throughout. The cell
process energy expenditures already show a downward trend based
on increased throughput rates. The large improvement, however,
depends on the introduction of a more efficient purification

process and of acceptable ribbon growing techniques.
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I. INTRODUCTION

The manufacturing methods for photovoltaic solar energy :“ilization
systems consist, in complete generality, of a sequence of individual pro-
cesses. This process sequence has been, for convenience, logically seg-
mented into five major "work areas": Reduction and purification of the
semiconductor material, sheet or film generation, device generation, module
assembly and encapsulation, and system completion, including installation
of the array and the other subsystems. For silicon solar arrays, edch
work area has been divided into 10 generalized “"processes" in which certain
required modifications of the work-in-process are performed. In general,
more than one method is known by which such. modifications can be carried
out. The various methods for each individual process are identified as
process “options”. This system of processes and options forms a two-

dimensional array, which is here called the “process matrix".

- In the search to achieve improved process sequences for producing
silicon solar cell modules, numerous options have been proposed and/or
developed, and will still be proposed and developed in the future. It is
a near necessity to be able to evaluate such proposals for their technical
merits relative to other known approaches, for their econc.ic benefits,
and for other techno-economic attributes such as energy consumption, and
generation and disposal of waste by-products, etc. Such evaluations have
to be as objective as possible in light of the available information, or
the lack thereof, and have to be periodicaily updated as development

progresses and new information becomes available. Since each individual
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process option has to fit into a process sequence, technical interfaces
between consecutive processes must be compatible. This places emphasis
on the specifications for the work-in-process entering into and emanating
from a particular process option.

The objective of this project is to accumulate the necessary infor-
mation as input for such evaluations, to develop appropriate methodologies
for the performance of such techno-economic analyses, and to perform such
evaluations at various levels.

In evaluating even current processes substantial gaps or uncertainties
were found in important information required for both technical and economical
evaluation of the currently practiced processes. In proceeding to the
evaluation of processes which are still in the developmental or even con-
ceptual stage, the gaps in needed information become very large. In these
cases, it is necessary to fill the gaps more extensively with estimates based
on extrapolations or analogies. Such estimates always leave some douut on
the accuracy of the evaluatiors, and it will be necessary to also make
“probable error" estimates to reduce decision mistakes based on early
evaluations. Nevertheless, collecting the information and carrying out
evaluations at the earliest possible time provides not only a planning tool,
but also aids in uncovering the deciding attributes about which information

ought to be obtained at an early stage of the development process.

This annual report describes the work completed during the last 12 months,
and summarizes the work in progress. In the preceeding 12 month period, the basic
methodologies for performing the comparative analyses of competing process
options were developed, as well as the formats for accumulating the needed :n-

formation. Also, the processes for the reduction of quartzite to silicon and

[-2
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for Czochralski crystal growth were studied. The reduction process was investi-
gated primarily from the energy consumption viewpoint, as the process is

already carried out cost-effectively on a large industrial scale {~ 350,000t /y
worldwide, > 140,000 t /y ir the U.S.A.). During the current 12 month period,
the analysis of the slicing and junction formation processes was completed

and is described in detail in this report. The processes for metallization
(contact formation) and anti-reflection coating are at the state where the
information which is available in contract reports and published literature has
essentially been accumulated, and the analysis has been started, with considerabie
gaps in the information available in the reports becoming apparent. Finally,

the methodology for the comparative evaluations has been refined and completed,

based on the cost of the energy produced by the system rather than

independent cost per unit peak power output value.

This report is arranged in chapters according to the subject items
investigated. The detailed process-data formats to the individual
process options which were included in the quarterly reports, have been
omitted since they would have added greatly to the volume of paper used.
It should also be noted that the subject items were studied during a
certain time period and the runclusion reached then, with the subsequent
effort devoted to a different squect area. In this approach, the analyses
are not continuously updated by inclusion and reevaluation of new develop-
ments. It may also be noted that throughout this report, costs or prices
are quoted in 1975 dollars, unless, in rare special cases, it is stated

otherwise.
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II. Slicing

1. Introduction

The fabrication process sequences for solar modules involves many steps,
the principal ones of which up to crystal growth have been analyzed previously.
The next major process following Czochralski crystal pulling, or any other
process that results in bulk ingots, such as the casting of semicrystalline
ingots or the Heat Exchanger Method of crystal growth, has to be the division
of these ingots into wafers, commonly referred to as "slicing". The first
application of this developing methodology was made to the Czochralski's
crystal pulling process.

Previously, we had examined the reduction of quartzite to metallur-
gical grade silicon and did a comparative evaluation of competing Czochralski
techniques for growing single crystal, cylindrical ingots. The next major
process step in the sequence for producing single crystal silicon wafers,
today and in the near future (up to 1982), is the slicing technique. The
evaluations were started with the current methods of multiblade slurry
slicing, and inner diamet<r slicing using 2 diamond coated blade for which

a large amount of the needed information is available.

We have tabulated production experience data obtained from Spectro-
]ab(]) for slicing 2-cm rectangular, %.4-cm and 7.6-cm diameter wafers
using the Varian nulti-blade slicing sy-tem, and similar data obtainad
from HAMCO(Z), for 1D slicing of 10.16-«m diameter ingots using their
equipment, Experimental data from OCLI(3), Varian(4) and TI(S) for

multiblade wafering, from OCLI(B) and STC(7’ for ID slicing, and from




JPL(B) for the Yasunaga multi-wire slurry slicing system, were also tab-
ulated. To compiete the analysis, projcctions made by Varian(g) for multi-
blade slicibg, by STC for ID s]icing(7) by Crystal Systems(]o) for their
fixed abrasive multi-wire system, and by Solarex(]]) for the Yasunaga

multi-wire slurry system were examined.
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2. Brief Descriptions of the Slicing Techniques

2.1 Multiblade Slicing

The multiblade slurry sawing method is one of the two tech-
niques used in current production slicing. In its present configuration
230-250 blades of 38-cm length of hardened 1095 steel are mounted and
evenly spaced on a blade head that is, for slicing, reciprocated, at
frequencies below 2 Hz (normally about 1.6 Hz),across the workpiece using
approximately a 20-cm stroke. The abrasive slurry is pulsed sprayed or,
at times, dripped onto the top surface of the workpiece and recirculated
by a pump. The slurry is a SiC abrasive suspended in PC oil. It is nor-
mally used for one load before it is discarded. There are no practical

ways, at present, to re-use the abrasive slurry for more than one load.

The current multiblade slicing machines can accept blade heads
up to 18.5-cm wide. However, the number of blades in a blade head, and
consequently, the number of slices that could be produced per load, is not
limited by the blade head width per se, but rather by the maximum tension
force the blade head can exert on the blades. This is about 401,800 N
for current production blade heads(4). An adequate saw force commonly
called “blade load", is necessary to achieve economically acceptable cut-
ting rates in the slicing process. A blade load of about 1-2 N/b]ade(b),
is usually applied. Excessive blade loading, and even normal loading

after some blade wear, can cause deflection of the blades, often called

"buckling", which results in inaccurately sliced wafers or even broken

I1-4
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wafers. To minimize buckling, the blades need to be stressed as much as
possible, which, in current practice, is 80% of the yield strength of
1095 steel, or 1.37 GPa(s). Therefore, the maximum number of blades per-
mitted per blade head is 401.8/1.37«A, where A is the cross-sectional
blade area in mmz. For a 6.35 mm high blade, 0.20 mm thick, a size that

(4)

is normally used in production®' /, the maximum number of blades thus is
230. Reducing the blade thickness to 0.15 mm will increase the maximum
number of 6.35 mm high blades to 307. At present, the thicker 0.20 mm
blades are used in production because of their better wafer yield, as
they are less susceptible to buckling which can be caused by vertical
misalignment at the beginning of the slicing process and by increased
blade tension, resulting from a reduced crossection because of blade wear

(5)

near the end of slicing'™’,

There are two types of blade packages available: the drill-pin
package and the epoxy package. In the former, the alternately arranged
blades and spacers which determine the thicknesses of the kerf and wafers are
held together by four threaded rods. It is the cheaper of the two types of
package ($50 compared to $175),but often requires additional alignment
(3)

before mounting on the slicing machine'~’/. In the epoxy package, an

adhesive is applied between the spacers and the blade ends to hold the

(4)

package together

The production procedure for multi-blade slicing involves first
mounting the workpiece, or silicon crystal, with wax, epoxy, or other
suitable cement on a graphite or ceramic base plate. The workpiece is

then clamped by the baseplate to the slicing machine. To help increase the

II-5
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yield, ceramic bars are often similarly cemented longitudinally onto the
cylindrical crystal near its top and bottom horizontal tangents. The bars
"smooth-out" the slicing by decreasing the variation in kerf length

and blade load as the blades travel downward through the cylindrical
crystal. In addition, ceramic bars near the top tangent minimize the
effect of vertical misalignment by reducing blade buckling by the time
they enter the silicon crystal. Those bars near the bottom, help to
smooth the transition of the blades cutting into the base material by
equalizing the slicing properties above and below the crystal to base
transition. Some of these benefits are also obtained, in some places,with-
out the use of ceramic bars by varying the blade load according to the
changing kerf length during the slicing process. After the slicing is
finished, the wafers, still attached to the base, are removed from the

slicing machine and the wafers are then detached from the base.

The effective linear cutting rate of the multiblade process is
presently about 550 times smaller than the ID diamond saw. The linear
cutting rate cannot be increased significantly because of the limit on the
blade load and because of the blade head mass which 1imits the reciprocating
frequency. The blade load cannot be increased much beyond its present
value without significantly increasing blade buckling since the tensile
strength of the blades is fixed. Varian found that a blade load of 2.77 N/
blade caused severe enough buckling to separate the crystal from its

(4)

mount . In another experiment, a reciprocating frequency increase to

(1)

2 Hz resulted in sufficient vibration to break all wafers Theretore,

in order to increase the throughput rate, or the wafer area produced in

the multi-blade slicing process per unit time, either the number of slices

11-6
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in the load, or the area yield per load, has to be increased without
significantly increasing the time of the run. The area output per load
can be increased in a combination of several ways: by increasing the num-
ber of blades per unit blade head width, as can be achieved by decreasing
the blade and/or spacer thickness; by increasing the width of the blade

head without changing blade and spacer thicknesses; or by increasing the
width of the workpiece.

The blade thickness has a lower bound set by its strength. If
the blade is too thin, it will buckle under the blade load, or break
from the blade tension, resulting in broken wafers and low yields.

Reduction of the spacer thickness is limited by the wafer strength.

Slicing wafers too thin increases their chance of breakage due to pressure
from the lateral blade movement, blade vibration, blade buckling etc. As
the blade and spacer thicknesses are decreased, the increased fragility

of the blades and the wafers ultimately leads to significantly lowered
yields. Experimentally, Varian(g) has found that using 0.15mm thick
blades with 0.30 mm spacers still results in good yields. Under these
conditions 0.25 mm thick wafers with 0.20 mm kerf are produced. This
gives, assuming a wafer yield of 95%, which has been demonstrated by
Varian, an area conversion ratio of 0.9 m2/kg-Si which is a 50% improve-
ment over Spectrolab's recently experienced area conversion ratio in

slicing 5.4-cm and 7.5-cm diameter wafers.
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i S b A L B S i e 5o




Varian is also currently experimenting with a larger blade head
width that can accept 900 to 1000 blades. This blade head weighs approxi-
mately one ton. Therefore, the workpiece will be reciprocated against
the stationary blades. The workpiece size is projected to be 12-cm in
diameter and 40.5-cm long yielding a wafer area of 9.67 m¢/10ad using the
900-blade machine with the aforementioned blade and spacer thicknesses. This
area yield is over four times higher than obtained in present commercial

practice.

A third method to potentially increase the area yield per load with-
out increasing the slicing time would be to increase the width of the
workpiece, or the kerf length, by slicing two or more ingots, placed
side-by-side, simultaneously. TI(S) has found that the machine slicing
time, and, correspondingly, the linear cutting rate, is essentially in-
dependent of the kerf length, TI has therefore proposed slicing two 12-cm
diameter ingots at one time to increase the multi-blade slicing productivity.
The area yield per load,with details of this projection given in Tables
I to III, can thus be doubled without significantly changing the slicing

time.

2.2 Inner Diameter Slicing

In the process of inner diameter, or ID, slicing, one wafer is
sliced at a time with a rotating, diamond impregnated blade. The rotation

speed depends upon the blade size, and is 2,100 rpm for a iz~ with a

I11-8



15.25-cm diameter hole, and 1650 rpm for a 20.32-cm diameter, inner dia-

meter blade. The blade consists of a stainless steel core which is 0.10
and 0.15 mm thick for 15.24 and 20.32-cm blades, respectively, with dia-
mond plated edges. The total thickness of the 15.24-cm blade is approxi-
mately 0.30 mm, and the 20.32-cm blade is about 10% thicker. The blade

is mounted around its rim in a vise-like holder where hydraulic pressure

is applied to tension it radially.

The linear cutting rate, or the rate that the inner diameter blade
traverses the silicon can be up to 305 cm/h, or almost three orders of
magnitude higher than for the slurry, multi-blade process. There are
several reasons for this. First, the inner diameter blade speed is approxi-
mately 1,600 cm/sec as opposed to less than 80 cm/sec for multiblade
slicing. Therefore, the contact length per unit time between the blade
and the silicon for ID slicing is twenty times higher than for multiblade
slicing. Also, fixed abrasive slicing removes more kerf in a unit contact
length because there are two surfaces moving relative to each other instead
of three as in slurry slicing. In slurry slicing, the abrasive is pushed
into the workpiece and is "rolled out". Whereas for fixed abrasive slicing,
the abrasive cuts into the workpiece to remove the kerf. Finally, the
diamond plated layer on the ID blade increases the blade's rigidity and
thickness and allows the application of more force, by the blade, on the
workpiece than in multiblade slicing. The total thickness of the 1D
blade is 300-330 um thick while the multiblade is 150-200 um thick. It
should be noted that the effective ID cutting rate is about 10-207 lower
than indicated by the blade's linear cutting rate because of the 18 to 24

seconds between two consecutive slices, when the blade is returning to its
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original vertical position and the silicon crystal is being indexed.

In mounting the ingot, one end is attached to a graphite base with
epoxy and the ingot is then placed in a box with rubber supports along it's
length to keep it rigid. The stiffness of the mount will affect the
vibration level between the blade and workpiece, influencing the wafer
thickness and yie]d(3). At present, 1D machines can accommodate ingots
up to 50-cm 1ong(2’3). The current practice of slicing 10.16-cm diameter
wafers, 0.50 mm thick with a 0.33 mm kerf, yields a area of 4.8 mz/load
or 0.50 m2/kg, a. a practice wafer yield of 98%. During slicing, either
water or water mixed with a small percent of Rust-Lick is sprayed on the
cutting edge, at a rate of about 2 m¥sec, to cool the blade. The blade
must be dressed, every 50 slices for the 15.24-cm blade and every 25 slices
for the 20.32-cm blades for proper slicing, in order to remove dirt and
expose a fresh cutting surface. The dressing is done with 5 cuts of an
Alumina stick. The lifetime of the blade is dependent on the rate of
diamond "pull-out" and the degree of metal fatigue and varies quite ex-
tensively from blade-to-blade. The lifetime median is about 3,000 7.52-cm
diameter slices for the 15.24-cm blade and 5,000 10.16-cm diameter
slices for the 20.32-cm blade.

A method being investigated, to increase the 1D saw's productivity

(7).

by a factor of two, is crystal rotation The cutting speed is doubled
using a rotatina crystal since the blade has to traverse only half-way
through the crystal diameter. The half penetration in rotating crystal
slicing permits the use of a cheaper, smaller diameter, and thinner inner

dianmeter blade. for slicing 10-cn diancter wafers with this technique the

wafer thickness and kerf are expected to be 225 um and 210 um respectively(7).

T1-10
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This process is expected to be in commercial use by 1982.

2.3 The Yasunaga YQ-100 Multiwire Saw System

The Yasunaga multiwire saw is a slurry slicing system which
uses a single wire (600 to 30,000 m inlength) routed around a rocker arm
tensioning device, a wire guide catridge, and a take-up reel. The con-
tinuous wire forms up to 250 multiple loops around the three grooved wire
guides, arranged in an equilateral triangle, that are the key parts of
the wire guide catridge. During slicing, the wire guide catridge oscillates,
while the workpiece is raised against the wires with a preset force. An
abrasive slurry is sprayed on the cutting surface. The procedure for
mounting the silicon crystal for multiblade slicing is similar to that

described for multiblade slicing.

The chief potential benefit of the Yasunaga saw is its high
area-mass conversion ratio by employing closely-spaced, small diameter
wires. The current YQ-100 model has a workpiece capacity of 10X10xI0 cm
and as demonstrated by experiments,(s) it can slice 215, 212 + 7 um thick
wafers with less than 200 ur i.er€ using 0.4 mm pitch quides, 0.16 mm
diameter wire and 13 um SiC abrasive. Under those conditions an area to
unit mass ratio of 1.04 mz/kg is obtained, which is about 50% higher than
what any other current production or experimental slicing system achieves.

This higher area to mass ratio effeuctively recuces the consumption of
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single crystal silicon, to produce a given wafer area, by a third. It

is projected that the Yasunaga saw can achieve an area-mass ratio of 1.42
mz/kg by employing closer spaced pitch guides (0.3 mm), smaller diameter
wire (0.08 mm) and a finer abrasive ( 5 ym). This would yield a 200 um

thick wafer with 100 um kerf(').

It s believed that the narrow lapping band of the wires of
the Yasunaga saw results in wafers with less subsurface damage than .ith

other comercial slicing techniques(]]). and this is being investigated(a).

Currently, the Yasunaga saw is not used for the production of
silicon wafers, at least not in the USA, although Solarex h: . cently
obtained a machine for pilot line operation. However, Motoroia is using, in
its .emiconductor device production an in-house deve..ped, proy. =‘ory
wire saw with capabilities which seem to be comp: ‘able to that ¢: the

Yasunaga saw.

2.4 JThe Multiwire Fixed Abrasive Slicing Technique ("FAST")

This method is similar to multiblade slicing, except that the
silicon is sliced with ciamond-impregnated wires instead of steel blades
and an abrasive slurry. In FAST, the diamond impregnated wires are

mounted and evenly spaced, at a linear density expected to be up to

1

25 cm™ ', on a light weight frame that is reciprocated across a rocking

workpiece(lo). The wires are coated with 22 to 45 .m diamonds imbedded

in a metal matrix, and can be coated on their bottom halves only

to reduce abrasive costs. Development is still proceeding towards finding
an optimum wire composition, but it has been found that heat-hardened,
tungsten core wire, diamond-impregnated, and nickel-plated, has o good

lifetime, which means it could be used for about 10 loads before signifi-

. . L )
cantly losing ity cutting dbllll.y(' ”.
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Crystal Systems has conducted most of their experiments per-
taining to FAST, on a modified Varian 686 wafering machine. Consequently,
the slicing potential of multiwire, fixed abrasive slicing has not been
fully demonstrated. For example, workpiece size has been, for most of
the experiments only 4 x 4 cm, and the reciprocating ratz lower than re-
quired for optimum fixed-abrasive slicing. A slicing machine, built to
Crystal Systems' specifications, have just been delivered to them
and slicing with this machine has just been initiated. The new slicing

machine has been designed to provide higher cutting rates and lower wafer

and kerf thicknesses and operate with a much lighter blade carriage, at higher

féciprocating frequencies, and reduced vibration than the Varian machine.
It is expected that this multiwire, fixed abrasivz slicing technique could
have a cutting rate of 0.6 cm/h {twice the value previously achieved with
good yields),with an area to.mass ratic of 1.1 m2/kg by producing wafers

200 um thick with a 200 um kerf,

The add-on prices for "FAST" have been projected for 1986 since the
state of development of the system and the comparatively small base of
experimental data available, making it unlikely that this slicing tech-

nique could be in significant commercial operation by 1982.

3. TABULATION OF OPERATION, LABOR, MATERIAL AND COST DATA

Tables II-1 to II-3 summarize the data provided by various organizations
for the slicing techniques that are being used or developed. Included in

these tables are production experience data from SpectroIab(l) for multi-
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TABLE 11-1A

SLICING OPERATION DATA FUR MULTIBLADE WAFFRING

Organization Spectrolab OCLY Varian TI
(Production Expericnce) (Experinental) & wperiment (900 blade € xperimental
cm 5.4 cm 7.5 cm 10.16 m no. P-005) (F‘rojecuonl projection) ancl. Projection
Rectanqular Diameter Diameter Diameter l0cm Diameterf0cm Diameter|. 1lem Diameter] 12cm Diameter
1.fworkpiece size 8 x 17 cm 16 cm long} 16 cm long{ 15 cm long 11.7 cm longf 13.5 cm long 40.5 cm long| 2,13 cm long
inqots
2.]No. of workpieces/ not appli- 3 2 1 1 1 1 2
load cable
3.181icas/load 1750 (2x2 750 $00 230 234 300 900 460
cm)
4.]vater thickness 0.35/0.4% 0.4 cut 0.4 cut 0.33 + 0.29 + 0.25 +
(mm) cut 0.3 etchedy 0.3 etched 0.03 0.04 0.015 0.25 0.32
0.2/0.3
etched
S.|Xerf thickness
(wm) 0.27% 0.27% 0.275 0.33 0.22 0.2 0.2 0.24
6. [Practical Wafer 0.95 0.9% 0.95 0.84 0.83 0.95 0.95 1.00
Yield
7.rrnction Silicon 0.53/0.59 0.56 0.56 0.42 0.47 0.53 0.53 0.57
incorporated in
wafer
8. |Depth of Subsur- 1% s 75 n a. 10-15 10-15 n.a. © 10 sevare
face damage ( um ) 32 slight
. [AETasive 60U grit oul grit o000 grat 400 grait oJl grat vl grit 600 grit 600 grit
sic sic SiC sic 8iC Sic sic sic
10. jvehicle PC oil PC oil PC oil PC oil -PC 0il PC 0il PC oil PC oil
11.]Concentration
(kg/ B 0.24 0.24 0.24 0.8 0.36 0.36 0.36 0.24
12.]flow rate (L/h) low low low n.a. n.a. n.a. n.a. 18
13.|Type of Blade 1095 1095 1095 1095 102% 1295 109% 109%
steel 0.2 steel 0.2 steel 0.2 steel 0.2 steel 0.15 steel 0.15 steel 0.15 steel 0.20
am thick mm thick mm thick om thick om thick mm thick mm thick mn thick
14.[8lade dimensions n.a. n.a. n.a. $.35 ma 6.35 mn 6.35 mm 6.35 mm 6.35 mm
high high. high high high
0.46 mn 0.35 mm 0.30 mm 0.30 me 0.36 mm
spacers spacers spacers spacers spacers
15. lAmount on 250 blade 250 blade 250 blade 23) blade 300 blad= 300 blade 900 blade 230 Slade
machine drill pin drill pin drill pin epoxy package package package package
pack pack pack package
16.INo. of runs be-
fore blade
change 7 2 1 1.5 1 1 2 1
17.|wafer area/load
() 0.69 1.63 2.10 1.57 1.53 2.24 9.67 5.20
18. [Area yield
(llz/kq) 0.65/0.56 0.60 0.60 0.54 0.71 0.%90 0.90 0.76
19.jEffective cutting
rate (cm/h) 0.36 0.25 0.34 0.5 0.31 0.34 c.4l 0.66
AU Ticing Came
szgment/load (h) 5.5 22 22 20.5 32.0 29.5 29.5 18.2
21, |load/Unload time
(h/1oad) 0.2% 0.28 0.25 0.45 0.5(p) 0.% 0.% 0.5
22. |cutting tool
change, machine
service (h/load) 0.2 0.5 1.0 0.67 2.5(p) n.s 0.% 0.6
Machine seyment
time (h/load) 5.95 22.%5 23.25 21.6 33.0 30.% 30.5 20.0
ne prodquet-
ivity (m4/h) 0.11% 0.071 0.090 0.07 0.046 0.n74 0.317 0.24
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TABLE 11-1B

SLICING OPERATION DATA FOR MULTIWIRE AND INNER DIAMETER WAFERING

Multiwire Wafering

Inner Dismeter Slicing

Crystal Systems Yasunaga YQ-100 ocLI HAMEQ
IFixed Abrasive [ Experimental) § (Projection) {txperimental) {Experimental) (Production exp.)
Organization Method 7.6 cm 10 cm 7.6 em 10,16 cm 10.16 cm
{projection) diameter diameter diamcter diameter diameter
1, Jworkpiece size 30x10x10 cm 10 cm long 10 cm long 50 cm long 25 mm long 46 cm long
2. [No. of workpieces/
load 1 1 1 1 1 1
3. |slicea/load 250 215 313 725 350 555
4. [wafer thickness ’
(om) 0.1 0.21 + 0.01 0.2 C.36 + 0.02 0.36 + 0.02 0.50
5. Ixerf thickness
() 0.3 0.2 a.l 0.33 0.35 0.33
6. fPractical Wafer
Yield 1.00 1.00 1.00 0.95 1.00 0.98
7. jFraction Silicon .
Incorporated in
Wafer 0.25 0.51 0.67 0.50 0.51 0.59
8. |Depth of Surface ﬁrissures ex-
damage (um) tend 3 um ~15 ~6.5 n.a. n.a. n.a.
9. |[Abrasive none GC 1200 S um SicC none none none
(13 ym)
[10, {Vehicle or 1:1 water: lapping n.a. 80:1 water: 80:1 water: water
coolant lathylene oil rust lick rust lick
Plycol
1. jConcentration
(kg/L) - ~1.5 n.a. - - -
2. {Flow rate
{(Ltm) n.a. 3600 3600 7.2 8.4 n.a.
13. ]Type of blade i plated, Steel wire Steel wire Model STC-16 Model STC-22, ID blade
or wire tungsten wire, 17 blade, ID blade, diamond
iamond im- " diamond diamond plated
regnated plated platec
*N. Blade or wire 0.125 mm 0.16 mm dia~- J0.08 mm 42.23 cm OD 55.88 cm OD, n.a.
dimensions kore 0.25 mm meter 0.4 mm Jdiameter, 15.24 em 1D 20.32 cm ID,
potal diameter pitch 0.3 mm pitch 0.10 mm thick 0.15 mm thick
M5 um diamonds guides guides core, core, 0.33-
0.28-0.3Q total 0.36 total
thickness thickness
S. JAmount on 50 wire blade ~17,000 m ~35,000 m 1 1 1
machine package ‘
6.]¥o. of loads
before blade
change 9 3 3 4.1 14.3 1
.{waler area/load
(m2) 7.50 0.98 2.2 3.14 2.84 4.41
18. JArea yield
(m2/kq) 1.1 1.04 1.42 0.59 0.60 0.505
19.{Effective cut~
ting rate (cm/h) 0.6 0.84 0.3 305 308 308
20.1slicing time
segment/load (h) 16.67 9.0 30.0 23.9 14.7 23.12
21.[Load/Unload
time (h/load) 1,33 n.a. n.a. 1.23 0.73% 0.083
22.Cutting tool
change, machine
service (h/load) H.a. n.a. n.a. 1.902 0.84 0.33
23.]Machine seqment
time (h/load) 18.90 10.0(e) 3.1(e) 26.2 16,3 23.5
24.]Machine product-
ivity (m2/h) 0.42 0.098 0.085 0.126 0.176 0.19

II-15




(2)

blade slicing and from HAMCO for 1D slicing, and experimental results

for multiblade slicing, from OCLI(a), Varian(a) and TI(S),for multiwire

(8) (6)

and ID slicing from OCLI' . 1In addition, projections

(9) (10)

made by Varian for multiblade slicing » by Crystal Systems

(11)

slicing from JPL
for

their “FAST" method, and by Solarex for the Yasunaga saw are included.

The operation data for multiblade slicing are listed in Table II-1A,
while Table II-1B contains the corresponding data for the fixed abrasive and
sturry multiwire and the inner diameter slicing processes. These tables ‘
contain the process attribute of slicing which are summarized on Figure I].1
The first two lines of Table II-1 are the dimensions of the workpiece and
the number of workpieces per load, the product of which is the slicing
machine's capacity. The wafer area produced in a load is related to the
workpiece capacity through the wafer and kerf thicknesses and practical
wafer yield. This wafer area per load (Table II-1, Tine 17) can also be
calculated as the product of the theoretical number of slices cut per
load (Table II-1, line 3), the "practicai wafer yield" (Table II-1, line 5)
and the area of the single wafers. The "practical wafer yield" fraction
is the number of acceptable wafers divided by the theoretical number
sliced per load. The wafer area per unit mass (Table I1-1, line 18) is
calculated by dividing the practical wafer yield by the product of the
sum of the wafer and kerf thicknesses (lable 11-1. lines 4 and %) and the

density of silicon, or
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]0 * 1}-] -6 2
11-1,18 = n?/kg
(IT-1.4411-1.5)*2.34

where 1I-1+n represents the value from Table II-1 , line n.

The wafer thickness, kerf and practical wafer yield are necessary
for finding the division of the input silicon crystal or workpiece into
the silicon incorporated in the work-in-process wafer (Table I1I-1, lire 7)

and that silicon lost in kerf and broken wafers.

The procedures for determining the subsurface damage depths, listed
in line 8 of Table I, were not consistent between organizations. The
most accurate method for determining subsurface damage depth is to re-
move wafer surface material until the cell efficiency becomes independent
of any further removal. Spectrolab's values reflect this procedure(]).
The other subsurface damage depths were determined by chemical etching
to remove surface material followed by Wright etching to reveal defects(a),

(5)

by etching ard x-ray topography'~’, and by angle lapping and Sirtl etch-

ing(s).

Indirect material requirements, briefly summarized on Figure 11.2, in
terms of the abrasive and vehicle, or coolant type, the slurry concentra-
tion and its flow rate or that of the coolant, are listed in lines 9-12 of
Table I. Lines 13-16 describe the expendible tooling requirements such
as the type of blade or wire, its dimensions, the size of the blade pack

and its life expectancy. These data are necessary for determining the

expendible tooling and material costs.

The effective cutting rate (Table 11-1, lire 19) is defined here as

the workpiece diameter divided by the slicing time segment,which is the
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time the machine is actually sawing (Table II-1, line 20). The time
periods when the machine is not actually slicing and cannot be used for
slicing because of preparatory or service operations, are listed in lines
21 and 22. The sum of these lines and the slicing time segment is the
machine segment time (Table II-1, line 23), or the average time needed for
slicing a load, including loading, unloading and servicing. The machine
segment time is needed for calculating the number of loads processed

annually, and the machine productivity (Table II-1, line 24) which is he

wafer area sliced in a load divided by the machine segment time.

The requirements per machine load for labor, included that needed
for service and repair, for indirect material needs, including electricity
consumption, for capital expenses, which consists of machine and facility
components, are included in Tables II-2A and II-2B. These data form the basis
for calculating of the manufacturing cost components of labor, expendable
tooling, indirect materials, and capital. Also listed in these tables
are values necessary for calculating direct material or silicon costs:
the proportion of silicon lost in grinding the cylindrical ingots to a
uniform diameter, the unit mass of silicon incorporated in the wafer and

that lost in kerf and broken wafers.

The labor times required for each part of the crystal slicing
operation (see Fig. 2), that is crystal mounting, machine loading and
machine monitoring are listed in lines 1-3 of Table II-2, with their total
on line 4. The service labor time, which includes changing the blades or

wires, is listed in line 5.
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Organization

3eom
Rectangular

TABLE 11-2A

SLICING LABOR AND MATERIAL ANALY:iTS FOR MULTINLALE SLICING

Specitolad

(Productint Experience)

5.4 ¢
Diameter

7.5 ¢cm
Diamoter

Xl
(Experimentat)
10,16 'm
Diameter

{Experam nt
no. I'=00%)
fOcm Diameter

v Arian

(Frojyection)
wem Dilameter

{200 blade
projection)
1dcm Diametor

m
(Exjorimental
incl, Projection
12cm Diameter

4.

‘rystal Mount
time (h/load)

Machine load-
load labor
(h/1oad)

Machine super-
vision during
slicing (h/load)

0.5

0.2%

0.58

0.2%

0.28

5.1

0.28

0.2

5.2

0.2%

0.45

0.48

0.27

0.4

0.67

n.a.

0.67

0.67

0.67

1.60

1.0

n.a,

0.07

otal Gifect Ldbor
time (h/load)
(excluding main-
tenance)

2.27

Cutting tool
change, machine
service labor
(h/1cad)

0.4

1.4

0.67

&3

0.

set cost ($)

6. rllldc or wire

Vehicle or
coolant con-
sumption
(1/10ad)

Aaount of
abrasive con-
sumed (kg/load)

~30

7.6

1.8

7.6

1.8

~50

6.8

7.6

23.50

7.6

39.45

15.0

Power require-
Rents
(k Wmachine)

Energy con-~
sumption
(kWh/load)

5.5

22

22

32

0.7%

1.67

49.3

11.

12.

Machine avail-
apility (M)

Potential no.
of runs in a
year
{8280 h work
year)

90

1250

90

325

90

320

345

90

22%

245

90

245

90

370

13.

14.

18.

16.

17.

Machine cost
{$)

Annual ma-
chine cost
($/year)

Allocatable
building
srea (m?/
sachine)

Allocatable
building
cost (§/
machine)

Annual
building
cost ($/y)

20,000

4,280
11.2

8,400

9R0

20,000

4,280

11.2

8,400

980

20,000

4,280

11.2

8,400

280

20,000

4,280

11.2

8,400

20,000

4,280

11.2

8,400

980

26,000

4,280

1.2

8,400

30

30,000

6,420

11.2

8,400

980

30,000

6,420

11.2

8,400

940

18.

19.

204

¥raction of
#ilicon lowst
in grinding
ingots (4)
(100 x(0, &d))

Silicon in-
COrpIras o
into water
(kip/me -water)

Kerf and
broken wafer
loss (kg/md -
wvafer)

0.81/1.0%

0.68 /0,73

11.1

.94

0.73

0. 49
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TAMLE 11-23

SLICING LABOR AND MATERIAL ANALYSIS FOR MULTIWIRI AND INNER DIAMITEW WAFERING

Multiwire Watering Innet Diameter Slicing
crystal Systems Yauunaga goeing oLt 1AMCO
fixed Abrasive (Experimental {Frojection) {Experimental) B {kxperimental) (Production exp.)
Organisation Method 7.6 cm 10 cm 7.6 cn 10,16 cm 10,16 om
(Projection) diameter diamcter diameter diameter diameter

1, Krystal mount
time (h/load) n.a, n.a. n.a. 0.41 0.23 0.2%

2. Machine load-

load labor

(h/1cad) n.a. n.a. n.e. 1.018% 0.52% 0.08)
3, pachine super-

{sion during

1icing (h/load) 0.92 0.33(e) le) 0.298 0.2) 4.3
. a Tew

ime {(h/1oad)

(excluding main-

ence) 1.75(e) 0.83(e) 1.5(e) 1.72 0.98% 4.63
. utting tool

khange, machine

service labor

(h/1cad) 0.5(e) 0.5(e) 0.5(a) 1.015 0.675 0.8

¢ EIA&T or wire
set cost ($) 82 ~97 143.%0 60 150 F1H]

7. [Vehicle or ' :
coolant con- :
sumption 3 kg 3
(L/10ad) n.a. (~3.251) n.a. 5.1 1.7% [+] ;

§. jamount of ' |
abrasive con-
sumed (kg/load) +] S n.a. ] ] 0

9. [Pover require-

ts i
(xW/machine) 1.5 0.6 0.6 2(e) 2(p) 2(e) ;
iO. #ﬁozqy con-
jsumpt ion
(xwh/load) (3] 5.4 18 47.8 29.4 46.2

1. Machine avail-
ability (V) 90 (@) 90 (o) 90 (o) as 95 95

b2, lrotential no.
f runs in a
(114

(8280 h work
year) 415 745 240 300 480 325

3. Phchino cost
%) 30,000 30,000 30,000 40,000 40,000 40,000

4. Annual ma-
ichine cost
($/y) 6,420 6,420 6,420 8,560 9,560 8,560

15. [Allocatable
puilding
aras (n?/
Pchinc) 11.2 8 8 18 18 16

16. Allocatable
building

lcost ($/
machine) 8,400 6,000 6,000 13,500 13,500 13,%00

[17. Annual !
puilding i
jcost  (S/y) 980 700 700 1,580 1,580 1,980 i

18, [Fraction of
silicon lost

in grinding {
ingots (V) 6.0(e) 8.0 6.0 8.0 6.0 6.0
{100 %(0.£/¢))
19, [silicon in-
corporated
into wafer
(Rg/m2-watar) 0.23 0.49 0.46 0.84 0.84 1.17 }

20, |xert and

broken wafer
loss (kq/m”-
wafer) 0.70 0.47 0.23 0,86 0.82 0.81
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Expendable tooling and indirect material requirements, in terms of
the blade or wire set costs and the quantities of vehicle or coolant and
abrasive consumed during a run are listed in lines 6-8 of Table II-2. The
electrical consumption for a run (Table II-2, line 10) is considered as an
indirect material and is obtained by multiplying the slicer's power re-

quirements by the slicing time segment (Table II-1, line 20).

In order to calculate the potential number of loads that can be
sliced annually, shown in line 12, the machine segment time (Table II-1,
1ine 23) is divided into 8280. This last value, 8280, is taken from

samrcs{12)

and is the number of annual hours the wafer slicing plant
operates. The plant operation schedule is continuous except for one
1-week vacation, two 4-day weekends, and one 3-day weekend, and was

chosen to maximize annual production by minimizing slicer shutdowns

during a run due to plant closings.

After dealing with expenses, the sum of the machine and facility
costs, or the capital cost portion of the manufacturing costs needs to
be considered. The capital costs are dependent on the factors listed

on Figure I1.3. The annual machine cost (Table II-2, line 14) is the product

of the initial cost of the slicing machine, including installation, taken

from the data sources, and the standardized charge rate of 0.2125 y'].

This charge rate was taken from SAMICS(12)

, using a depreciation sched-
ule of 7 years, a state tax of 2% on one-half the capital, a 4% insurance
premium, and a 12% interest-on-debt rate on one-twelfth the initial
capital cost. The low ratio of dept to capital, or the low financial

leverage, is due to the postulate that the photovoltaic industry would be
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LAROR AND INDIRECT MATERIAL SLICING REQUIREMENTS

LABOR TIMES:
ATTACH SUPPORT BLOCK TO INGOT
MAZHINE LOAD/UNLOAD
MACHINE MONITORING
TOOL CHANGE/MACHINE SERVICING

INDIRECT MATERIAL COSTS:
SLURRY (COOLANT) TYPE
UNIT COST
USAGE
TOOL (BLADE)  TYPE
COST
LIFE
MACHINE REPLACEMENT PARTS
PURCHASED MACHINE SERVICING
MISC., (MOUNTING BLOCKS, ADHESIVE)
ENERGY

Figure II.2,
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MACHINE COST

(MACHINE LIFE)

ALLOCATABLE BUILDING AREA
(SPECIAL SERVICES)

Figure II.3.
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unable to raise large amounts of debt capital, without large interest rates,

because it will be a rapidly evolving industry with appreciable risks(‘z).

The second capital cost contribution comes from the building. The
allocatible building area, shown in line 15 of Table I1-2, was taken, accord-
ing to SAMICS(12), as twice the machine's operating area. The doubling
accounts for indirect and overhead space needed e.g., for functions such
as maintenance, administration and receiving/inventorying, as well as for
aisles, washrooms, etc. The initial building cost (Table I1-2, line 16) is
taken as 51506.95/m2, according to samics(12) , and is based on the machine
operating area only. This cost figure includes appropriate cost allocations
for the additional building space needed as outlined above. The facilities
charge rate used to calculate the annual building cost (Table I1-2, line 17).
from the initial cost, is 0.117 y']. This value was obtained in the same
fashion as the equipment ciarge rate, except that a 40-year life expectancy
is employed for determining the depreciation rate of the building. Also
a 31% surcharge on the annucl cost of capital is included, in the 0,117 y']
factor, to account for special services which are the "indirect" utility

consumption, that is for heating, air-conditioning, lighting,etc. for the

building.

To properly calculate the direct material cost, that is the cost of
the cylindrical slicing ingot, the amount of the silicon crystal lost in
srinding is necessary. The grinding 6f the cylindrical ingots to a uni-
form outside diameter, previous to slicing, facilitates the slicing oper-
ation, as well as tooling and handling of the sliced wafers in subsequent
device fabrication procedures. In calculating the mass fraction of sili-

con lost in grinding, shown in line 18 of Table I1-?, the average diameter
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loss 1s assumed to be 0.6 cm. With this diameter loss, and the consequent
loss of mass, the price per unit mass of silicon entering into the slicing
operation can be determined. Since the grinding diameter loss stays con-

stant with crystal diameter, the fraction of lost silicon is inversely pro-

portional to the diameter of the crystal.

The difference between the add-on processing cost and the work-in-
process cost is the cost of the direct material contained in the wafers.
The latter value for a unit area can be obtained by multiplying line 19 of
Table 11-2 by the unit mass silicon ¢ st. To obtain the amount of silicon
contained in a unit wafer area, the incorporated silicon fraction is di-
vided by the wafer area per unit mass (Table I1-1, line 18). The incorporated
wafer fraction is the product of the yield fraction (taken from Table II-1,
line 6) and wafer thickness (Table II-1, line 4) divided by the sum of the
wafer and kerf thicknesses. In equation form, the fraction of silicon con-

tained in the wafer is,

o219 - H-1.6%11-1.4 kg
(I1-1.4+11-1.5)*11-1.18 p

with the roman numerials dash arabic numbers representing the table numbers
and the final arabic numbers, the .ine nuibers for that table. The kerf
and broken wafer loss, recessary for differentiating the operating add-on
cost from the specific add-on cost, is calculated in a similar fashion to
line 19 of Table II, except that the kerf loss is represented by the kerf
thickness and the broken wafer loss by the broken wafer fraction multiplied

by the wafer thickness. Therefore

11-2.20 =

(11-1.5+(1-11-1.€)*11-1.4) %
(I1-1.4411-1.5)*11-1.18 ¢
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From the operation data and expenses, listed in the first two tables,
the add-on components of the slicing manufacturing slicing cost can be
calculated. For the most part, the add-on cost components, shown in Table II-
3, on a per unit area basis,are derived from the data of the proceeding
tables using the relationships given in that table. The exceptions include
the unit costs of the indirect materials which were taken from the sources
footnoted in Table 11-3. In addition, the purchased service cost fcr multi-
blade slicing (Table I1=3, line 4), which includes the cost of machine
maintenance and overhaul performed on the outside or under contract, used

! and was obtained from Spectro1ab(]). HAMCO(Z) supplied the

purchased service cost for an inner diameter slicing as $285.7 y’l. The

was $1529.3 y~

total material cost which is the sum of the first four lines of Table II-3
was increased by 5.26%, in accordance to SAMICS charge factors(]z), to |

account for handling and other miscellaneous expenses.

The labor costs were calculated using the labor times, listed in Table
11-2 and the labor rates shown in the Cost Account Catalog of the SAMICS |

(]3). For calculating the direct labor costs which involve 1

Support Study
crystal mouniing, machine loading and supervision the wages paid an elec-
Fronics semiconductor assembler, whose duties are described under §AMICS'
occupation classification no. 726884 and wages under catalog ... 830960(]3) {
were employed. The maintenance labor rate of a maintenance mechanic 1] |
(occupation classification no. 726884, catalog no. B3736D) was used *o find

the labor cost of internal machine service and cutting tool charges. The

listed labor rates were multiplied by 1.432 to take into consideration fringe ‘
benefits, such as vacations, medical health plans, social security benefits, etc,

and miscellaneous expenses. A surcharge of 257 was added to the direct
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TanL 11-3A

AND-ON COST CUWIN\WENTS POR MILTLALADK SLICING (3 /84y

rrolab ey Varian bt
(Production vajerience ) {Exporimentall { (Laperimont (e ject iond {900 bluie (l:np:r imsental)
2 ce .4 cm 7.3 c» 10.ie cm na, P=O04 ) ) rroject ionl tack. Proirectiont
Orgenisation Raetangular Diameter Disnater Diameter 10cw Olameter | i0cm Dismeter 1.c® Diamster lice Diameter
1. finpeniibie
tooling
(IIA.6 & TA.16¢
1A.17) po.3s 1.4 3.8 7.0 2.6 10.49 2.04 1.3
2. Inaceriale pr.1s (o) 093 (o) .98 (@) 16,33 ) .50 (o) .40 (a) 3.8 () 0.30 (@)
J.j%iectrical
eneryy cost
($0.032 *1tA.lu
. 3 IA17) 038 0.43 .33 0.42 0.67 0.32 0.1¢ 0.11
4. }neplacement
parts & pur-
chased eervice 1.99 301 . 1.9 4.62 1.9 0.67 0.0

. tal matefial
joosts (1.0526%
{2.42.43.44)) 15.37 %12 35.22 9.9 47.86 1.0 7.07 2.70

. race Labor
($5.58°1IA.4 §
IA.17) 10, 19.16 13.14 4.08 4.8 .n .3 1.18

7. [Mairtenance
labor (§8.12¢
IIA.4 § IA.LT) “n 6.9 s.4 4.9 3.5% 1.43 0.5 0.9

8. Jother indirect
labor (25% of
6. 47 3.8 6.93 S.14 2.18 2.10 1.44 0.46 0.%2

Total labor
(6. + 7. o 0,) 19.32 12.87 25.70 10.73 10.50 1.1 2.33 2.61

t COst
{ZIA.14 £ IIA.:2
* A1) 4.9 .08 .37 7.9 12.42 7.80 .n 2.22

11.fracilities cost
(IIA.17 § I%A .12

. 117 1.14 1.8% 1.40 1.8 2.85 1.719 0.41 0.34
.jcapital Cost
0. + 11.) 6.10 e.93 7.83 0.7 15.20 [ %11 .5 2.56
13.{Overhead
(0.0%9 ¢ (12,3
* 0.1.8°01.0 0.42 0.68 0.83 0.66 1.04 0.65 0.20 0.17

14.§Rsturn on e.uity
(0.192°(5.) »
0.192%(9.)+ 1.22 ¢
(10, + 4.73¢(11.)) J21.94 30.49 .1 39,26 .08 22.82 7.08 $.34

1S ~on price
(84 price
fassed 3erv)
5.49.¢12.+13,
+14.) #3.1% 102.70 95.93 189.2% 114.29 58,10 2.18 13. 4

Silicon Ingot Prica (Unground) € $139.15/kg (1978 estimation)

18.1Add-0n cost of LI

grinding ($/%g) - 20,97 13.99 277 .% 9.9 8,07 .07
17.[Coat of ground

81 (8/%9) - 160,12 153,14 148.92 149.11 149.11 147.22 147.22
38.]Lost Silicon - ue.0 ui.” 158.00 1.2 78.0% 7.0% 82.68
19.}add-on price - 219,59 207.31 318.14 227.% 136.18 90.20 96.02
20.{rxice - 4,50 349,73 433.1% 328,68 223,61 184.22 206,93

Silicon Ingot Price (Unarsund) ® $6%.9A/%g (1982 prcrecticn)

31.jadd-on cost of

grinding (3/%q) - 1.4 s.1 $.45 5.9 5.5 441 4.41
22,fcost of ground

1 ($/%5) - ™.0 74,11 11.4) 71.9% 71,98 19.39 70.39
9. { e i - .00 .10 5.0 1, 0 [E T} e 941
36. ] add-an prics - 180,24 0.0 i1s.08 879y LI T .7 .87
2. Jerice 4y 131.83 319.00 290.8) 118,50 1.1 .94 108.%8

Silicen Ingot FEi€e {l.nground) @ 5J4.44/0g ()imk [emiece tnn)

36.]Add-on cost of

qeinding (8/kq) - 0.2 .81 3.00 3.07 3.07 .34 1.4
27.| Cost of armund

at te/ve . a0 90,40 LI Ty H.oae . uy 10.00 38.80
8. last Sriiun - 33,00 iy .. . (YIST] 13,94 18,08
29.] Add-on Price - 146, %8 118.90 188.8) 1)4.94 ri.ad .09 0.9
30.{ Pxise - 197,58 144,20 200,03 1450 ", .77 .

(a) Caloulsted using 37/qallun fOF the alurry Bixture and
imelutiing $0.00/Josu LOT the Clrewic Luue 3nd bass.

) N.1. Yoo, "Assesrent of Present State of the Art Sewing Technology,®
OCLL, DOR/JIPL 9%4810-77/12, p. 34 (33/77).

() $.C. Molden and J.R. Pleming, “Slicing of Silicon into Sheet Materisl® ()[
Varian Associstes, LROA/JPL 954374-71/2, §. 33 (V1) ( {I

(@) Bamuel %. Rea and Paul §. Gleim, “Larqe Ares Csochralski Silicea,®

Purss tnstrusents, LIOA/JPL-934475-78/2, p. 17, 19/76). Op AL P
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TABLE (130

BUU=ON SOLT SUMUUNLUELL Rk BT IMhE BN INNLK DEASETR SLACING (§/m%)

Multlwire Wafering Inner Niameter Slicing
Crystal Systems VaSiga_Y, - 100 ety HAMC,)
Fixwd Abrasive {Lxperimental) | (Prajection} {Hxperimental} {(Uxperimental) {"roductton exp.)
Method T cm 10 «m 7.6 om 10,16 cm 16.16 cm
Organization {projection) dramerer diameter diameter diamcter diameter
1. t;.‘mr#ibh tooling (118.6 ¥ 1%.16 1.2% 33 18.25 4.65 3.70 312.45
bs
2. [Materials 0.30 (a! 32.95 (b) 41.05 (4} 2.65 (e) 2.05 e} 1.85 {0
. 3 $0.0319¢ 0.11 0.18 0.22 .4 .34 .
3 ﬂ’%'ﬁ‘kﬂfm cost ( 0.49 ] 0.3
4.JReplucement parts and
purchased xorvice n.a. n.a. n.a 0.30 (q) 0.21 {q) 0.20 {q)
T fiotal miterials
1.05260(1. + 2. + 3, +4.)) 1.74 €9.61 62.65 B8.52 4.52 13.51
S.IDIfariss labor (93.58¢11B.4 1.30 4.72 3.19 3.05 1.93 5.85
7. M&irigﬁmneo labor ($8.12118.5 % 0.54 4.14 1.55 2.6} 2.%0 1.47
8. bcﬁnr indirect labor
(256 of (6. + 7.)) 0.45 2.22 1.19 1.42 1.11 1.83
9.jTotal labor
(6. + 7. + 8. 2.30 11.08 5.93 7.10 6.54 9.15
. ent cast (17B.14 T1IB.AS <.06 8.79 10.21 9.09 6.28 5.97
i ERN |
11. E‘gcil]ixcies cost {IIB.17 < 1IB.12 6.32 0.96 1.12 1.67 1.15 1.10
o (TR R T O (PR Y 7,33 3.75 11.33 10.76 7.43 7.07
13.§Overhead (0.059* (10,) +
0.108.%(11.)} 0.16 ©.57 0.66 0.72 0.49 0.47)
14. *ntum on equity
©0.192¢
$5.)40.1979(9.) + 1,22% 4.80 30.57 30.92 21.99 15.22 16.84
(10.} + 4.73%{11.}}
15.Add~on price (Si price
assuned zero; (5. +9, +12.
+13, +14.)
11.38 121.57 111.62 49.06 36.29 47.04
Silicon Ingot Price (Unground} @ $139.15/kg (1978 estimation)
16.|Add-on cost of grindi
{§/kg} C° i e 9.94 13,77 9.96 13.77 9.77 9.77
7.§Cost of ground sili
17.}cos °(53:g) con 149.09 152.92 149.11 152.92 148.92 148.92
. . 20.96
18.}Lost silicon {$/m2) 104.66 71.57 34.30 131.09 122.17 1
. 8.
19.]Add oa price (5/m%) 116.04 193.14 145.92 180.15 158.46 168.00
20.{price ($/m?) 150.93 268.45 215.70 309.02 280.48 342.3
Silicon Ingot Price (Uncround) @ $65.98/ng (1982 projection)
21, A(:‘/'k:‘)‘ cost of grinding 5.5 7.99 5,56 7.99 5.45 5.45
- ?:;:qft ground i 71.53 73.97 71.55 73.97 71.43 71.43
23. o8t Si $0.21 34.03 16.46 52.87 58.57 57.99
24.]Add-an price 61.59 155.60 128.08 111.93 94.86 104.83
25.{Price ($/u|2) 78.33 192.03 161.57 174,24 155.03 188.49
Silicon Ingot Frice (Unground) @ $24.46/kq (1986 projection)
36, f Mid-on ot of
grinding (8/k4) 108 an Vo an 1 nn 1 nn
27 fCast of qrout
i 18/ky) 17.92 Mo 'Y o i1 4 Y
s fiomy ui L IKY] vy oe oot 14 /9 2d NI 24 I
$3 BRI o b dee P 1ie 33 Ve '3 az 38 ou €3 33
30.] Price 37.14 1d4. e 13u s 34.¢e5 19.p0 10). 48

{a) P. Schmid and C.P, rhattack,"Hest Exchanqer-Ingot Casting/Slicing Process”
Crystal Systews, ERDA/JVL 454371-77/3, pp. 78-79 (10/77).

. te)
{b) Calculated using su.lﬂlkq‘utor rhe abrasive and $1.25/L for the PC oil
and assuming the slurry is used twice,

{c) LSSA Project Report, "Multiwire Slurry Wafering Demonstrations,® Jer
Propulsion leboratory, DOE/JPL-1012-7817, (2/78),
(d) Eotimated from materiale cost of Yasunaga's 7.6 cm diameter inqot.

(8) H.1. Yoo, “Assesmont of Present State~nf-the-Art Sawing Technology,* OCLI,
0OR/JPL 954B130-77/12, p. 18 (12/77),

(£) Estimated fyom OCLI's materisl cost datas.

{7) Assuwring total purchased service 18 $2.700 for the macrine's lifreime.
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labor and maintenance labor costs to account for the cost of supervisory,

management, ana other support personnel.

The unit area equipment and facility costs, which constitute the
capital cost, were obtained by dividing the respective annual costs by the
annual area factory output. The overhead, listed in line 13 of Table II-3,
is defined as the insurance, state taxes, and interest-on-debt payments on

the working capital. As suggested by SAMICS(]Z)

, the working capital was
taken as 15% of the equipment plus facility cnst, or 15% of the capital

cost.

The profit and the amortization of one-time costs is represented by
the return-on-equity (ROE), shown in 1ine 14 of Table II-3. This value is
equal to the SAMICS' return-on-equity (EQR), which is 20% of the equity

portion of the book va]ue(]z)

, plus the amortization of the start-up costs
(AOC), minus the income tax investment credit (ITC) on 10% of the annual

equipment depreciation divided by the product of one minus the federal in-
come tax credit ( 1 - 1) and one minus the miscellaneous expense fraction,

(1 - x), or

EQR + AOC - ITC 2
ROE (II1-3.14) = $/m".
(1=x) * (1-1)

The add-on cost components described above can be used to calculate
a unit area wafer price that ignores the cost of the éilicon ingots. This
add-on price shown in line 15 of Table 11-3, is the sum of the-material,
labor, capital, overhead and return-on-equity. To convert this value into

a wafer price, the unit mass cylindrical crystal price, and the add-on
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grinding cost must be added to it. The unground silicon crystal or ingot

prices shown for 1973, 1982 and 1986 are taken from our previous eva]uations.(]4)
For 1978, the incot price is based on pulling 7.8-cm diameter ingots with

a Leybold-Heraeus single charge puller. The silicon ingot prices employed
for the years 1982 and 1986 are projections for multi-pulling Cz-grown

10.2-cm and 15.2-cn diameter ingots, respectively.

Previous to slicing, the silicon ingots must be ground to a uniform
diameter and this cost has to be included in the cost of the direct material.
The add-on cost of grinding, listed in line 16 of Table II-3, consists of
two parts: @) the cost of the grinding operation which is projected to be
$0.20/cm-crystal lencth, based on iraustry data(])ﬁ and b) the cost of the

silicon lost from ¢rinding, which is equal to 1165-6'}?-2 18? (Si ingot

price ($/kg)), where 11-2.18 is the percentage of material lost in grinding
Sunming the add-on g¢rinding cost to the Si ingot price yields the cost of
ground silicon prices (Table II-2, lines 17,.22, 27) which are used to cal-

culate silicon wafer prices.

Also of interest in our analysis is the cost cf the silicon lost in
kerf and broken wafers. These values,shown in line 18, 23, 28 of Table II-3,
are the product of the unit area kerf and wafer :oss mass (Table II-2, line
20) and the ground silicon prices. The add-on wafer prices, shown in lines
19, 24 and 29 of Table II-3 are defined, here, as the sum of add-on wafer
price assuming a zero silicon price (Table II-3, line 15) and the cost of

the lost silicon.

To arrive at a unit area wafer price listed in iines 20, 25, and 3C

of Table III, the add-on price and the cost of silicon incorporated in the
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wafer are summed. The latter value is the cost of the ground silicon
ingot multiplied by unit area silicon mass contained in the wafers (Table

11-2, 1ine 19).
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4. Cost Structures of the Slicing Processes

The more important unit area manufacturing cost components for
selected current production or experimental slicing capabilities, using
1978 silicon prices, and projected future capabilities, using 1982 and
1986 projected silicon prices are summarized in Table II-4. These silicon
prices apply to single crystal ingots ground to a uniform diameter. The
diameter tolerance for the ground ingots has been given as + 0.125mm
standard by Siltec, and as + 0.075mm by Spectrolab. Also included in this
table are the costs of the lost silicon and that contained in the wafer.

In Table II-4, cne éan observe the decreases in expendible tooling,
indirect materials, labor and capital costs that are expected for 1982

in ID multiblade and slurry multiwire slicing. Illustrated in Fiqure II-4
are the more relevant data of Tables II-3 and II-4, in a bar graph format.
In Figure II-4, the relative impacts of the material, labor and capital
costs can be readily compared to each other for the current multiblade
and ID slicing processes and for the near future (1982) projected multi-
blade, ID, and slurry -ultivire processes.

As evidenced in Table II-4, the indirect material costs (primarily)
slurry) and the costs for expendible tooling (the steel blades or wires)
are much higher for the slurry sawing processes (multiblade and Yasunaga
multiwire) than those for the fixed abrasive approaches (ID saw and FAST
wire saw). This is a consequence of the more effective utilization of the
abrasive in the fixed abrasive system, coupled with Tonger tool life. Re-
ductions of these expendibie tooling costs for the multiblade and slurry
multiwire slicina processes are expected in the future through lower cost

(9,11) (9)

tool fabrication techniaues and through improved lifetimes'”’/. The

lower tool cost fabrication techniques are expected to result from larger
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scale, automated assemb]y(g) and a simplification of the assembly process(]]).
Investigations are currently being conducted into possibilities for lowering the
slurry costs, for instance by reclyclina the slurry or substituting a

cheaper vehicle (e.g. mineral of1) for the PC oil. In spite of these
projected reductions, the indirect material and expendible tooling costs

for the multiblade and the Yasunaga multiwire techniques remain sizable
components of the total add-on costs for those processes. In the near-

term projections, these components are 44% and 73% of the add-on cost for

the multiblade and slurry multiwire processes, respectively. This compares
to 20% and 9% of the 1982 projections for the add-on costs in the ID and

fixed abrasive multiwire saws, respectively.

The current prices are essentially equal for production wafers cut
by either the Varian multiblade or the ID sawing processes, althougi the ID
saw has twice the productivity (Table 1I-1, line 24) and experiences lower
indirect material and tooling costs. The higher productivity directly
results in lower labor, capital, and return-on-equity costs, as shown in
Figure 11.4.. These Tower processing costs for the ID slicing are counter-
balanced, however, by a higher silicon consumption resulting from the
practice to cut the wafers to greater thickness with higher kerf than
achieved with the slurry saws. At the current silicon prices, this has
a considerable cost impact.

The 1978 wafer prices shown here are somewhat lower than the con-
temporary commerical wafer and the 1978 values of the LSA Interim Price
Allocation Guide1ines(]4). This difference results from two facts: a) the
data of this report do not include the cleaning, etching, or polishing
process steps usually included in commercially sold wafers; and b) the

standardized indirect cost model (SAMICS-IPEG) purposely omits several
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indirect charges or partially processed items such as wafers. Since the
indirect cost structure models a vertically integrated industry, marketing

costs for wafers, c¢.g. are not incurred.

5. CONCLUSIONS

The cost-analysis data, and particularly the projections, which in-
clude reduced expendible tooling and indirect material cost components, shcw
that the dominant influence on the add-on price of siiced wafers is the
productivity of the slicing machine. The machine productivity (the time
rate of output unit expressed in wafer area) has a direct inversely propor-
tional impact on tie capital cost allocation to the wafer area produced of
the cost components for equipment and facility, and on that part of the labor
expenditures which are devoted to machine mcnitoring and maintenance, as
shown in Figure IT1.5. Figure I1.5 shows that the effective linear cutting rate
(the workpiece dianeter divided by the slicing time-segment) is 0.55 + 0.3
cm/h for the multitlade and multiwire processes. The inner diameter diamond-
coated blade process iias an effective linear cutting rate of approximately
300 ¢cm/h, a nearly 050 times larger value than that for the other processes.
To achieve comparailc machine productivities, the low linear cutting rates
have to be compensated Ly simultaneous multiple slicing. The current efforts
of Crystal Systems, Solarex, and Varian are therefore directed at increasing
the number of wafers sliced during a run. Current multiblade packages con-
tain about 250 hlades. Varian has built an experimental slicer incorporatinc
a blade pack of over 200 blades. Similarly, the wire package proposed oy
Crystal Systems(]p) is projected to have 750 cutting wires. Solarex hopes to
s]ice(]]) 333 wafers at a time with the Yasunaga YQ-100 slicing machine.

The slicing tectinology improvements projected for the 1982 produc-
tion lines are based on the results of recent experimental runs and on
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CUTTING RATES;

ID SAW ~300 cM/H
ALL OTHER SAWS  ~0.55 + 0,3 cm/H

/

IMPACTS:
PRODUCTIVITY

'

CAPITAL COST: EQUIPMENT
FACILITY
LABOR (?)

REMEDY: ~ MULTIPLE CUTTING

Figure IT1.5
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developments in progress (Table I1-4, Fig. 11.5). For the multiblade saw,
the primary advancement will be a nearly four-fold productivity increase
via Varian's development of a machine using a 900-blade-pack. Simul-
taneously, a 25% blade thickness reduction in combination with a

37.5% wafer thickness decrease, while maintaining a wafer yield of 95%,
is projected to result in an area yjeld of 0.9 mz/kg—51 crystal, a 50%
increase from Spectrolab's mass to area conversion ratio in slicing

round wafers.

Slice and kerf thickness reductions to values similar to those
projected for the multiblade slurry process, are also expected for the
1D-sawing method. Recently acquired data from STC are reflected in a
1982 projection for 10-cm diameter crystals using ID slicing with ingot
rotation, as shown in Table I1-4.

The wafers from this process are expected to be 225 um thick with 210 um
kerf. In addition, crystal rotation is expected to double the effective
cutting rate of the ID process. This essentially doubles the productivity
of the ID saw, and results in comparable projected productivities for the
900-blade multiblade and the ID sawing processes. Remaining differences in
the costs of these two processes are, however, overshadowed by the cost

of the silicon incorporated into the wafer or lost. At the projected

1982 price for ground single crystal ingots, the cost of this silicon

still amounts to nearly 80% of the wafer price.

One slicing method has been projected to 1986, primarily, because
only a comparatively small base of experimental data is available, so
that this method cannot be expected to be in significant commercial

opera.ion by 1982. This method is Crystal Systems' fixed abrasive
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multiwire sawing. The current projections are contained in Table I1-4,
while Table I1-3B is based on earli:r inputs. The difference results
primarily from a recently communicated reduction in tooling costs based
on wirehead fabrication improvements, and from the use in Table IV of
a more conservative effective cutting rate corresponding to the experi-
mentally found rates averaged over the life of the bladehead. The pro-
cess add-on costs are comparable to those of the two previously discussed
processes. If the silicon price of 1982 would have been used, an approx-
imately $H/m2 Tower wafer price would have resulted in comparison to the
ID process. While the fixed abrasive multiwire process currently projects
the lowest wafer price, it is also the one with the least experience
data. It is therefore of great importance to gain a significant data
base through pilot line operation.

Considering the uncertainties in the projections, the data indi-
cate no considerable differences in the competitiveness of the three ap-
proaches, and a reasonable potential for all three to meet the 1986

guideline goal.
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IITI. Junction Formation

1, Introduction

In general, the first major step in the process
sequence from quartzite to complete solar modules, follow-
ing the generation of the silicon wafers, ribbons, or
sheet, is that of pn junction formation. Of the prima.y
present junction forming processes, gaseous diffusion was
examined in great detail as the base case. Then, other
diffusion processes and ion implantation, proposed as methods
for lower cost junction formation, were analyzed.

As with our crystal growing and slicing studies, the
evaluations were started with the current methods of diffu-
sion and ion implantation for which a large amount of the
needed information is available.

For the diffusion process, we have tabulated production

p (1)

experience data from Spectrola and projections made by

(2) (3)

Motorola and RCA. In our studies of ion implantation

(4)

of pn junctions, experimental data from Spire using a

modified Varian-Extrion machine, along with material, labor,

and capital projections made by Lockheed(s), Motorola,(s)

(4)

and Spire for their proposed machines were examined.
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2. Diffusion Processes

The principles of the diffusion processes are ex-
tensively described in the literature and will not be repeated
here. These processes are the ones most widely used in the
semiconductor industry for the f.ormation of pn junctions.
There are two basic variations: the infinite dopant source
method, which results in a complementary error function
distribution of the dopant with depth below the surface, and
the finite source method, which results in a Gaussian distri-
bution. The infinite source method represents principally a
one step process in which the dopant is transferred from an
impurity carrier material into a surface layer of the silicon
wafer which becomes dopant-rich up to the solid solubility
of the respective impurity in silicon (source layer), and
from which the diffusion into the wafer takes place,
simultaneous with the formaiion of this source layer. In
this case, the dopant carrier material (the "infinite socurce")
remains present throughout the diffusion process. 1In the
finite source method, the dopant carrier material is removed
after a "back-on" cycle for source layer formation, and
diffusion continues subsequently for a longer time period
in the "drive-in" cycle, redistributing the dopant
originally contained in the source layer deeper into the wafer.

In solar cell production, the infinite source method is
used exclusively, and the processes vary only in the dopant
carrier material used and the form of its application.

Very commonly used is phosphine gas in an "open tube" system,
generating a phosphorus glass layer on the silicon wafer.
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This glass layer is formed during the first part of the
diffusion step, but in the same furnace and at the same
temperature as the rest of the process. This phosphorus
glass is then the dopant carrier material from which the
source layer is formed. The phosphorus glass is removed only
after completion of the diffusion process. In an alternate
approach, the dopant carrier material is supplied in semi-liquid

form and applied to the wafer in a spray-on or spin-on step,
with subsequent glass formation and diffusion occuring in a
belt furnace potentially as a continuous flow process. While,
in the "“gaseous"” diffusion process, the gas cycling and flow
control is performed fully automatically, it is still at
batch process with usual furnace loading and unloading.

As diffusion is currently the major competitive process,
we have examined the attributes and costs of present and pro-
jected future diffusion processes. In the current production
operation, Spectrolab uses open-tube diffusion with phosphine
diluted heavily in hydrogen to form a pn junction. Thanks
to the data supplied generously by R. Oliver and E.L. Ralph

(1)

of Spectrolab, we have been able to make a detailed analysis
of the present diffusion process as a baseline case. The
detail data of this process are presented in Tables III-4A
through 4C and the cost summary in Table III-3. The diffusion
process takes approximately 35 minutes for a run containing

75 wafers of 7.62-cm diameter. We have observed that the
process as performed by Spectrolab is very labor intensive.

The reason is that only two diffusion furnaces are needed

to nandle the entire production, but one operator is needed
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to attend the process. Thus, this operator devotes most
of his/her time to manually loading and unloading wafers
onto and from the quartz diffusion boat, which could be
done mechanically. If one assumes automatic wafer feeding,
the operator's time could easily be reduced to 10 minutes
per run, and the processing add-on price would be re-
duced to approximately $9.50/m2 from the present value
of $lZ.74/m2 (SAMICS methodology) .

Another significant cost contributor, and one that
has peen ignored in most projections for future diffu-
sion processes, is that for cleaning the quartz furnace
tubes and boats, which is usually done with a HF—HNO3—H20
solution, as often as twice a day. Frequent gquartzware
cleaning has been found instrumental to maintaining high
cell efficiency, but it contributes $2.23/m2 to the
diffusion add-on price in the Spectrolab process. This
price contribution was calculated assuming that the
quartz cleaning operation requires 1 h/work day of labor, and
a tube cleaning tower which costs $15,000 including installa-
tion, and which is shared between the two furnaces. About half of
this cleaniag cost contribution is due to eguipment costs,
with the remainder, listed in decreasing magnitude, shared
between labor, facility, and material costs.

Future diffusion price projections, such as for
Motorola's phosphine (PH3) process,(z)also detailed in
Table III-g4A to 4c, are about a factor of four lower

than present calculated prices ($3.10/m2 compared to
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$lZ.74/m2). The Motorola process which has approxinately
the same wafer throughput rate as Spectrolab's current
process, is applied to 12-cm diameter wafers, rather than
7.62-cm wafers in the Spectrolab process.

The l2-cm wafers have an area that is nearly 2.5
times larger than that of the 7.62-cm wafer, accounting
for most of the cost difference between Motorola's and
Spectrolab's diffusion processes. The rest of the
cost difference can be attributed to the more automated
nature of the Motorola process, r2quiring half-as-much
labor as Spectrolab requires, and the lack of inclusion,
by Motorola, of costs for cleaning the quartzware. On the
other hand, notable are Motorola's projected use of
significantly more energy and direct material (phosphine)
than Spectrolab is consuming now.

Currently, the PN junction formation process by
diffusion is not a large cost-contributing factor in cell
processing. In application of the diffusion process, a
separate annealing step is not required, at least not beyond
a somewhat slowed cooling rate from diffusion temperature.
A separate post-annealing step is, however, required after
the ion implantation process to reduce the crystal damage
resulting from implantation, and to activate the impurity
species. Therefore, the annealing cost must be included in
any cost analysis of ion implantation. Using a Thermco
eight-tube diffusion furnace, which has an output rate of

1,000 12~cm diameter wafers/h, an add-on price of $l.18/m2
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was calculated for the annealing process steo,

If ion implantation is to replace diffusion, it may be
able to become cost competitive only as part of a more
extended sequence of vacuum processes, or by producing
cells of significantly higher performance than achievable

by the diffusion process.
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3. Principals and Application of Ion Implantation

Ion implantation is a method for introducing dopant
material below the semiconductor surface to form PN or
high/low junctions. In the common type of ion implantation
machine, the source material, usually a canemical compound
containing the dopant,is broken down and ionized under
electron bombardment in the ionization chamber, the ions
are extracted from this chamber by an electric field and
further accelerated and collimated, purified using a mass
spectrometer, and then scanned either electrically,
magnetically,or mechanically while impinging on the semi-
conductor wafer to be implanted. The top portion of
Figure III.1 shows a schematic presentation of such an ion
implanter with a magnetic analyzer. 1In simpler machines,
as shown in the bottom part of Figure III.1l, functions such
as beam collimation, mass analysis, or scanning may be omitted.

In the machine shown in the top part of Figure III.1l, the
source material can be ionized in a number of ways,
the principal ones of which are: heating and electron
bombardment of the source material from a high temperature
emitter, called the"hot catnode source":; electron dis-
charge from a low work function emitter, such as barium,
under the influence of a strong electric field, into
the vaporized source material to form a plasma (cold
cathode source); or by microwave discharge. 1In any of
the mentioned sources, a magnetic field can be applied

to concentrate the plasma density and increase tne
I11-7
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efficiency of ionization. This will also result,
though, in lower source lifetime and a larger energy
spread of the ions.

Three principal types of hot cathode ion sources
are used in the implanters mentioned in this report.
In all, the current density from a metal surface at
temperature T with a work function of ¢ is principally

described by:

= ar%e ¢/kT III-2.1

je
However, at adequately high emission rates, the current
density je is usually reduced below the value given by
Eg. III-2.1 because of space-charge effects, in which the
mutual repulsion of the electrons crowding the space near
the filament inhibits further emission. The electron density

then becomes:

. V2/3
Jg = ;;57—7;;;é)1/2 I11-2.2
where V is the voltage between the cathode and anode, d is thé
thickness of the electron sheath and m/e is the electron's mass
to charge ratio. The production of positive ions in the source
chamber tends to neutralize this "electron cloud" and reduce
the space charge effects. The cathode current thus increases
in the presence of positive ions.

In the "Freeman source", the heated wire cathode has its
terminals on opposite sides of the "extraction gap" through
which the ions leave. In the "Chavet source", the filament wire

is looped so that its electrodes are on the same side of
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the extraction gap. The Chavet filament configuration was
designed to increase the filament's lifetime by decreasing

its exposure to the back-streaming ions and thus reduce the

sputtering caused by them. Another thermionic source is the
hollow cathode in which the interior of a cylindrical
cavity is coated with a low work function material, such as
barium oxide. Upon introduction of the vaporized source
material, an arc discharge takes place between the cathode
and anode so that the source material is ionized. As a result
of applied high voltage, the ions are extracted through
a hole in the cathode. Vaporized atoms also pass through this
aperture. They are subsequently ionized by the accelerated '
electrons. One configuration of a cold cathode source known
as the "Penning source", has an anode that is also cylindri-
cal in shape with the end plates forming the cathode. 1In
addition, a magnetic field is applied parallel to the cylindri-
cal axis of the "Penning source" to force electrons from the
cathode to form helical trajectories, thus increasing their
path length and enhancing the ionization efficiency.

After the ion beam is extracted from the socurce chamber,
it is accelerated through a potential drop. For small
acceleration energies (<30 keV), a single gap electrode
could be used. The accelerated ion beam is then subjected
to a magnetic field for mass separation. A singly charged
ion of atomic mass M (AMU's) moving through a magnetic field

with strength B (in gauss) will be deflected into a circular
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path with the radius of curvature equal to

(MV)“/2 cm, I11-2.3

. 143.95
R B

where V is the acceleration voltage. The dispersion between

ions of two different masses is

AN
M M
In order to achieve good mass resolution, power supplies
to the acceleration and magnet regions must have stabilities
of 1 part in 10,000.

To form the junction, the analyzed beam is then
scanned, with one of the techniques mentioned previously,
on the silicon substrate. Overscanning is necessary be-
cause of the tails in the Gaussion distribution of the
ion concentration in the beam.
Junction formation using ion implantation offers

several potential advantages over the diffusion process. It is
a dry, vacuum process, thus avoiding potential con-
tamination from impurities contained in spin-on or gaseous
vehicles for the dopants used in some varieties of tne
diffusion process. Where selective introduction of the
dopant is wanted, this may be accomplished witnout application
of masking and subsequent stripping, and without back-surface
etching because of double-sided impurity penetrations.
Thus, ion implantation can involve fewer handling or
transferringy operations than the diffusion process, and
consequently can result in labor savings and increased
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efficiency of ionization. This will also result,
though, in lower source lifetime and a larger energy
spread of the ions.

Three principal types of hot cathode ion sources
are used in the implanters mentioned in this report.
In all, the current density from a metal surface at
temperature T with a work function of ¢ is principally

described by:

= ar%e ¢/kT III-2.1

je
However, at adequately high emission rates, the current
density je is usually reduced below the value given by
Eg. III-2.1 because of space-charge effects, in which the
mutual repulsion of the electrons crowding the space near
the filament inhibits further emission. The electron density

then becomes:

. V2/3
Jg = ;;57—7;;;é)1/2 I11-2.2
where V is the voltage between the cathode and anode, d is thé
thickness of the electron sheath and m/e is the electron's mass
to charge ratio. The production of positive ions in the source
chamber tends to neutralize this "electron cloud" and reduce
the space charge effects. The cathode current thus increases
in the presence of positive ions.

In the "Freeman source", the heated wire cathode has its
terminals on opposite sides of the "extraction gap" through
which the ions leave. In the "Chavet source", the filament wire

is looped so that its electrodes are on the same side of
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the extraction gap. The Chavet filament configuration was
designed to increase the filament's lifetime by decreasing

its exposure to the back-streaming ions and thus reduce the

sputtering caused by them. Another thermionic source is the
hollow cathode in which the interior of a cylindrical
cavity is coated with a low work function material, such as
barium oxide. Upon introduction of the vaporized source
material, an arc discharge takes place between the cathode
and anode so that the source material is ionized. As a result
of applied high voltage, the ions are extracted through
a hole in the cathode. Vaporized atoms also pass through this
aperture. They are subsequently ionized by the accelerated '
electrons. One configuration of a cold cathode source known
as the "Penning source", has an anode that is also cylindri-
cal in shape with the end plates forming the cathode. 1In
addition, a magnetic field is applied parallel to the cylindri-
cal axis of the "Penning source" to force electrons from the
cathode to form helical trajectories, thus increasing their
path length and enhancing the ionization efficiency.

After the ion beam is extracted from the socurce chamber,
it is accelerated through a potential drop. For small
acceleration energies (<30 keV), a single gap electrode
could be used. The accelerated ion beam is then subjected
to a magnetic field for mass separation. A singly charged
ion of atomic mass M (AMU's) moving through a magnetic field

with strength B (in gauss) will be deflected into a circular
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path with the radius of curvature equal to

(MV)“/2 cm, I11-2.3

. 143.95
R B

where V is the acceleration voltage. The dispersion between

ions of two different masses is

AN
M M
In order to achieve good mass resolution, power supplies
to the acceleration and magnet regions must have stabilities
of 1 part in 10,000.

To form the junction, the analyzed beam is then
scanned, with one of the techniques mentioned previously,
on the silicon substrate. Overscanning is necessary be-
cause of the tails in the Gaussion distribution of the
ion concentration in the beam.
Junction formation using ion implantation offers

several potential advantages over the diffusion process. It is
a dry, vacuum process, thus avoiding potential con-
tamination from impurities contained in spin-on or gaseous
vehicles for the dopants used in some varieties of tne
diffusion process. Where selective introduction of the
dopant is wanted, this may be accomplished witnout application
of masking and subsequent stripping, and without back-surface
etching because of double-sided impurity penetrations.
Thus, ion implantation can involve fewer handling or
transferringy operations than the diffusion process, and
consequently can result in labor savings and increased
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yields. ﬁowever, ion . .yplantation requires an annealing

gtep, which will be further discussed later on. It has

been suggested to use ion implantation as an integral
part of a total vacuum process sequence for fabricating

solar cells after wafer or sheet generation. Such a sequence,
although high in capital costs, could result in labor savings
and high yields.

The charge on the dopant ions allows for mass-spectro-
scopic separation using magnetic fields, and for accurate
measurement of the ion flux entering the deposition region,
as long as neuatral and doubly charged particles are handled
correctly. The ion beam currents can be readily measured
by placing a Faraday cup in the heam's path, but this requires
a preceding calibration to determine the fraction of uncharged
and doubly charged ions. The mass analysis and ion current
measurement features of the ion implantation process can pro-
vide better control over the quantity and quality of the
dopant than other processes, and can therefore be applied
to obtain better process uniformity and repeatability. Dose
uniformities of + 5% (20) are achievable( .

Since ion implantation can be performed at or near
room temperature, low energy implantations can result in
original dopant penetration of less than lOOg. This is shallower
than can be achieved in most high temperature source deposition
steps in the diffusion process.

Upon entering the substrate, the dominant interactions
of the ion are with the clectrons of the lattice, which

slow the ion down through kinetic energy transfer. After
111-12
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this initial slow-down to sufficiently low energies, i.e.,
ion velocity less than ziez/h, collisions of the ion take
place with the nuclei which completely stop the ion. 1In
most cases, the stopped ion rests interstially in the
crystal lattice. The largest impurity concentration is
thus found at a penetration distance, "xp", from the
surface. As a first approximation in the region where
nuclear collisions dominate, the penetration depth is

proportional to the square root of the ion beam energy.

This penetration depth is described by:

2/3 2/3
0.7 (zI +2 g5 ) MI + Msi

X = . E_ (). r11-2.5

EI is the energy of the ion beam in eV, Z and M refer to
the atomic number and atomic weight, respectively, while
the subscripts I and Si refer to the ion and to Si, re-
spectively. The concentration varies from the penetration
distance approximately according to a Gaussian distribution

and the impurity distribution can be described by the

empirical relationship,

. tvn 12,9 2 IIT-2.6
C(x) Cp exp (-(x xp) /2 9p ).

Cp is the concentration at the penetration distance, and

cR is called the standard deviation of the concentration
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function, or the distance from X5 at which the concentra-
tion is equal to Cp//e. The peak concentration depends
upon the ion beam current (i) and the implantation time (t)

or

= , < I11-2.7
Cp cm .

The unit of i is mA, that of t is seconds, and v is
is given in um.
The penetration distance can be calculated from

clectron and nuclear ionic collisions only if "channeling™
does nrot occur. Channeling is the name given to the con-
siderably enhanced penetration distancc of ions which are
aligned with low index crystallographic directions, and
therefore travel parallel to and in between high atomic density
crystal planes. Since ions travelling this path experience
relatively fewer collisions with silicon atoms, they can travel
further into the silicon. To avoid channelina, the beam must
be oriented at a slight angle (-7°) f_-om the orientation of
the low index crystallograph = ares. This incrcases the
apparent distribution of atoms in the crystal plane
normal to the ion beam's path, and thus increases the pro-
bability of ion-nuclei collisions,

The implantation process results in the displacement of
the silicon atoms from their normal lattice sites by the ion
collisions, thus creating "vacancies"” and "interstitials".

The implanted impurity atoms, predominately located at intersti-
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tial sites, are not electrically active. Thus few impurity
atoms which take up substitutional positions, tend to
compensate the originally present impurity atoms of oppo-
site dopant type, and to shift the Fermi level of the silicon
towards the center of the energy gap. Annealing of the

ion implanted wafers is required bc‘“ to reduce the mentioned
crystal structure damage resulting from the implantation
process, some of which is electrically active (recombination
and trapping centers), and to electrically "activate" the
dopant impurity by moving its implanted atoms from inter-
stitial to substitutional sites. This annealing is usually
accemplished by a high temperature soak, called thermal
annealing.

Thermal annealing broadens the impurity profile, usually
to a junction depth as great or greater than obtained by use
of relatively low temperature, short tir- diffusions as they
are normally used for solar cell production. Nevertheless,
ion implantation followed by thermal annealing is capable of
producing solar cells with efficiencies equivalent to those

prepared using diffusion. A thermal annealing cycle of 1lh at

450°C and 0.5h at 859°C has been repeatedly found to yield per-
formance~-wise competitive silicon solar cells. (10) This, in part
negates the potential advantage of being able to control the
dopant profile at will by varying the implantation energy and
dosage. Such "designed profiles" might lead to higher effic-

iency solar cells than obtained so far. ELlectron and laser beam
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annealing, as short transient annealing methods, have therefore

been and are being investigated because of the potential
profile maintenance as well as several other anticipated
advantages. These advantages have, however, so far not

been realized, and cells with efficiencies comparable to
those obtained by the oven annealing process have so far not
been reported. However, electron beam annealing, followed by
a low temperature soak, at approximately 500°C, is now said
to produce cells with efficiencies comparable to those using
the "thermal annealing” process. The necessity of the low
temperature soak seems to indicate that the electron beam
annealing process does not reduce crystal damage or permit
gettering as well as thermal annealing. Although the
electron beam pulse anneal, followed by a low temperature soak,
will be a more costly process than a higher temperature
activation/annealing soak one,it appears attractive because
of the greater freedom in selection and control of the impurity
profile. 1If this pulse anncal/socak process, or some other,
simpler process for activation/annealing could be developed,
so that ion implanted solar c=1lls might attainr higher
efficiencies than cells prepared by diffusion processes, then
ion implantation would become a most interesting process
option, even at a possibly somewhat higher process cost than
diffusion.

With the attainability of a potential efficiency advantage
of the ion implanted solar cells over the diffusion produced
cells not demonstrated, the usefulness of ion implantation,
as part of an LSA solar cell sequence will be determined by
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the potentially achievable cost reduction. Currently, the
high capital costs, ithe low reliability, and the low through-
put rate of ion implantation machines, make junction formation
with them too costly tc be used for large scale solar cell
production. Large cost reductions are, however, expected to
be accomplished in the future (1986) by several approaches.
Approaches to this end include the introduction of large
throughput machines with high current, hot cathode ion beam
sources incorporating an analyzer and more automated operation

7)

, and the development of ion im-
(6,11)

through computer contr01(
planters with unanalyzed or roughly analyzed ion beams
using hollow ~athode sources. Some current and future
applications of ion implantation are listed in Table I along

with the conditions contingent to the two potential advantages

of lower cost and higher efficiency.

In consequence of this discussion, it has to be observed,
particularly in reading the following sections, that ion
implantation and activation/annealing are inseparably con-
nected, and that, even though only one of the process steps
may be mentioned, it cannot be usefully carried out without
the other. But there are several ways of carrying out ion
implantation as well as annealing, with various combinations
of the two, so that one really deals with an ion implantation/
annealing submatrix of options. Consequently, both the pro-
cess cost and the performance of the finished solar cells

depend on the option selection within this submatrix.
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efficiency of ionization. This will also result,
though, in lower source lifetime and a larger energy
spread of the ions.

Three principal types of hot cathode ion sources
are used in the implanters mentioned in this report.
In all, the current density from a metal surface at
temperature T with a work function of ¢ is principally

described by:

= AT2e 8 ¢/kT III-2.1

je
However, at adequately high emission rates, the current
density je is usually reduced below the value given by
Eg. III-2.1 because of space-charge effects, in which the
mutual repulsion of the electrons crowding the space near
the filament inhibits further emission. The electron density

then becomes:

. V2/3
Jog &= ;;57—?;;;é)1/2 ITI-2.2
where V is the voltage between the cathode and anode, d is thé
thickness of the electron sheath and m/e is the electron's mass
to charge ratio. The production of positive ions in the source
chamber tends to neutralize this "electron cloud" and reduce
the space charge effects. The cathode current thus increases
in the presence of positive ions.

In the "Freeman source"”, the heated wire cathode has its
terminals on opposite sides of the "extraction gap" through
which the ions leave. 1In the "Chavet source", the filament wire

is looped so that its electrodes are on the sam¢ side of
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efficiency of ionization. This will also result,
though, in lower source lifetime and a larger energy
spread of the ions.

Three principal types of hot cathode ion sources
are used in the implanters mentioned in this report.
In all, the current density from a metal surface at
temperature T with a work function of ¢ is principally

described by:

= AT2e 8 ¢/kT III-2.1

je
However, at adequately high emission rates, the current
density je is usually reduced below the value given by
Eg. III-2.1 because of space-charge effects, in which the
mutual repulsion of the electrons crowding the space near
the filament inhibits further emission. The electron density

then becomes:

. V2/3
Jog &= ;;57—?;;;é)1/2 ITI-2.2
where V is the voltage between the cathode and anode, d is thé
thickness of the electron sheath and m/e is the electron's mass
to charge ratio. The production of positive ions in the source
chamber tends to neutralize this "electron cloud" and reduce
the space charge effects. The cathode current thus increases
in the presence of positive ions.

In the "Freeman source"”, the heated wire cathode has its
terminals on opposite sides of the "extraction gap" through
which the ions leave. 1In the "Chavet source", the filament wire

is looped so that its electrodes are on the sam¢ side of
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the extraction gap. The Chavet filament configuration was
designed to increase the filament's lifetime by decreasing
its exposure to the back-streaming ions and thus reduce the

sputtering caused by them. Another thermionic source is the

hollow cathode in which the interior of a cylindrical

cavity is coated with a low work function material, such as
barium oxide. Upon introduction of the vaporized source
material, an arc discharge takes place between the cathode

and anode so that the source material is ionized. As a result
of applied high voltage, the ions are extracted through

a hole in the cathode. Vaporized atoms also pass through this

i
H

aperture. They are subsequently ionized by the accelerated
electrons. One configuration of a cold cathode source known
as the "Penning source", has an anode that is also cylindri-
cal in shape with the end plates forming the cathode. 1In i
addition, a magnetic field is applied parallel to the cylindri-
cal axis of the "Penning source" to force electrons from the
cathode to form helical trajectories, thus increasing their
path length and enhancing the ionization efficiency.

After the ion beam is extracted from the source chamber,
it is accelerated through a potential drop. For small
acceleration energies (<30 keV), a single gap electrode
could be used. The accelerated ion beam is then subjected
to a magnetic field for mass separation. A singly charged
ion of atomic mass M (AMU's) moving through a magnetic field

with strength B (in gauss) will be deflected into a circular
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path with the radius of curvature equal to

(MV)“/2 cm, I11-2.3

. 143.95
R B

where V is the acceleration voltage. The dispersion between

ions of two different masses is

AN
M M
In order to achieve good mass resolution, power supplies
to the acceleration and magnet regions must have stabilities
of 1 part in 10,000.

To form the junction, the analyzed beam is then
scanned, with one of the technigues mentioned previously,
on the silicon substrate. Overscanning is necessary be-
cause of the tails in the Gaussion distribution of the
ion concentration in the beam.
Junction formation using ion implantation offers

several potential advantages over the diffusion process. It is
a dry, vacuum process, thus avoiding potential con-
tamination from impurities contained in spin-on or gaseous
vehicles for the dopants used in some varieties of tne
diffusion process. Where selective introduction of the
dopant is wanted, this may be accomplished witinout application
of masking and subsequent stripping, and without back-surface
etching because of double-sided impurity penetrations.
Thus, ion implantation can involve fewer handling or
transferringy operations than the diffusion process, and
consequently can result in labor savings and increased
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yields. ﬁowever, ion . .yplantation requires an annealing

getep, which will be further discussed later on. It has

been suggested(a) to use ion implantation as an integral
part of a total vacuum process sequence for fabricating

solar cells after wafer or sheet generation. Such a sequence,
although high in capital costs, could result in labor savings
and high yields.

The charge on the dopant ions allows for mass-spectro-
scopic separation using magnetic fields, and for accurate
measurement of the ion flux entering the deposition region,
as long as neuatral and doubly charged particles are handled
correctly. The ion beam currents can be readily measured
by placing a Faraday cup in the heam's path, but this requires
a preceding calibration to determine the fraction of uncharged
and doubly charged ions. The mass analysis and ion current
measurement features of the ion implantation process can pro-
vide better control over the quantity and quality of the
dopant than other processes, and can therefore be applied
to obtain better process uniformity and repeatability. Dose
uniformities of + 5% (20) are achievable(g).

Since ion implantation can be performed at or near
room temperature, low energy implantations can result in
original dopant penetration of less than 1002. This is shallower
than can be achieved in most high temperature source deposition
steps in the diffusion process.

Upon entering the substrate, the dominant interactions
of the ion are with the electrons of the lattice, which

slow the ion down through kinetic energy transfer. After
111-12




this initial slow-down to sufficiently low energies, i.e.,
ion velocity less than ziez/h, collisions of the ion take
place with the nuclei which completely stop the ion. 1In
most cases, the stopped ion rests interstially in the
crystal lattice. The largest impurity concentration is
thus found at a penetration distance, "xp", from the
surface, As a first approximation in the region where
nuclear collisions dominate, the penetration depth is
proportional to the square root of the ion beam energy.

This penetration depth is described by:

2/3 2/3
0.7 (zI +2Z g ) MI + Msi

X = . E_ (&), r11-2.5

I7si I

EI is the energy of the ion beam in eV, Z and M refer to
the atomic number and atomic weight, respectively, while
the subscripts I and Si refer to the ion and to Si, re-
spectively. The concentration varies from the penetration
distance approximately according to a Gaussian distribution

and the impurity distribution can be described by the

empirical relationship,

. e 12,9 2 IIT-2.6
C(x) Cp exp (-(x xp) /2 9p ).

Cp is the concentration at the penetration distance, and

cR is called the standard deviation of the concentration
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function, or the distance from X5 at which the concentra-
tion is equal to Cp//e. The peak concentration depends

upon the ion beam current (i) and the implantation time (t)

or

= _ T I111-2.7
Cp cm .

The unit of i is mA, that of t is seconds, and v is
is given in um.
The penetration distance can be calculated from

clectron and nuclear ionic collisions only if "channelina”
does nrot occur. Channeling is the name given to the con-
siderably enhanced penetration distancc of ions which are
aligned with low index crystallographic directions, and
therefore travel parallel to and in between high atomic density
crystal planes. Since ions travelling this path experience
relatively fewer collisions with silicon atoms, they can travel
further into the silicon. To avoid channelina, the beam must
be oriented at a slight angle (-7°) f_-om the orientation of
the low index crystallograph = ares. This incrcases the
apparent distribution of atoms in the crystal plane
normal to the ion beam's path, and thus increases the pro-
bability of ion-nuclei <collisions.

The implantation process results in the displacement of
the silicon atoms from their normal lattice sites by the ion
collisions, thus creating "vacancies” and "interstitials".

The implanted impurity atoms, predominately located at intersti-

T11-14
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tial sites, are not electrically active. Thus few impurity
atoms which take up substitutional positions, tend to
compensate the originally present impurity atoms of oppo-
site dopant type, and to shift the Fermi level of the silicon
towards the center of the energy gap. Annealing of the

ion implanted wafers is required bc‘“ to reduce the mentioned
crystal structure damage resulting from the implantation
process, some of which is electrically active (recombination
and trapping centers), and to electrically "activate" the
dopant impurity by moving its implanted atoms from inter-
stitial to substitutional sites. This annealing is usually
accemplished by a high temperature soak, called thermal
annealing.

Thermal annealing broadens the impurity profile, usually
to a junction depth as great or greater than obtained by use
of relatively low temperature, short tir- diffusions as they
are normally used for solar cell production. Nevertheless,
ion implantation followed by thermal annealing is capable of
producing solar cells with efficiencies equivalent to those

prepared using diffusion. A thermal annealing cycle of 1lh at

450°C and 0.5h at 859°C has been repeatedly found to yield per-
formance~-wise competitive silicon solar cells. (10) This, in part
negates the potential advantage of being able to control the
dopant profile at will by varying the implantation energy and
dosage. Such "designed profiles" might lead to higher effic-

iency solar cells than obtained so far. ELlectron and laser beam
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annealing, as short transient annealing methods, have therefore
been and are being investigated because of the potential
profile maintenance as well as several other anticipated
advantages. These advantages have, however, so far not

been realized, and cells with efficiencies comparable to

those obtained by the oven annealing process have so far not
been reported. However, electron beam annealing, followed by
a low temperature soak, at approximately 500°C, is now said

to produce cells with efficiencies comparable to those using
the "thermal annealing" process. The necessity of the low
temperature soak seems to indicate that the electron beam
annealing process does not reduce crystal damage or permit
gettering as well as thermal annealing. Although the
electron beam pulse anneal, followed by a low temperature soak,
will be a more costly process than a higher temperature
activation/annealing soak one,it appears attractive because
of the greater freedom in selection and control of the impurity
profile. If this pulse anncal/socak process, or some other,
simpler process for activation/annealing could be developed,
so that ion implanted solar c¢=1lls might attain higher
efficiencies than cells prepared by diffusion processes, then
ion implantation would become a most interesting process
option, even at a possibly somewhat higher process cost than
diffusion.

With the attainability of a potential efficiency advantage
of the ion implanted sclar cells over the ditffusion produced
cells rot demonstrated, the usefulness of ion implantation,
as part of an LSA solar cell sequence will be determined by
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the potentially achievable cost reduction. Currently, the
high capital costs, ithe low reliability, and the low through-
put rate of ion implantation machines, make junction formation
with them too costly tec be used for large scale solar cell
production. Large cost reductions are, however, expected to
be accomplished in the future (1986) by several approaches.
Approaches to this end include the introduction of large
throughput machines with high current, hot cathode ion beam
sources incorporating an analyzer and more automated operation

7)

, and the development of ion im-
(6,11)

through computer contr01(
planters with unanalyzed or roughly analyzed ion beams
using hollow ~athode sources. Some current and future
applications of ion implantation are listed in Table I along

with the conditions contingent to the two potential advantages

of lower cost and higher efficiency.

In consequence of this discussion, it has to be observed,
particularly in reading the following sections, that ion
implantation and activation/annealing are inseparably con-
nected, and that, even though only one of the process steps
may be mentioned, it cannot be usefully carried out without
the other. But there are several ways of carrying out ion
implantation as well as annealing, with various combinations
of the two, so that one really deals with an ion implantation/
annealing submatrix of options. Consequently, both the pro-
cess cost and the performance of the finished solar cells

depend on the option selection within this submatrix.
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efficiency of ionization. This will also result,
though, in lower source lifetime and a larger energy
spread of the ions.

Three principal types of hot cathode ion sources
are used in the implanters mentioned in this report.
In all, the current density from a metal surface at
temperature T with a work function of ¢ is principally

described by:

= ar%e ¢/kT III-2.1

je
However, at adequately high emission rates, the current
density je is usually reduced below the value given by
Eg. III-2.1 because of space-charge effects, in which the
mutual repulsion of the electrons crowding the space near
the filament inhibits further emission. The electron density

then becomes:

. V2/3
Jg = ;;57—7;;;é)1/2 I11-2.2
where V is the voltage between the cathode and anode, d is thé
thickness of the electron sheath and m/e is the electron's mass
to charge ratio. The production of positive ions in the source
chamber tends to neutralize this "electron cloud" and reduce
the space charge effects. The cathode current thus increases
in the presence of positive ions.

In the "Freeman source", the heated wire cathode has its
terminals on opposite sides of the "extraction gap" through
which the ions leave. In the "Chavet source", the filament wire

is looped so that its electrodes are on the same side of
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the extraction gap. The Chavet filament configuration was
designed to increase the filament's lifetime by decreasing

its exposure to the back-streaming ions and thus reduce the

sputtering caused by them. Another thermionic source is the
hollow cathode in which the interior of a cylindrical
cavity is coated with a low work function material, such as
barium oxide. Upon introduction of the vaporized source
material, an arc discharge takes place between the cathode
and anode so that the source material is ionized. As a result
of applied high voltage, the ions are extracted through
a hole in the cathode. Vaporized atoms also pass through this
aperture. They are subsequently ionized by the accelerated '
electrons. One configuration of a cold cathode source known
as the "Penning source", has an anode that is also cylindri-
cal in shape with the end plates forming the cathode. 1In
addition, a magnetic field is applied parallel to the cylindri-
cal axis of the "Penning source" to force electrons from the
cathode to form helical trajectories, thus increasing their
path length and enhancing the ionization efficiency.

After the ion beam is extracted from the socurce chamber,
it is accelerated through a potential drop. For small
acceleration energies (<30 keV), a single gap electrode
could be used. The accelerated ion beam is then subjected
to a magnetic field for mass separation. A singly charged
ion of atomic mass M (AMU's) moving through a magnetic field

with strength B (in gauss) will be deflected into a circular
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path with the radius of curvature equal to

(MV)“/2 cm, I11-2.3

. 143.95
R B

where V is the acceleration voltage. The dispersion between

ions of two different masses is

AN
M M
In order to achieve good mass resolution, power supplies
to the acceleration and magnet regions must have stabilities
of 1 part in 10,000.

To form the junction, the analyzed beam is then
scanned, with one of the techniques mentioned previously,
on the silicon substrate. Overscanning is necessary be-
cause of the tails in the Gaussion distribution of the
ion concentration in the beam.
Junction formation using ion implantation offers

several potential advantages over the diffusion process. It is
a dry, vacuum process, thus avoiding potential con-
tamination from impurities contained in spin-on or gaseous
vehicles for the dopants used in some varieties of tne
diffusion process. Where selective introduction of the
dopant is wanted, this may be accomplished witnout application
of masking and subsequent stripping, and without back-surface
etching because of double-sided impurity penetrations.
Thus, ion implantation can involve fewer handling or
transferringy operations than the diffusion process, and
consequently can result in labor savings and increased
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yields. ﬁowever, ion . .yplantation requires an annealing

gtep, which will be further discussed later on. It has

been suggested to use ion implantation as an integral
part of a total vacuum process sequence for fabricating

solar cells after wafer or sheet generation. Such a sequence,
although high in capital costs, could result in labor savings
and high yields.

The charge on the dopant ions allows for mass-spectro-
scopic separation using magnetic fields, and for accurate
measurement of the ion flux entering the deposition region,
as long as neuatral and doubly charged particles are handled
correctly. The ion beam currents can be readily measured
by placing a Faraday cup in the heam's path, but this requires
a preceding calibration to determine the fraction of uncharged
and doubly charged ions. The mass analysis and ion current
measurement features of the ion implantation process can pro-
vide better control over the quantity and quality of the
dopant than other processes, and can therefore be applied
to obtain better process uniformity and repeatability. Dose
uniformities of + 5% (20) are achievable( .

Since ion implantation can be performed at or near
room temperature, low energy implantations can result in
original dopant penetration of less than lOOg. This is shallower
than can be achieved in most high temperature source deposition
steps in the diffusion process.

Upon entering the substrate, the dominant interactions
of the ion are with the clectrons of the lattice, which

slow the ion down through kinetic energy transfer. After
111-12



this initial slow-down to sufficiently low energies, i.e.,
ion velocity less than ziez/h, collisions of the ion take
place with the nuclei which completely stop the ion. 1In
most cases, the stopped ion rests interstially in the
crystal lattice. The largest impurity concentration is
thus found at a penetration distance, "xp", from the
surface. As a first approximation in the region where
nuclear collisions dominate, the penetration depth is

proportional to the square root of the ion beam energy.

This penetration depth is described by:

2/3 2/3
0.7 (zI +2 g5 ) MI + Msi

X = . E_ (). r11-2.5

EI is the energy of the ion beam in eV, Z and M refer to
the atomic number and atomic weight, respectively, while
the subscripts I and Si refer to the ion and to Si, re-
spectively. The concentration varies from the penetration
distance approximately according to a Gaussian distribution

and the impurity distribution can be described by the

empirical relationship,

. tvn 12,9 2 IIT-2.6
C(x) Cp exp (-(x xp) /2 9p ).

Cp is the concentration at the penetration distance, and

cR is called the standard deviation of the concentration
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function, or the distance from X5 at which the concentra-
tion is equal to Cp//e. The peak concentration depends
upon the ion beam current (i) and the implantation time (t)

or

= , < I11-2.7
Cp cm .

The unit of i is mA, that of t is seconds, and v is
is given in um.
The penetration distance can be calculated from

clectron and nuclear ionic collisions only if "channeling™
does nrot occur. Channeling is the name given to the con-
siderably enhanced penetration distancc of ions which are
aligned with low index crystallographic directions, and
therefore travel parallel to and in between high atomic density
crystal planes. Since ions travelling this path experience
relatively fewer collisions with silicon atoms, they can travel
further into the silicon. To avoid channelina, the beam must
be oriented at a slight angle (-7°) f_-om the orientation of
the low index crystallograph = ares. This incrcases the
apparent distribution of atoms in the crystal plane
normal to the ion beam's path, and thus increases the pro-
bability of ion-nuclei collisions,

The implantation process results in the displacement of
the silicon atoms from their normal lattice sites by the ion
collisions, thus creating "vacancies"” and "interstitials".

The implanted impurity atoms, predominately located at intersti-
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tial sites, are not electrically active. Thus few impurity
atoms which take up substitutional positions, tend to
compensate the originally present impurity atoms of oppo-
site dopant type, and to shift the Fermi level of the silicon
towards the center of the energy gap. Annealing of the

ion implanted wafers is required bc‘“ to reduce the mentioned
crystal structure damage resulting from the implantation
process, some of which is electrically active (recombination
and trapping centers), and to electrically "activate" the
dopant impurity by moving its implanted atoms from inter-
stitial to substitutional sites. This annealing is usually
accemplished by a high temperature soak, called thermal
annealing.

Thermal annealing broadens the impurity profile, usually
to a junction depth as great or greater than obtained by use
of relatively low temperature, short tir- diffusions as they
are normally used for solar cell production. Nevertheless,
ion implantation followed by thermal annealing is capable of
producing solar cells with efficiencies equivalent to those

prepared using diffusion. A thermal annealing cycle of 1lh at

450°C and 0.5h at 859°C has been repeatedly found to yield per-
formance~-wise competitive silicon solar cells. (10) This, in part
negates the potential advantage of being able to control the
dopant profile at will by varying the implantation energy and
dosage. Such "designed profiles" might lead to higher effic-

iency solar cells than obtained so far. ELlectron and laser beam
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annealing, as short transient annealing methods, have therefore
been and are being investigated because of the potential
profile maintenance as well as several other anticipated
advantages. These advantages have, however, so far not

been realized, and cells with efficiencies comparable to

those obtained by the oven annealing process have so far not
been reported. However, electron beam annealing, followed by
a low temperature soak, at approximately 500°C, is now said

to produce cells with efficiencies comparable to those using
the "thermal annealing" process. The necessity of the low
temperature soak seems to indicate that the electron beam
annealing process does not reduce crystal damage or permit
gettering as well as thermal annealing. Although the
electron beam pulse anneal, followed by a low temperature soak,
will be a more costly process than a higher temperature
activation/annealing soak one,it appears attractive because
of the greater freedom in selection and control of the impurity
profile. If this pulse anncal/socak process, or some other,
simpler process for activation/annealing could be developed,
so that ion implanted solar c¢=1lls might attain higher
efficiencies than cells prepared by diffusion processes, then
ion implantation would become a most interesting process
option, even at a possibly somewhat higher process cost than
diffusion.

With the attainability of a potential efficiency advantage
of the ion implanted sclar cells over the ditffusion produced
cells rot demonstrated, the usefulness of ion implantation,
as part of an LSA solar cell sequence will be determined by
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the potentially achievable cost reduction. Currently, the
high capital costs, ithe low reliability, and the low through-
put rate of ion implantation machines, make junction formation
with them too costly tec be used for large scale solar cell
production. Large cost reductions are, however, expected to
be accomplished in the future (1986) by several approaches.
Approaches to this end include the introduction of large
throughput machines with high current, hot cathode ion beam
sources incorporating an analyzer and more automated operation

7)

, and the development of ion im-
(6,11)

through computer contr01(
planters with unanalyzed or roughly analyzed ion beams
using hollow ~athode sources. Some current and future
applications of ion implantation are listed in Table I along

with the conditions contingent to the two potential advantages

of lower cost and higher efficiency.

In consequence of this discussion, it has to be observed,
particularly in reading the following sections, that ion
implantation and activation/annealing are inseparably con-
nected, and that, even though only one of the process steps
may be mentioned, it cannot be usefully carried out without
the other. But there are several ways of carrying out ion
implantation as well as annealing, with various combinations
of the two, so that one really deals with an ion implantation/
annealing submatrix of options. Consequently, both the pro-
cess cost and the performance of the finished solar cells

depend on the option selection within this submatrix.
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EVALUATION OF IGH INMPLANTATION

APPLICATION

FOR LSA PRODUCTION

PRINCIPAL
STATUS ALTERNATE PROCESSES

PN JUNCTION FORMATION

PROVEN: PERFORMANCE ~ DIFFUSION
EQGUAL DIFF'D JCTIN, CVD/ EPI

BSF OR BACK HI/LG JCTN. CONCEPTUAL THICK FILM/ALLOYING ;

DIFFUSION; cvD/ EPI

FSF OR FRONT HI/LO JCTN..EFFECTIVENESS NOT DIFUSSION

CONTACT METALLIZATIORN

YET PROVEN CVD/EPI

CONCEPTUAL THICK FILM
ELECTROLESS PLATING
VACUUM EVAPOR'N
SPUTTERING

ION IMPLARTATION FOR pn-JUNCTION FORMATION

CONCEIVED
ADVAHTAGES CONDITIONS STATUS
LOKWER COST LIKELY ONLY IN SEQUENCE ~ TECHNOLOGY ADVARCEFMENTS

HIGHER CELL PER-
FORMANCE THAN
ACHIEVABLE BY
ALTERNATE PRO-
CESSES

WITH OTHER VACUUM PRO-  REQUIRED,

CESSES
DEPENDS ON SUPERICR STILL TO EE DEMON-
IMPURITY PROFILE, STRATED

FEWER CRYSTAL DEFECTS

Table III.1
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4. Appraisal of Present-day Ion Implanters

The application of ion implantation for pn or high/
low junction formation in process sequences for future
large scale LSA manufacture depends on the fulfillment of
either of two conditions: 1.) its costs are equal to
or lower than those for pn junction formation using diffu-
sion or high/low junction formation using alloying or
diffusion, possibly in combination with each other or with
other process steps; or 2.) the performance of the solar
cells fabricated by use of ion implantation is adequately
higher than that of cells prepared by other processes
so0 as to justify a higher price.

Ion implantation is currently used in semi-conductor
industry production activities for implanting,in solid state
devices, impurities of low dosage and relatively deep penetra-
tion (high energy). 1In order to gather information on the cur-
rent state of production line ion implantation, we visited,
among others, RCA-Somerville, where a Varian-Extrion 200-1000
ion implanter is used for integrated circuit manufacture, as
well as for solar cell(lz)fabrication in pilot operations.

Implantations are routinely performed at beam currents rang-

ing from 0.1 pA to 1.5 mA, at voltages up to 100 kV, alternating-

ly with P+, B+ and As+ ions, in a 24 hour-a-day schedule of

5 to 7 days-a-week.

The Varian-Extrion 200~-1000 ion implanter is available with

a semi-automatic cassette wafer feeding mechanism that allows

continuous processing, iLi.7reasing its output rate to 300, 7.62-cm
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round wafers per hour. 1In order to achieve this output rate,
the ion implanter also has to be modified to operate in a high
current (4 mA) low voltage (<25 keV) mode. These options are
included in a Varian -Extrion 200-1000 implanter in operation at
Spire52) Additional options provide an off-axis beam tilt

to minimize channeling. To achieve dose uniformity and avoid
shadowing from a tilted beam on a texture-etched surface,

the wafer is rotated about its axis at 1 rev/sec.

The cost of such a machine is approximately $315,000 and
it requires one full-time operator. To achieve acceptable
machine operation, the RCA personnel have found it necessary
to have a skilled technician stationed within the immediate vi-
cinity of their ion implanter at all times, and to make adjust-
ments in the machine operating parameters guasi-continuously.
They believe that computer controlled functions, similar to

those proposed by Spire(7)

in their ion implanter design,

could considerably reduce the need for continuous skilled
attendance. They mentioned, however, that designing adequate
computer controls might be difficult since, so far, adequate
sensing of the status of all parts of the machine and of the
parameters affecting its operation does not exist. Thus,
correctly operating the ion implanter is still more of an art
than a science and requires the adjustment of many functionally
interrelated controls. Similar statements were variously

heard, summarized by Varian-Extrion personnel, in the remark that
successful machine operation depends very heavily on the operator,

and that wide variations are experienced among the various users.

RCA personnel has found that leakace from the high voltage

111-20



macpiﬁe elements, in part due to condensed source material,
tends ﬁo interfere with the sensitive duse rate measurements and
the machine control. Other problems resulted from persistent
leakage of cooling fluid which could be reduced by the use of
freon in lieu of the more common deionized water, alheit at
significantly higher costs for the make-up fluid.

One of the major problems mentioned at RCA ang elsewhere,
is the deposition on many parts of the machine of atoms of the
implanted species as well as of material sputtered off the
various parts of the source. Arsenic is especially troublesome
in this respect because of its relatively low vapor pressure
corpared to other implanted species. This deposition occasion-
ally results in electrical malfunctions, such as shorting of
insulators and arcing, which occasionally has led to power
supply or logic board damage. The machine, therefore, requires
frequent thorough cleaning of the affected regions. Phosphorus
also condenses on the machine's interior, and we have heard
of short phosphorous fires upon opening the machine.

Mucn of the unscheduled maintenance is performed under
service contracts. RCA personnel mentioned that such a
service contract with Varian-Extrion has an annual cost of $13,000.
This contract provides the so-far extensive on-location servicing
by Varian-Extrion personnel and replacement of failed parts,
frequently circuit boards. RCA personnel estimates that about
two-thirds of this money covers time and expenses of the service
personnel, and the remainder replacement parts. RCA has re-
cently introduced regular scheduled maintenance of their Varian-
Extrion 200-1000 "high current" implanter for which 4 hours per

week are allocated. During these maintenance periods, the
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machine interior is cleaned, filaments, if needed, are replaced,

vacuum pump oils are changed, the machine inspected, and poten-

tially unreliable parts identified and replaced. Since this
institution of preventive maintenance, the previously frequent
machine breakdowns have decreased tc a tolerable level. At RCA,
the experienced filament lifetime, as plotted on Figure III.2,
is in the 60 to 120 h range for an average ion beam current of
around 0.75 mA, although much implantating is done with a 1 mA

beam current. (12)

Because of the relatively frequent machine breakdowns
of ion implanters, RCA's personnel have found it necessary
to keep an extensive spare parts inventory, so that bad or
suspicious parts can be replaced with minimal machine down time,
in order to maintain production schedules and to reduce the
impact on operating costs which are heavily influenced by the

high cost of the equipment.

An ion implanter has been in operation at
Western Electric since 1974 in a production line, high through-
put mode. This implanter, called tne Px-30, has an output
rate of 450, 7.62-cm diameter wafers/h at a dosage of
lxlO15 ions/cmzfl3) The machine can accomodate either a hot
cathode, Freeman-type soufce, or a cold cathode (Penning)
source. It operates in a low voltage (30keV) mode. In the
case of the cold cathode source, a phosphorus current of

(14)

5 mA is obtained, with a source lifetime of 40 h. The wafers

(7.62-cm diameter) are placed on a disk, 30 at a time. The
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disk is mounted horizontalily in the ion implanter. After pump
down to 10“5 torr, which takes approximately 3 minutes, the
disk is rotated at 900 rpm while the underside of the wafers is
exposed to the fixed ion beam. The total time of each run is
approximately 4 min.

The PR-30 is physically, a relatively small machine. The
implantation unit, without controls, occupies a floor area of
l.8m x 2.1m. Two standard instrument racks nhouse the control
units. The PR-30 is used only in Western Electric factories,
andit is not sold on the open market. We have been given an estimated
price for this machine, if it could be marketed, of less than

(15)
$300,000.

A high current (10 mA) and low voltage (10-50 keV) ion
implanter, designated NV-10, is currently being readied by
Nova Associates for introduction into the marketplace. The
machine uses a Freeman, not cathode source, with an expected
lifetime of 16 h at 10 mA. The machine costs approximately
$410,000.(16) Its output rate for a 2 x lO15 icns/cm2 dosage
of 270 wafers per nour of 7.62-cm diameter is limited by the
wafer feed mechanism. If a [.ster fec=d mechanism could be in-
stalled, the output could be increased to 3-4 times the
present one, to take better advantage of the machine's high beam
current. The wafers are mounted, 18 at a time, in a disk that
is rotated in a near vertical plane during implantation. The
stationary beam 1is approximately lcm x 2-3cm. As with the

Western Electric implanter, wafer rotation eliminates the need

for magnetic or electrical beam scanning.
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An add-on process price of $38.96/m2 for implanting
phosphorus with a 1-2 x 10'“ ions/cmx duse was calculated for
the modified Varian-Extrion 200-1000 machine. This price
incluu=s the cost of the silicon sheet lost-in-process. The
sheet price used applies to silicon wafers which have been
texture etched on one side. The slicing cost was taken from our

) 17
previous study( ) of current production slicing custs (HAMCO

ID data).

The add-on process price for ion~-implantation using the modified
Varion-Extrion 200-1000 is low compared to other prices calculat-
ed for currently used ion implanters. For instance, the calculated
add-on process price for the Varian-Extrion 200-20 A machine
is $303.42/m2 4) This high price is due to the machines's
low throughput rate as it was designed for high voltage,

low current (under 0.2 mA) operation. Its hourly output rate
therefore is only 10, 12-cm diameter cells.

It should be noted that the given add-on price calculation
for the modified Varian-Extrion 200-1000 implanter is based on
experimental, not production line data. Therefore, this value
does not reflect the breakdown or maintenance problems ex-
perienced by ion implanters in production operations. However,
reliable detail data are not yet available for the cost
components of regular production ion implantation, since
this process was only rather recently introduced as a production
process. Still, if such data would be available, they would

not represent the ultimately achievable costs, after machine
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and process maturity have been attained. While efforts are

in progress to adapt the ion implanters better to production
line operation by increasing tneir throughput rate, mechanizing
their operation and improvirng their reliability, it will

be some time before the process will be a mature production

operation with similar costs experienced by the various users.
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5, Technology Development for Future lIon Implantation Machines

The realization of the 1986 cost projections for ion im=-
plantation is contingent on several improvement3 in the tech-
nology of ion implantation machines. For one, the ion beamn
current has to be increased significantly tc achieve econo-
mically acceptable throughput rates. Also needed to be in-
creased is the lifetime of tne source, in terms of mAh's,
to avoid excessive costs from changiny and rebuilding the
sources, as well as macnine downtime. To reduce skilled labor
requirements, the implanter's controls should be as automatic
as possible. In addition, continuous or semicontinuous wafer
feed, along with appropriate vacuum pumping mechanisms have
to be employed. Also, care has to be taken in the mass analyses
and the control of large current/small voltage ion-beams needed
for solar cell fabrication, because space charge effects make
those operations difficult. In some LSA process sequences,
ribbon material is planned to be the substrate. Since rotation
of elongated rectangular workpieces about their axis is impracti-
cal, other procedures to achieve uniform deposition have to
be utilized in the future implanter, e.q., magnetic or mechani-
cal beam scanning.

As mentioned previously, at present, PN junction
formation using open tube diffusion is a small cost contributor
to the solar cell module cost, constituting approximately l%;(ls)
A replacement process for diffusions in future LSA process se-

quences would require lower costs, or yield hignher performing
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cells, or offer a simplified fabrication seguence. Implanta-
tion ccsts are expected to be lowered dramatically by increasing
the ion implanter's throughput rate frcm about 2 mz/h to

nearly 200 m2/h. To accomplish this, the total ion beam
current, flux rate of ions impinging on the silicon, is ex-
pected to be increased from 4 mA to 100 mA. If multiple sources
are used, then the ion beam current per source needs to be
increased by a factor of 4 to 5. Increasing the beam current
will, in general, increase the implanter's output rate in

the same ratio. But, as shown on Ficure IXI.3, the increase in
the machine's cost per unit beam current decreases with beam
current. In Figure III.3, the experienced machine cost per urit
beam current is plotted as a function of the beam current to-
gether with an extrapolation to tne future. The first four

open circles reflect the costs of ion implantation machines

that are in operation and the solid circles reflect projected

data from the listed organizations.
1n addition to larger ion sources, future implanters

would have to be more reliable than current ones. The hig
capital cost of ion implanters necessitates their utiliza-
tion rate to be as high as possiblc. TFroposed future machines
(Lockheed, RCA, Spire) have been projected to have utiliza-
tion rates between 85-95% as opposed to today'. . For
Motorola's unanalyzed ion beam imjlanter, the uptime fraction
is not as significant becausc of its relatively low cost.

The Motorola machine is expected to cost $85,000 as opposed

to at least $500,000 for any of the other three proposed

machines which employ analyzing magnets. One reliability
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improvement is expected from increasing the source lifetime
in terms of mAh's with beam current. However, although the
source life expectancy decreases as beam current output in-
creases, as shown in Figure III.2, the product of source current

and lifetime increases with increasing output. Therefore

more silicon can be processed between filament changes. In
one proposal R , multiple and spare sources are employed
so that they could be replaced while the machine is operating.
As listed on Table I1I-2, the source lifetime (mAh) is expected
to increase in the future by a factor of ten.

Another projected improvement is the reduced dependence
of the ion implanter's performance on operator skill. At
present a skilled operator needs to monitor the operating
ion implanter continuously to achieve optimum output rates.
These skilled labor requirements are expected to be decreased,
in future implanters, by simplifying the machine's operation,(s)

(3,5) or by using microprocessors. (4)

by larger batch loads,
It is thus hoped that future implanters could be operated with
unskilled laboiw, with skilled 'abor called upon only occasionally

for mechanical and electrical servicing.

Since annealing is an integral part of the implantation
process, studies are being conducted in the -L5A pro-
gram on an optimum process.(lg) Processes studied include
thermal, electron pulse, and laser annealing with only thermal
annealing yielding solar cells of comparable ~fficiency
to those prod: : from diffusion. Thermal annealing costs,

as mentioned proviously are significant compared to those

111-30



TECHNOLOGY PROBLEMS TO BE RESOLVED FOR
SUCCESSFUL LOW COST ION-IMPLANTATION

5-FOLD INCREASE OF BEAM CURRENT PER SOURCE (4 mA = 20 mA)

10-FOLD INCREASE OF SOURCE FILAFENT LIFE (25 mAn —> 280 mAH)

REDUCED RELIANCE ON OPERATOR INFLUENCE FOR EFFICIENT MACHINE
PERFORMANCE

REDUCED FREON LOSSES FROM COOLING SYSTEM (HIGH VOLTAGE.)

EASIER CLEANING OF SPURIOUS MATERIAL DEPOSITED IN SYSTEM,
(DEPOSITION PROBABLY NOT AVOIDABLE.)

UNIFORM DEPOSITION /0 WORKPIECE ROTATION

REDUCED CAPITAL COST (CURRENT SINGLE SOURCE, 2 mMA MACHINES
CAPABLE OF 200 WAFERS/H COST ~$0,5 MiLc.)

IMPROVED ANNEALING METHODS (PULSE ANNEALING?)

REDUCED ENERGY CONSUMPTION, o

ORIGINAL PAGE IS
OF POOR QUALITY

ALTERNATE TeCHNOLOGIES:

COLD CATHODE., SOLID SOURCES (SIMPLER SYSTEM. BUT: FASTER SOURCE
EROSION? MORE SPURIOUS DEPOSITION
IN SYSTEM THAN FROM GASEOUS SOURCES?)

OMISSION OF ANALYZING MAGNET (CAPITAL COST AMD ENERGY SAVINGS.

BUT: IMPURITY PROFILE ACCEPTABLE?
SPURIOUS IMPURITIES CONTROLLABLE?)

Table III-2
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for future ion implantation processes. Also thermal annealing
decreases the potential efficiency of ion implanted cells.
The shallow implanted PN junction depth that can be obtained
from implanting with low energy ions has the potential
of yielding better performing cells than those from the dif-
fusion process, because of greater UvV-response. However,
the thermal anneal cycle broadens the shallow implanted
junctions depth, making it comparable to that obtained
using gaseous diffusion.

For an effective use of the ion implantation process,
an extended, automated, vacuum, production sequence has been
proposed by Spire. For this sequence to be practical, the
annealing process has to be performed in a short time interval.
Since the conveyor belt, in the Spire sequence, moves at a rate
of 30 cm/sec, a thermal annealing cycle of only 5 minutes
would require an effective furnace length of 90 m. Electron
or laser beam annealing would be compatible with a rapid
production line, since they can be performed in fractions
of seconds.(lg'zo) However, solar cells annealed with either of
these two techniques show a cdecreased performance. A summary
of some other technical problems that need to be solved for
the successful implementation of ion implantation for future
solar cell manufacturing processes is listed in Table III.2
These problems include uniform deposition of ribbon-shaped
wafers, more effective coolant usage and convenient removal
of deposited source material.

The importance of beam current size to implantation output

is shown by the exprzssion for the unit area ion implantation time:
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E.GOZ X 10_19 (a-sec/ioé] . Eon flux (ions/cm%]

tp = k sec/cmz.

Ion beam (amps)

iI1-2.8

The proportionality constant, k, is < 1 and depends on the
degree of overscan and the beam utilization. Therefore,
as a first approximation, the throughput rate of an ion
implanter is proportional to its beam current. Because the
implantation process is capital intensive, lowering the machine
cost per unit beam current will lower the implantation cost
in about the same ratioc. As can be observed in Figure IIi.3
the machine costs normalizeu to their beam current are ex-
pected to decrease approximately proportionally with increased
beam current. For future ion implanters, a large capital cost
decrease per unit of output is anticipated by increasing the
beam current without proportional increases in machine costs.

There are several approaches for increasing the ion
beam current. One approach, proposed by Spire, is to increase
the size and number of the hot cathode sources to 20 mA and
10, respectively. (7 The source current lifetime is increased by
changing from a Freeman to a Chavet type filament. Higher
currents are tolerable in the latter source, because the
Chavet filament is looped and therefore is not as heavily
degraded by the back ion bombardment. Although source
lifetime does decrease with increasing currents, as shown

in Figure III.2, this decrease is less than the increase in

current. In another approach, a hollow cathode source, similar
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to that used in ion beam thrusters, is proposed.(G)

This
source is expected to yield a current of 100 mA, but be-
cause of the non-collimated, large crossection nature of the
beam it cannot be mass-analyzed. In an ion implanter proposed
by RCA, two 10 mA ion beams are used simultaneously. One

is used to implant the front of the wafer with phosphorus

at a 1 x 1015 cm—2 dosage while the other implants boron with

-2 (3)

a dose of 5 x lO14 cm The Lockheed proposal has ore

10 mA beam that can process about one 7.62-cm diameter wafer/sec-
ond. (5) The wafers are loaded and unloaded to and from
4 side chambers which surround the central implant chamber.

In the proposed Spire machine, 7 of the 10 sources are
operated simultaneously with six running at a current of
16 mA, and the seventh at 4 mA. The ion beam from each source
passes through a collimator with a slit geometry of 2 x 75 mm
to provide mass analysis. The larger six sources are broken
into two sets with an analyzing magnet for each set. Three
ion beams strike the moving silicon wafers at +15° to the normal
and three at -15°9. The wafers are transgorted on 20x20 cm carriers
on a belt moving at a rate o 30 cu/sec. The seventh and
smaller ion beam is used for a final dose control. The three
remaining sources are ised as spares. As plotted in Figurerrys,2,
it is expected, by Spire, that the average source lifetime
can be increased to 24h. or approximately 400 mAh. This
would mean, on average, a source replacement every 4 h with
each replacement requiring 10-15 min. labor. A "dead" source
is expected to be ready for replacement within 24 h. The
implantation energy is devigned to be 10 keV, dose uniformity
to be + 10%, and analysis =0 + 0.5 AMU. In order not to
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enhance the space charge effect of the large beams, electric
fields after the extraction gap are avoided in the Spire machine
design. The scanning deflector, shown in Fig. III.1, is
operated magnetically.

The narrow width of the 16 mA ion beams makes them analy-
able since the radius of curvature of the ion beams caused
by the magnetic field can be made larger than the beam's

width. The radius of curvature is given by:
r= (e x V/B I11-2.9

where (m/e) is the ion's mass to charge ratio, v is the ion
velocity, and B is the magnetic field strength (in gauss).
If a linear magnetic field is assumed, then the deflection
angle is sin * E}/m) X (B/v).g,where 2 is the length of the
magnet. Thevefore, the angle of deflection depends on the (e/m)
ratio. A slit in the ion path placed preceding the beam selects
the desired ion, as seen in the top drawing of Figure IIIX.l.

A large, transient temperature increase (~800°C) can
cause considerable stress in the silicon wafer, and make sub-

strate movement and handling difficult. The energy flux den-

15 2

sity J, of a 10 keVv ion beam at a density of 1 x 10 ions/cm€,
is 1.602 j/cmz. With the proposed output of the Spire implanter
of 180 mz/h, the implantation time is 0.002 sec/cmz. The

temperature rise of implanted wafers is given by,

AT = J/C_0(2D tp)l/z °c, III-2.10

where Cp is the specific heat of silicon (0.71 j/qOC)(zl) at RT

14
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and p i: the silicon density (2.34 g/cm3). D is known as the
heat diffusivity which is equal to k/Cp;» where k is the thermal

conductivity of silicon (1.47 j/sec-cm °C).(22)

The expression
/75?;- is the thermal diffusion length and cannot exceed

the wafer's thickness. EquationIII-2,10 is valid when the im-
planted junction depth is small compared to /55?;— or the
thickness of wafer. This condition is satisfied for NP

solar cell NP junction formation. The junction depth is normally
approximately 0.2 um and the implantation time is sufficiently
long to make the diffusion length several hundred microns.

For implanting a 200 um thick wafer, with the porposed Spire
machine, the temperature increase over the environment is ex-
pected to be 48°C.

In Motorola's proposal, shown in the bottom drawing of
Figure III.1, a large ion current beam (100 mA) is obtained from
a hollow-cathode source derived from ion thruster technology.

Ion thrusters, using ionization of mercury, have very large

beam currents (several amps), and lifetimes of thousands of
hours. It is thought not to be difficult to modify the

thruster to ionize phosphorus or other suitable dOpants.(ll)
However, the ion thruster beam can not be mass-analyzed
because of its circular cross-section and large diameter.
The dispersion caused by a magnetic field would be less than
the beam's diameter. In addition, the 2nergy spread of ions
emitted from a ion thruster type source hinders good magnetic
separation, since the curvature radius of ions under the influ-
ence of a magnetic field is directly proportional to its

velocity. The effect on solar cell efficiency of implanting
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with an unanalyzed or a "roughly" analyzed beam is not yet

(23) The

known and investigations have just been initiated.
proposed Motorola ion implanter is fairly simple in design;

the wafers are transported (past the ion beam) by a belt
through differentially pumped vacuum chambers. Dose uniformity
might be a problem, because of the Gaussian distribution of

the beam's intensity and an individual wafer might be exposed
to only a selected portion of the ion beam. It takes less

than 0.75 sec. to implant a 12-cm diameter wafer with a

2 x 10lS cm-2 dosage of phosphorus with a 100 mA beam. The

low capital cost of this implanter, makes the Motorola pro-

posed ion implanted process the lowest cost one studied in

this report.

In the RCA and Lockheed proposed machines, hot cathode
ion sources are employed. In the RCA-proposed machine,(B)both
the PN and PP+ junctions are formed simultaneously by using
two separate 10 mA beams. One beam is used for phosphorus and the
other for boron. This machine can process approximately
100 cmz/sec, and allowing timne for beam scanning and beam
loss at edges, the machine's throughput is 2000, 7.62-cm
diameter wafers per hour. The wafers are transferred auto-
matically from 500 wafer cartridges to 50 wafer cassettes from
which they are then removed to a holder for implanta-:ion.
The high capital cost of the RCA implanter relative to its
output, makes the RCA proucess the most expensive of the future
implantation process projections.

The Lockheed proposed machine uses a 10 mA beam, and can
(5)

implant 3000 wafers/h (7.62-cm diameter). The wafers,
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which are batch-loaded, are held in 1200 ring-shaped trays

or carousels (50 wafers/tray) that are stacked and distributed
among 4 cylindrical vacuum chambers adjacent to the implanta-
tion chamber. During the implantation process, the trays are
transferred to the central chamber where they are rotated

such that each wafer is scanned on its underside by the ion
beam. This is repeated 4 times for each tray to assure dose
uniformity. The ion beam is kept constant at 7° to the normal
while the wafers are rotated. This eliminates the need for
electrical or magnetic beam scanning. After all the wafers

in the machine have been scanned, vacuum in the implantation
system is broken and the wafer loading cylindrical chambers
are replaced. It takes approximately 20 hours for the com-
pletion of one run: 2 hours for loading, 16 hours for pro-
cessing, and 2 hours for unloading. The Lockheed process
employs phosphorous pentaflouride (PFS) as the source gas,
instead of PH, or P. Phosphorous pentaflouride is very
expensive and is a large cost contributor (about 16%) to

the add-on process price,
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6. Junction Formation Material, Labor, and Capital Require-

ments Cost Structures

The costs of present‘and future junction formation pro-
cesses, broken up into their material, labor, capital, over-
head, and return-on-equity components, are summarized in
Table II.3. Also listed in Table III1.3 is the throughput rate,
in terms of number of wafers processed per hour and their dia-
meter. The cost calculations are based on ¢..» SAMICS method-
ology(24). The detail process parameters, including direct
and indirect material, labor, and equipment and facility re-
quirements are presented in Tables III-4A to III-4C for the
diffusion processes, and in Tables III-5A to III-S5C for the
ion implantation processes. These data are given both in
terms of unit area of cells processed and of net plant
operating time. The hourly consumption rates were converted
to unit area data by use of the "effective output rates"”
shown in line 1 of Tables III-4A and III-5A. The effective
output rate is the produce‘of the operating machine's through-
put rate and the usage fraction, (process "up-time" divided by
plant operating time). The plant operating hours were taken
to be 8280 h per year. For calculation of the material costs,
the unit prices shown in Table III.6 were used. The labor
costs were obtained by employing a labor rate of $3.894/h for
the semiconductor assembler (SAMICS B3096L) and of $5.29
for the electronics technician (SAMICS B3704D). The total

labor costs include an indirect labor charge of 25%, and a
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5.26% addition for overhead expenses, both according to
SAMICS. The equipment and facility costs were similarly

calculated consistent with the SAMICS methodology.(24)

The cost of the wafers} which are reflected in the lost-
in-process cost (Table III.3, line 18) are taken from our previous
a7)

studies of slicing processes , and the 1986 silicon and sheet value

goals listed in JPL-LSA's price allocation guidelines.(zs)ln
addition to slicing, the cost of one-sided texture etching
is included in the current and future wafer prices. The
etching is performed by applying etch stop in the form of
wax on one surface, texture etching with 30% NaOH at 90°C,
and removing the wax with plasma etching. The etching step
costs have been derived from information published by
Motorola,(26)and add up to approximately $3.09/m2. The cal-
culated prepared wafer prices are $350.98/m2 and $41.21/m2
for 1978 and 1986, respectively. The specific process for
the current wafer price is slicing 10.16-cm diameter wafers
with a HAMCO ID saw.

The first two columrs of Table III.3 refer to current

implantation and diifusion techniques, while the other columns

detail the costs of proposed processes. Two multi-step se-
quences for producing front and BSF cells are also shown on

Table III.3 The 5-step Motorola diffusion process, which

is detailed in Table II1I.7, consists of protecting the front

surface by spinning-on-silica, diffusion of the BSF using
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Table III-6

Material Prices Used for
Calculating Costs

Item Unit Price (SLW Source
Direct needs r
500 ppm of Pga in Np 42.86/m3 Spectrolab
PH5 gas 0.991/%2 Motorola
f POCl4 0.0204/g SAMICS E1504D
; 5% PH3 in Hj 0.029/4% SAMICS E1472D
| PF5 0.0051/ml Matheson
SeG-phosphorus 2.76/g Alfa Products
(Ventron)

Indirect Material

Liquid nitrogen 0.202/12 SAMICS C1080D
Nitrogen gas 0.0004/2 Obtained from LNj
Argon 0.005/2 SAMICS E1112D
Oxygen gas 0.0001845/¢ SAMICS E1448D
Compressed air ~- SAMICS C2032D
{0.566/kWh SAMICS C1128D
Cooling water 2
1.996/m SAMICS C1l0156R
: Electricity 0.0319/kWh SAMICS Cl1032B
ITI-48




Bc13, a spin-on silica protection of the back surface,
phosphine diffusion, and stripping of silica from both surfaces
with a 4:1 NH,OH;HF solution. The result is an N*PP* wafer
with no silica coating, ready for metallization or AR-coating.
The other multi-step process consists of RCA's double-sided
ion implantation followed by thermal annealing. The RCA
2-step process yields wafers equivalent to Motorola's S5-step
wet chemical sequence.

The cost components for activation annealing are shown
in Table III.3 because it is presently a necessary step after
ion implantation to achieve state-of-the-art pcrforming cells.
Annealing costs are significant compared to those derived using
the high throughput implanters propcsed by Motorola and Spire.

The major cost components from Table III.3 are graphically

represented on Figure III.4. 1In addition, Figure III.4 includes the

cost of RCA's proposed gaseous diffusion using POCl This

3.
diffusion process takes approximately one hour and has an

output rate of 2,000 7.62-cm diameter wafers per hour.

The prices for the proposed PH3 and POCl, diffusion processes
are $3.01/m2 and $3.86/m2, respectively. These two processes
should be available for near term production sequences; no major

technical problems need to be solved for their applicability.

1he cost decreases for the diffusion processes are about a
factor of four lower from current ones, and for the most part,
depend upon throughput increases. The higher output rate

for Motorola's diffusion process, as compared to Spectrolab's,

11149
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is based on processing larger wafers (l2-cm) at the same

rate as smaller ones (7.62-cm). The larger area (2.48x)

of the 12-cm diameter wafers accounts for the higher through-
put rates of Motorola's process. RCA proposes to automatically
transfer wafers fromcassettes to furnace boats, and load/
unload the bnats from the furnace, to increase output rates.
The loading and transferring machines add to the capital cost
of the RCA process, but increase output sufficiently to

lower unit area costs.

The RCA 2-sided implantation process, which is included
on Figure III.4 with annealing, and the Lockheed implantation
proposal, could be ready for near-term production (1982-
1984). Both these machines have 10 mA ion beams. The RCA
implanter actually has two 10 mA beams but only one is used for
the front junction formation. This beam size is only twice
as large as some machines in operation and a 10 mA machine,
the NV-10, by Nova Associates, should be introduced into the
marketplace shortly.

The processing costs from employing the high current (100 mA)
machines by Motorola and Spire are the lowest ones listed
on Table III.3 for junction formation. However, a longer time
than for the other options discussed above will be needed
before these machines are suitable for production use, because
of larger extrapolations of ion currents and throughput

rates. In addition, the Morotola 100 mA proposal has reductions
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in labor, and capital costs because of its greatly simpli-

fied operation. It employs an unanalyzed beam from a hollow
cathode source, thus eliminating the need for any acceleration,
magnetic, and scanning capabilities. The hollow cathode

source originally designed for space propulsion use in ion
thrusters, should give the high currents and lifetimes necessary
for a low-cost, high throughput operation, needed in solar cell
manufacturing. But, the effects on cell performance by
implanting with an unanalyzed beam are unknown, although
investigations have recently been initiated}23) Spire expects
their implanter to have a 100-fold increase in output rate

over current machines. This is to accomplished, for the

most part, by increasing the beam current to 100 mA, by

having a continuously pumped, belt system, feed mechanism, and
by increases in machine reliability by extensive use

of microjrocessors and redundant beam sources.
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7. Conclusions

In order for the front junction formation processes
involving diffusion and ion implantaticn to fit into
future (1986) low-cost solar cell fabrication sequences
their costs will have to decrease by factors of approximately
four and ten, respectively. At present, the phosphorus diffu-
sion process cost is $12.74/m? while the ion implantation
of phosphorus costs $37.86/m2. It is anticipated that the
future cost contribution for front junction formation would
be less than $3.20/m?.

The costs in the long term ion implantation projections
by themselves seem significantly lower than those of the diffu-
sion processes, but adding the cost of the necessary activa-
tion annealing makes the costs comparable. For combined front
and BSF sequences, the cost difference between a wet-
chemical process (the 5-step Motorola sequence) and an equi-
valent multi-step process employing ion implantation, is about
$1/m2. The closeness of these two projections makes it diffi-
cult to judge which would be econumically advantageous in
1986. From our calculations, it would appear that ion im-
plantation and diffusion could be competitive.

Future junction formation ;::iocesses will have to fit
well into high volume process sequences. Even though
currently, gaseous diffusion is an inexpensive step in

manufacturing solar cells, its costs have to be reduced
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even more to fit into the future LSA framework. Cost
reductions depend upon larger throughput rates to be achieved
by processing larger diameter wafers, and by automatic wafer
transfer. Wafer transferring could be accomplishe wusing
specifically designed machines, which would increase the
capital cost of gaseous diffusion. Another cost reduction for
diffusion is related to quartzware (boats and tube liners)
cleaning using mild chemical etching. The cleaning is necessary
to minimize wafer contamination and is currently a significant
cost contributor to the diffusion process. The required cleaning
frequency and alternative cleaning procedures should be investigated.

Ion implantation has recently been introduced into
production activities, and its state-of-the-art performance
is rapidly chanying. During the last decade, ion beam current
(and consequently the throughput rate) has increased by a
factcr of 1,000 - from a few microamps to a soon to be intro-
duced 10 mA. For low-cost solar cell junction formation,
the implanter's beam current would have to increase by an
additional order of magnitude and its cost reduced by
approximately a factor of 20. The feasibility of achieving
these goals cannot, at this time, be assured. But certainly,
activity in this area should be continued.

If ion implantation'’s cost reductions could be accomplished
through larger throughput rates and greater reliability, and
if a compatible annealing process could be perfected, then ion
implantation would be a strong candidate for junction formation
in future LSA process sequences.

The cost reductions required for gaseous diffusion to meet
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the LSA future price goals are not as dramatic as those

needed for ion implantation, and are not as dependent on
technical development. However, studies should be continued

in automatic wafer handling and in quartzware cleaning methods,
because these are potential add-on price reduction areas for

diffusion.
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IV. Methodology for Enmergy-Cost Effectiveness Evaluation of Sgbsystem
Design and Manufacturing Process Options

1,; - Introduction

One of the important attributes of a photovoltaic solar energy conversion
system is its economic viability. The evaluation of this attribute is regularly
performed in decision making about the use of such a system in a particular
application, as well as in comparing the merits of one particular system design
or solar cell production process against another. The key aspect in such an
evaluation is the comparison of the cost of electrical energy produced by the
photovoltaic system with the cost of competitively available electrical energy.

The unit cost en of the electrical energy delivered from the photovoltaic

system can be expressed, following ref. (1), as:

Co * Yca Cca -1
€ = P P3P ; ($ kwh ) (IV.1)
Ba
where COp are the annual operating costs [$ y_ll, CCap is the capital spent

in acquiring the system [$] and Ycap is the equivalent annual cost of capital
[y—l]. This equivalent annual cost of capital may, outside of the usual com-
ponents of interest, taxes, depreciation, etc., include suvch considerations as
desired profit, present or discounted value of life cycle costs, inflation.ad-
justments, etc. As the "fuel" in a solar energy utilization system is "free",
the operating costs are essentially reduced to the maintenance costs, at least
for the smaller distributed systems. And siace it is generally assumed, in the
absence of information to the contrary, that the systems will be designed and
built for high reliability and thus require little maintenance, the maintenance
costs are usually neglected in comparison to the costs of the'capital. ELd is
the electrical energy usefully delivered during a vear from the photovoltaic

system to the load.
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(1v.2)

As Ycap is a constant for a particular company at a given time, but will

differ from company to company, the system dependent energy cost determinator

is really the quantity:

c
ro= S22 s y) (1v.3)
Erd
which is the ratio of the required investment to the energy delivered per year,

The evaluation and optimization of this quantity is therefore of primary interest.

2. The Energy Delivered to the Load
The energy ELd delivered during the year to the lnad is clearly related
to, although different from, the energy Eo delivered by the photovoltaic array
itself to the remainder of the system. For a photovoltaic array of total
exbosed area Ahlmzl, E, is given by:
8760h

E, = Ay H(t) n

0

a (B, T(O) 4 (0) des (kwhey™' ] (1v.4)
where nAr (H(t), T(t)) is the effective array efficiency in the time interval

dt around time t, with Nar being dependent on the temperature T(t) of the array
and on the irradiance H(t) [kW m-zl during that time interval, as well as on

the varying spectral distribution and the angle of incidence of the light. ¢(t)
is a factor of magnitude between zero and one, which describes whether, or

how much, energy can be delivered by an array for transfer to the load or to
storage, depending on the existence of load and on the status of the storage
system during the respective time interval. Eq. (IV.4), being a definite integral,

can be expressed as:

IV .,




Bo = At e, sed fra t 8760; [kWh+y ©] (1v.5)
following the custom of referring the output to "nameplate rating", or peak

power output capability, which is, for the solar array, expressed by the

product of the expected peak irradiance Hpk and the array efficiency "ar, std

measured under standardized conditions (including the peak irradiance Hok).

The connection to eq. (IV.4) is made via the "load factor" f;q which is the ratio of the
output actually delivered during the year to the 'nameplate rating." de is

usually determined from the results of a sysﬁem simulation computer run for

a one-year period, which includes the solar energy availability statistics =

normally weather bureau data for a selected year - and the expected load

statistics. Ideal would be a simulation run over the system life to determine

an fld value which represents the average over the system life. However,

forward looking solar energy availability data do not exist, and even forward

looking load statistics will be of doubtful validity. A compromise could be

a backward looking simulation over a period equal in duration to the system

life, using real data. The limited gain in confidence, however, generally does

not justify the additional expense. A one-yéarvrun is usually felt necessary

to properly include the seasonal changes and the short term meteorological

variations.

The total number of hours in the year (8760 h),

multiplied by the load factor f_ , represent 2n "equivalent time" teq during

Ld
which the array could have operated at peak power capability to produce the
same amount of energy as actually delivered. It is additionally useful to
define the quantity ppk’ the peak power output capability per unit area of the
array, which is simply .

p. =N | kW m-zl (IV.6)

pK pk ’ ”Ar,std;

IV .3




The energy ELd dir delivered from the array directly to the load will
L]

APRR—— S S —

generally be less than Eo, being reduced by the power conditioning subsystem
efficiency Npc? and by the fraction fﬁt of the annual array output which is,
In the average, transferred into the storage subsystem 3,

B . . -1 ‘
ELd, dir = o a- fSt) Npet [kwhey "1, (Iv.7)

Tn addition, the energy E is delivered from the storage subsystem, to the

Ld,St
load:
-1
: - . . V.8
Eig,st = Bofse Ms¢ Mpct [WWhey 7l (1v.8)
E : where n,. 1is the efficiency of the storage subsystem,

St
In the relationship of eq. (IV,7), the assumption is made that all power conditioning
occurs after storage. Otherwise, the efficiency ”PC would have to be broken into

several terms.

Summing eq. (IV.7) and (IV.8) yields then the total energy E;y delivered

to the load:

|

-1
Fig = E, (1 - fst (1 - ”sz)] pes [kWhey ° | (1v.9)

The expression in the brackets, which is a function of the load curve relative

to the solar energy availability curve, as well as of system design, incl. type

and capacity of the storage device, could be represented by a "storage transfer

factor" Tge® SO that eq. (1V.9) can be written as:

1

Ejg = Ey * Tge * NpeslkWh y 7] (1v.9a)
[t has to be noted that the load factor de, included 1in Eo, is also dependent
on the same variables as Top? and generally increases with increasing fSt and
g
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The system power delivery capability Psy which is usually limited by the
power conditioning subsystem and/or the storage subsystem capacities, can be

related through the factor f_ to the array pcak power capability:

Po

P T

= . * Iv.lo
Sy AArppk. s¢ * " f (kW] | ( )

Pc " "Po’

The factor fPo may be smaller or greater than unity,
The storage subsystem capacity can illustratively be expressed by the

"equivalent storage time" t__ which is the time interval for which the storage

St
device, when originally fully charged, could provide energy at the peak system

power delivery rate, until discharged to a predetermined minimum charge state:

Est = Psy o toys [kwh] (Iv.11)

3. Evaluation of the Energy-Cost Effectiveness of Competing Subsystem Options

The entire photovoltaic solar energy conversion system is composed of a
network of subsystems, basically connected in serics according to the energy
flow, as indicated in Fig., IV.1. The Individual subsystems may be defined in
any way which facilitates the system analysis or the cost determination., Thus,
« foundation for the solar array may be considered a subsystem, as a circuit

breaker for system protection, or a battery for enerpgy storage may be. Clearly,

the entire system cost is the sum of all the individual subsystem costs Ci:
N
ccap= ) Ci;[S] (1Iv.12)
i=1
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and the system performance is a function of the performance of all the sub-
systems. Frequently, some subsystems are not directly in the line of energy
flow, as indicated in Fig. IV.1l by subsystems 3.1 to 3.M, PFor an evaluation as
discussed here, it is best to combine these into a "subsystem group"” which, as
a whole, is in the line of energy flow, The cost of the subsystem group is
then the sum of the costs of the subsystems within the group. The evaluation
of the cost effectiveness of an individual subsystem of the group can be per-

formed by expansion of the methodnloyy outlined here.

In general, both cost and periormance of a subsystem are the result
of an engineering design trade-off in which the performance characteristics
of available devices and their commercial prices are considered, as well as
the subsystem complexity anc assembly cost. [t is the purpose of this section
to outline a methodology for assessing the cost effectiveness of such trade-
offs from the viewpoint of the cost of the energy produced by the system.

Since the entire system (Fig. IV,1) can be viewed as a series connection

of subsystems i or groups of subsystems, its efficiency can be expressed as

the product of the efficiencies n{ of the individual subsystems or groups of

subsystems:
N
= . . . = .e . N
"syst = Mar,std * “s¢” "pc " fLd o Hys (1v.13)
or
N
- ' . IV.13a
nsyst de n Nys ( )
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ST

Representation (IV,13) is a generalization to the subsystem level of the ex~

pression contained in eq.IV.9a where the N'; include all the contributions

contained in the ¢ ficlenciea n o and in the quasi-efficiencies

Ar,std” P

Tqe and fld' In the second version (eq. IV.13a), the ny factors contain all

the direct efficiency-like influences of each of the subsystems, while all
indirect, or second-order irfluences are relepatec - the "reduced load
factor" f'Ld' The application and practicality of this approach will be

recogniz-d later in this paper,

These subsystem efficfencies have an impact on the dimonslqning of the
individual subsystems, and consequently on their costs, since the system has
to be designed to satisfy a piven load by supplyinp a certain ELd' Thus, sub-
systems placed nearer the bepinning of the series connected subsystem chain
have to be dimensioned relatively larger to account for the losses of subsequent
subsystems. This principle is recognizable in eq. IV.9a where the array output
¥, 18 larger by the inverse of the product fpp © 'g, than the ener~y by, which
is delivered to the load,

The division into subtsystems can he practically pursued to the smallest,

separately identifiable, functional urits witi their individual efficiencies,

This shall be {llustrated by example of the photuvoltaic array, with its

array efficiency Mar. std which is frequcutly considered as composed of
’ 1]
"subarravs" which are made up of "modules". The module contains a group of
solar cells (a subsvastem) which have an averaye efticiency 1, . In
Ce, std
series/parallel connecting these cells of slipghtly dittering characterist les
into o "matrix" (a subsystern), o small loss in potential power output §s
incurred, expressed in the " matrixing oft fcicney” . . the interconnect

Ma

wiring in this matrix Is arother separately ldentiftiable subsystem with its

v 8
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Joule losses, which are accounted for in the "wirinp ef{ficiency" Mi® The
encapsulation forms two functional subsystems. The first is the window, in-
cluding adhesive or pottant, with its optical transmission losses, leading

to the encapsulation efficiency n The second performance influencing

En’
attribute of the encapsulation is the heat transfer to the environment which
determines the operating temperature of the array which controls the instantaneous

operating efficiency of the module. This effect produces an "average annual

cooling effectiveness factor" ch. a quasi-efficiency whichusually is included in the

load factor f At the subarray (subscript SA) and the array (subscript Ar)

lld.
levels, matrixing and wiring iosses are again incurred, so that the cell enerpy

output will have to be:

E
E., = ° R I (VT

7 Ly (1V.l4a)
Ce My ™t "En * Ma,sA "Wi,sA ° "Ma,Ar Wi,Ar

The installation of the subarrays forms another suhsystem which influences
system performance twofold: through the subarray orientation, which may include
one-or-two-dimensional tracking, and through the cooling effectiveness, Both
of these attributes form quasi-efficicncy facters which are part of the load
factor de.
Since the orientation/tracking effect is a direct influence which can,
under exclusion of variable atmospheric effects, be analytically evaluated, 1t
can be beneficial to eliminate this performance factor from the (reduced) load
factor and attach it as an efficiency factor to the installation (or tracking)
subsystem,
Formally applying these principles by combining eq.IV.5, IV.9a and IV.13,
yields an expression for the energy delivered to the load, HLd'

subgystem eof ficiencies and quasi=-ctticiencios ' g,
i 1 ‘ P &z?

&

In terms of the

IvV-9




N
n 1

Eyg ™ Wi * Ay 8760 n{ [kWhy "] (1Iv.15)

14l pk A {=1

Introducing this expression together with ¢q,IV,12 into eq. IV.3 gives the

cnergy cost determinator ' in terms of subsystem cost and performance data, and

constants, only:

N

b2 C1
1 i=] -1
I = W 5765 N s 15 kWh Ty) (1v.16)
»k '}r '
{=l

Following the approach used by Redfield in his “cost/Watt optimization"

(2), the parameters of a sinyle subsystem or subsystem group k of interest can

be isolated in eq, 1IV.16:

k-1 N
< : + c
. PR 5. {
I = ! i=1 . "l_ck-‘-l .
Hpk . A 8760 k-1, \ N )
Ii "Ii . f . ! ni
i=] f=k+)
[$ kWh~ly] (Iv.17)
or: (
k v
Locy 1+ =<
. 1 . igk 1¢k -1
b T o760 — -y N/ [$ kim Ty] (IV.17a)
pk ' ni b
i#k



; , The expressions / and [ stand for the sum or product, respectively,
§ ' igk 1¥k

over all values of { from 1 to N, except for the value k. This form of T

permits the evaluation of various desipgn options for the same subsystem, or
group of subsystems, with differing costs and efficiencies, with respect to
their influence on the cost of the energy produced. Such an evaluation is
particularly eimple, if only Ck and nk are variables of the design options.

Then, a first order Taylor expansion yields:

AC C
Kk —k_ ,
T C, O+ == )y
Arep. & Afk o 16k [$kwhLy) (1v.18)
n ] n 9
K K

where Ack and An; are - nositive or negative ~ dilterences ‘ca’nst the bage
case in subsystem cost and efficiency, respectiv~lv, ubich re: iy from the
change in design of subsystem k. The coastant I in c¢q,IV.18 is the product of
the first two of the three terms on the right hand side of eq.1IV.17a. A negative

AT indicates a reduction in cnergy cost, and conscqu ntly a design improvement,

It is readily apparent from eq., IV.18 that cost reductions and efficiency

decreases counteract eich other.

The condition impcsed for the derivation of eq. 1V,.18, that only Cy and n'k
are variables of the desirn options, s in apparent conflict with several state-
ments made in the nrecedire discussion,  Thus, *' lond factor can be affected
by changes in the system efficiency, particularl: i, cianges in the storage

transfer factor Tor To make the evaluations tractable, it is practical to

'
1d

copstant and re-cvaluating it only after several changes in the efficiencies,

procecd iteratively by considering the reduced load factor f as temporarily

This procedure illuminates the need for the definition of a "reduced load factor"

v -1l



f{d according to eq. IV.13a which contains only second order effects of the
efficiencies and quasi-efficiencies, The iteration is frequently speeded
by reinforcing properties of the second order c¢ffects. For instance, efficiency

improvements tend, at constant ELd’ to result in increased load factors,

~

The condition for thg validity of eq.IV.18 further requires that Ck
and N gre independent of the designs of the other subsystems, and particularly
that the design choice of subsystem k does not influence costs and efficiencies
of the remaining subsystems. Thfs condition can, in principle, always be

fulfilled by judicious choice of the designation '"subsystem k", so that inter-

dependent parts of the system are inclhded in the same subsystem.,

A change in the efficiency of one subsystem affects, however, the system
as a whole, While the resulting change in output energy ELd is appropriately
accounted for in I' , one or more of the subsystems subrsequent to the changed
subsystem in the chain may now be over- or underdimensioned, and the load may
no longer be supplied as desired. This problem requires considering the system

of concern in somewhat more detail.

The majority of the functional subsystems of a photovoltaic solar energy
conversion system are basically modular and thus essentially without economics
of scale, at least within the range of concern in an individual design trade-
of f study., The costs of these subsystems can therefore be expressed as a unit
cost times a quantity factor. Such quantitv fartors are the array area AAr’
the power handling capacity P of some subhsystems, and, for some energy storage

related subsystems, the energy capacity E. Generalizing the usage in ref (1)

and (2), the system cost can then be expressed as:

cap B i Ak CA,k + ; Pp CP,Q + ; Fm CF.m + i Cr,n’ (%] (1V.19)




The area-based unit costs CA K apply to the array related subsystems, in-

cluding its installation and land costs. The power-based unit costs cp g
»

are connected with the power conditioning and other power handling equipment,
aléhough a part of the costs of the energy storage subsystems can also be
proportional to power, for instance through the charge or discharge rates.
The energy-based unit costs cE.m are concentrated in the storage subsystem.

The remaining costs, including the system—status sensors and the control logic,

represent the "fixed" costs, C

F,n
Using this expressionIV.19 for the capital costs in the energy cost
determinator eq. IV.16, and simultaneously extracting the iteratively constant

reduced load factor fLé' from the efficiency product I ny» yields the form:
i

N
A P E
X ———i « j_+ R :_—i C +.!‘... C }
" e 1 o=t At M BT Ay BEOAy B
Hpk 8760 - de N ’
1 g
i=1

[$ kwh ™Yyl (Iv.20)

It will be observed that, in general, for cvery index i in the sum,

only one of the unit cost factors ¢ .y Or C

A’ CP,i’ CE,] Fi will be unequal

to zero, An exception to this rule is known to exist in certain advanced
storage batteries whose price is based on a combination of energy and power
rating. Also, power conditioning subsystem groups may contain fixed cost sub-

systems, such as control elements.

In considering the quantity factors Ai’ P., ané E,, several possible
; ; 8¢
simplifications are immediately noticeable, First, all area based unit costs

are commonly related either to the array area or to the solar cell area. The
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latter is connected to the array area through the packing factor fpg< 1:

. . 2
Mg ™ fpg * App 3 ] (Iv.21)

Second, eq. IV,11 relates E; to PSy through the equivalent storage time, and
thus permits combined treatment of the second and third terms of eq. 1IV.20.
Third, the dimensioning of each subsystem i of power dependent cost in the

chain is determined by the system output specifications and the efficiencies

of the subsystems subsequent to i in the direction of energy flow, so that:

P, = —2— . [kW] (1Iv.22)

This permits expressing eq. IV.20, under use of eq. IV.6, IV.10, 1IV.11, IV.13a
and IV.21, and under application of the subscript Ce to the cell area based costs,

Ar to the array area based costs, as:

N . £ . )
P= 7 RN SO Pg " Ce,i SAr, i
H K 8760 - f;d N
i=1 pX ‘ mon,
f=1 =
f c (1 +¢ )
+ _._E.g....._._'_.-.. ...P_Li.,_._...__.-,;q..t.-". - 4 A C.. .
8760 - f N b F,i f 0
Ld ) 1.
I "y
o= i+l
-1
[$ kWh “y]  (1v,23)
where t%t { is zero or tqt' depending on the existence of an enerpy based
St, ¢ .

cost contribution in subsyvstem i. The fixed costs, shown in the third term
in the brackets of cq. IV,23, contribute to the energy costs independently of

the suhsystem's or the system's performance, They are also the only ones ex-
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hibiting any direct economics of scale,

The first term in the bracket of eq. IV.23 can be evaluated for the

impact of design options for an individual subsystem k in complete analogy

to eq. IV.17 to IV.18. The second term, however, requires a slightly different

Consequently, first order Taylor expansion of eq. IV.23 yields the total cost-

effectiveness criterion ATl

I for a design change of subsystem k:

treatment:
N ¢ k-1 ¢ c N c
’ »
3 (%ﬁ ): 5 (N—P-'—‘— ) + N—Pﬁ + 3 (ﬁb—‘——-) (1V.24)
i=l\ p ngf 1=l \pn, 1 g i=k+¢1 Y 11 Mg
£ = i+l £ = i+l R = k+l L= i+l

— =
T, r, i#kl Mfp* cCeLk) + /\cAr,k) Any 1 fo cesk ¥ CArik )
Ca, i#k M Ca, ifk
{- ]
[lep o (14 tg ] "
+ T . ——
P, i“k N Yik ()P
“py gk ) U/.:ng‘” Pacp
g=k+1 OOR Ua; I8
Liry
Cp y 1
NS 1. S =1
+ T e T i [$ kWh © y] (1v.25)
F, i#k
where:
N
r - S —— S, c +o. )
A, i#k " a7 ' N n i Pg Ce,i Ar,i’ °
pk 60+ f4 1 %
=] but i#k
|
| S kWh © y] (Iv.26a)




. fro pg (1 * g )
. ]
P, i<k " 8760 - £ o N .
% =i+l
and:
N
1 ) -1
pame ™ T, 7 Cp 3 STy
W
1=1
but 1i#k

k-1

o 15 W ly]  (1v.26b)

(IV.26c)

are the respective "investment per (unit energy per year)" ratios for all

subsystems, except subsystem k, with area based unit costs, combined; for all

subsystems preceding subsystem k in the chain, with power or energy based unit

costs, combined; and for all subsystems, except subsystcm k, with fixed sub-

system costs, combined. Correspondingly defined are the total subsystem in-

vestments:
N
= . o + ¢
Ca, ik T et eeay Y Car, 1)
i=1
but i#¥k
k=1 .
C = T “p,d a- tStL_i_) (s]
P, i<k N ;
i=1 1 ny
9= {41
and
N
S T R S 1Y
L]
i=1
but i¥k
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which represent the combined normalized costs of all subsystems, except sub-
system k, with area based unit costs; of all subsystems preceeding subsystem
k in the chaln, with power or enerpy based unit costs; and of all subsystems,
cxcept subsystem k, with fixed subsystem costs: respectively. Examples of the
u;;plication of eq. IV.25 are shown in the section entitled: "Examples of
Application of the Methodology."

1t is interesting to note that the three terms in the "cost effectiveness
criterion” AFk contain the "investment per (energy per year)" ratios for the
remainder of the system, multiplied by the difference between two terms which
are based on the relative cost change and the relative efficiency change,
respectively, 1t is to be noted, however, that the relative cost change
is based on the cost of the remainder of the svstem, while the relative
efficiency change is based on the efficiency of the subsystem under evaluation,
The expression "remainder of the system" refers here to the subsystems with
equally based unit costs, and, in the case of power or energy based unit costs,
only to the subsystems preceding in the chain the subsystem being evaluated,

For the "fixed cost subsystems', there is no efficiency influence.

1t may also be noted that the cost-effectiveness criterion (eq. 1v.25)

contains the terms

=

-1
’ ;< .o e w‘
A s T ey il 1§ dh oy

where the relative efficiency change of subsystem k can refer to a subsystem
of power based unit cost, but influence the cost-citectiveness through the
subsystems of area based cost structure, or vice versia. The latter, inverse
case is, however, not likely to occur as a subsyvstem of power based unit cost
is rarely followed by a unit area cost based subsvstem in the photovoltaic

power system chain.
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N
n 1

Eyg ™ Wi * Ay 8760 n{ [kWhy "] (1Iv.15)

14l pk A {=1

Introducing this expression together with ¢q,IV,12 into eq. IV.3 gives the

cnergy cost determinator ' in terms of subsystem cost and performance data, and

constants, only:

N

b2 C1
1 i=] -1
I = W 5765 N s 15 kWh Ty) (1v.16)
»k '}r '
{=l

Following the approach used by Redfield in his “cost/Watt optimization"

(2), the parameters of a sinyle subsystem or subsystem group k of interest can

be isolated in eq, 1IV.16:

k-1 N
< : + c
. PR 5. {
I = ! i=1 . "l_ck-‘-l .
Hpk . A 8760 k-1, \ N )
Ii "Ii . f . ! ni
i=] f=k+)
[$ kWh~ly] (Iv.17)
or: (
k v
Locy 1+ =<
. 1 . igk 1¢k -1
b T o760 — -y N/ [$ kim Ty] (IV.17a)
pk ' ni b
i#k



; , The expressions / and [ stand for the sum or product, respectively,
§ ' igk 1¥k

over all values of { from 1 to N, except for the value k. This form of T

permits the evaluation of various desipgn options for the same subsystem, or
group of subsystems, with differing costs and efficiencies, with respect to
their influence on the cost of the energy produced. Such an evaluation is
particularly eimple, if only Ck and nk are variables of the design options.

Then, a first order Taylor expansion yields:

AC C
Kk —k_ ,
T C, O+ == )y
Arep. & Afk o 16k [$kwhLy) (1v.18)
n ] n 9
K K

where Ack and An; are - nositive or negative ~ dilterences ‘ca’nst the bage
case in subsystem cost and efficiency, respectiv~lv, ubich re: iy from the
change in design of subsystem k. The coastant I in c¢q,IV.18 is the product of
the first two of the three terms on the right hand side of eq.1IV.17a. A negative

AT indicates a reduction in cnergy cost, and conscqu ntly a design improvement,

It is readily apparent from eq., IV.18 that cost reductions and efficiency

decreases counteract eich other.

The condition impcsed for the derivation of eq. 1V,.18, that only Cy and n'k
are variables of the desirn options, s in apparent conflict with several state-
ments made in the nrecedire discussion,  Thus, *' lond factor can be affected
by changes in the system efficiency, particularl: i, cianges in the storage

transfer factor Tor To make the evaluations tractable, it is practical to

'
1d

copstant and re-cvaluating it only after several changes in the efficiencies,

procecd iteratively by considering the reduced load factor f as temporarily

This procedure illuminates the need for the definition of a "reduced load factor"

v -1l



f{d according to eq. IV.13a which contains only second order effects of the
efficiencies and quasi-efficiencies, The iteration is frequently speeded
by reinforcing properties of the second order c¢ffects. For instance, efficiency

improvements tend, at constant ELd’ to result in increased load factors,

~

The condition for thg validity of eq.IV.18 further requires that Ck
and N gre independent of the designs of the other subsystems, and particularly
that the design choice of subsystem k does not influence costs and efficiencies
of the remaining subsystems. Thfs condition can, in principle, always be

fulfilled by judicious choice of the designation '"subsystem k", so that inter-

dependent parts of the system are inclhded in the same subsystem.,

A change in the efficiency of one subsystem affects, however, the system
as a whole, While the resulting change in output energy ELd is appropriately
accounted for in I' , one or more of the subsystems subrsequent to the changed
subsystem in the chain may now be over- or underdimensioned, and the load may
no longer be supplied as desired. This problem requires considering the system

of concern in somewhat more detail.

The majority of the functional subsystems of a photovoltaic solar energy
conversion system are basically modular and thus essentially without economics
of scale, at least within the range of concern in an individual design trade-
of f study., The costs of these subsystems can therefore be expressed as a unit
cost times a quantity factor. Such quantitv fartors are the array area AAr’
the power handling capacity P of some subhsystems, and, for some energy storage

related subsystems, the energy capacity E. Generalizing the usage in ref (1)

and (2), the system cost can then be expressed as:

cap B i Ak CA,k + ; Pp CP,Q + ; Fm CF.m + i Cr,n’ (%] (1V.19)




The area-based unit costs CA K apply to the array related subsystems, in-

cluding its installation and land costs. The power-based unit costs cp g
»

are connected with the power conditioning and other power handling equipment,
aléhough a part of the costs of the energy storage subsystems can also be
proportional to power, for instance through the charge or discharge rates.
The energy-based unit costs cE.m are concentrated in the storage subsystem.

The remaining costs, including the system—status sensors and the control logic,

represent the "fixed" costs, C

F,n
Using this expressionIV.19 for the capital costs in the energy cost
determinator eq. IV.16, and simultaneously extracting the iteratively constant

reduced load factor fLé' from the efficiency product I ny» yields the form:
i

N
A P E
X ———i « j_+ R :_—i C +.!‘... C }
" e 1 o=t At M BT Ay BEOAy B
Hpk 8760 - de N ’
1 g
i=1

[$ kwh ™Yyl (Iv.20)

It will be observed that, in general, for cvery index i in the sum,

only one of the unit cost factors ¢ .y Or C

A’ CP,i’ CE,] Fi will be unequal

to zero, An exception to this rule is known to exist in certain advanced
storage batteries whose price is based on a combination of energy and power
rating. Also, power conditioning subsystem groups may contain fixed cost sub-

systems, such as control elements.

In considering the quantity factors Ai’ P., ané E,, several possible
; ; 8¢
simplifications are immediately noticeable, First, all area based unit costs

are commonly related either to the array area or to the solar cell area. The
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latter is connected to the array area through the packing factor fpg< 1:

[m2] (1v.21)

d
1
[ ]
>

Second, eq. IV,11 relates E; to PS through the equivalent storage time, and

y
thus permits combined treatment of the second and third terms of eq. 1IV.20.

Third, the dimensioning of each subsystem i of power dependent cost in the
chain is determined by the system output specifications and the efficiencies

of the subsystems subsequent to i in the direction of energy flow, so that:

P, = —2— . [kW] (1Iv.22)

This permits expressing eq. IV.20, under use of eq. IV.6, IV.10, 1IV.11, IV.13a

and IV.21, and under application of the subscript Ce to the cell area based costs,

Ar to the array area based costs, as:

N -
. + ¢ \
P= 7 RN SO _f.P_g._ _S_Le_,_i SAr, i
H K 8760 - f;d
i=1 Pk ’ T n
2
=1
f c (1 +¢ )
+ _._E.g....._..'_.-.. ...P_Li.‘_._...__.-,_q..t.-". - 4 S C., .
8760 « f N b F,i [0
Ld ) 1.
I "y
o= i+4]
-1
[$ kWh “y]  (1v,23)
where t%t { is zero or tqt' depending on the existence of an enerpy based
St, § .

cost contribution in subsyvstem i. The fixed costs, shown in the third term
in the brackets of cq. IV,23, contribute to the energy costs independently of

the suhsystem's or the system's performance, They are also the only ones ex-
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hibiting any direct economics of scale,

The first term in the bracket of eq. IV.23 can be evaluated for the
impact of design options for an individual subsystem k in complete analogy

to eq. IV.17 to IV.18. The second term, however, requires a slightly different

treatment:
N ¢ k-1 ¢ c N c
'
: (__u)” (N_m.) bRk, (ﬁz,_x__) (1v.2)
i=l\ p ngf =1 gy L) i=k+¢1 Y 11 Mg
£ = i+l £ = i4] R = k+l L= i+l

Consequently, first order Taylor expansion of eq. IV.23 yields the total cost-

effectiveness criterion A, for a design change of subsystem k:

k
— =
T AMF s e )+ Ae,. ) An foe o, +oec
AFk rA,i#k l Aggt Ce,k Ar,k k (1 + _ngffjk Ar,k )
A, lfk k IA: ifk
{_ i
/[(‘P’k (1 + tSt)i)] UM
+ Ty — -
P, i“k N f
¢ i n k ()’;’]G[\,
‘pe ek ° g U 1,(*4 P PAGP
¢=k+1 )OR JA T 4 IS
LIy
IC
F,k -1
+ I y [$ kWh v (1v.25)
Fo ik Cpoigy
where:
M
r = S (f ¢ + )
A, itk v N ) Pg Ce,i Ar,i” °
Mo @ 8760 « € i1 g i=]
IS but i#k
. w =1
[ S kWh © y] (1v.26a)
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k-1

f cp,1 (1 +¢

)

Po - St,i -1
T = e v L 2 y [$ kwh YI (IV.265)
P, i<k 8760 de =1 # ng

g =i+l
and:

N

r = L 5 o . (swmlyl (1V.26¢)
Foidk  E F,i ° - £0c
1=21
but 1i#k

are the respective "investment per (unit energy per year)" ratios for all
subsystems, except subsystem k, with area based unit costs, combined; for all
subsystems preceding subsystem k in the chain, with power or energy based unit
costs, combined; and for all subsystems, except subsystem k, with fixed sub-

system costs, combined. Correspondingly defined are the total subsystem in-

vestments:
N
CA, 4k = % (ng " Cee,d + CAr,i)i [$] (IvV.27a)
i=1
bhut i#k
* cpg (L ¥tg
= 2 2% .
Cp, 1<k L T i (8] (IV.27b)
i=1 n ny
g= 141
and
N .
CF,oaek T ¢ Oy s ($] (Iv.27¢)
i=1
but ik
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which represent the combined normalized costs of all subsystems, except sub-
system k, with area based unit costs; of all subsystems preceeding subsystem
k in the chaln, with power or enerpy based unit costs; and of all subsystems,
except subsystem k, with fixed subsystem costs: respectively. Examples of the
uéplication of eq. IV.25 are shown in the section entitled: "Examples of
Apélication of the Methodology."

1t is interesting to note that the three terms in the "cost effectiveness
criterion" Ark contain the "investment per (energy per year)" ratios for the
remainder of the system, multiplied by the difference between two terms which
are based on the relative cost change and the relative efficiency change,
respectively, 1t is to be noted, however, that the relative cost change

is based on the cost of the remainder of the svstem, while the relative

efficiency change is based on the efficiency of the subsystem under evaluation,

' refers here to the subsystems with

The expression "remainder of the system'
equally based unit costs, and, in the case of power or energy based unit costs,
only to the subsystems preceding in the chain the subsystem being evaluated,

For the "fixed cost subsystems', there is no efficiency influence.

It may also be noted that the cost-effectiveness criterion (eq. IV,25)

contains the terms

Moy

AT (
g

L}
]

-1
+7 Foaeee 15 W
T I N 15 kuh Tyl

where the relative efficiency change of subsystem k can refer to a subsystem
of power based unit cost, but influence the cust-cltectiveness through the
subsystems of area based cost structure, or vive versa. The latter, inverse
case is, however, not likelv to occur as a subsyvstem of power based unit cost
is rarely followed by a unit area cost based subsvstem in the photovoltaic

power system chain.
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The "cost effectiveness criterion" Ark permits the evaluation of various
subsystem design options both with respect to their benefit (or harm) in
comparison to a baselire design, through the sign of Afk, and with respect
to the relative merits of the different options, through the magnitude of AFk.

"Optimizations", that is a search for Ark = 0 as discussed in ref. (2), will,
with very few exceptions, not be possible, since the relationships between
cost and performance are usually not available in functional form and, more-~
over, seem always to be limited by the contemporary, and often rapidly changing
status of technology. '"Relative evaluations', as discussed here, applied to

specific subsystem design options, are, however, readily performed.

The method is casy to apply, since for the subsystem to be evaluated,
only the cost and performance differences against a baseline design have to be
known, and since the other needed inputs involve only a few summary data on the
remainder of the system, While it may be, in some cases, difficult to obtain
exact data for the remainder of the system, intelligent estimates will frequently
suffice, When such estimates are used for the cost of the remainder of the
system, error estimates should be made, as mis-estimation of the cost could
shift the relative impact of the competing terms involving the subsystem cost -

and efficiency - changes.

4. Evaluation of Cost-Effectiveness of Manufacturing Process Options

While many of the subsvstems in a photovoltaic solar energy system are
assembled of standard components by common methods, the solar cells, their
asgsembly into arrays, and at a later time perhaps also the energy storage
device, are specially manufactured items which represent a significant part
of the total system cost. Since producing these devices with their highest

possible performance at the lowest price is the fundamental condition for

v -18
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success in large scale introduction of photovoltaic solar energy systems,
comparative evaluations of the various available options for each step of
the manufacturing process sequence need to be performed. A methodology very
simila: to that outlined for evaluation of the subsystem design options can

be applied for this purpose.

Evaluation methodologies for the solar cell and the module manufacturing

processes are of greatest current interest. Both of these "subsystems" have

-an area based unit cost structure, and can therefore be treated by the same

approach. The quantity to be reduced as far as possible is the "investment
per (unit energy per year)" T' (eq. IV.23) which can be expressed as the sum

of various sub-gammas for the different subsystems:

. . -1
Pe I (T, g+ Tp g+ Tp )i [$kny) (Iv.28)

where that for the subsystems of area based unit costs has the form:

(f C + ¢ )
- 1 Pg Ce,i Avr, i . -1
rA.i H, + 8760 ¢ f! N i [$ kWh © y]  (1v.29)
Pk Ld . n
il s
g=l

As the solar cells and the modules are among the first subsystems in the chain,
and are not preceded by power based subsystems, only the FA i terms need to

*
be considered for an evaluation of the manufacturing processes for one of these

two subsystems, Thus, for the solar cells as subsystem k, it is:

f
- .1.. P R CCE k
Tam Tay e * b
3 Hpk « 8760 « [ Ld . K

g=1 "y

but 2#k
[$ kWh-1 yl
(Iv.30)
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using eq, IV.26a for simplification. The product in the parenthesis of tie

first term is independent of subsystem k.

The fabrication process sequence for subsystem k, the solar cells, shall

be composed of P process steps, with the individual step p costing ¢ n

Ce,k,p ©
the basis of unit area of good work-in-process (partly processed solar cells)
leaving the process station, The subsystem cost CCe,k’ however, is based on

the area of the finished, good cells leaving the end of the solar cell production
line. Since each process step is afflicted with a certain yield yp, the amount
of solar cell area to be processed through step p has to be increased above the

finished cell area to make up for the yield losses of the subsequent process

steps. Consequently, the unit cell area cost of the subsystem k can be expressed

o4
Cooy = T MR [sad (1v.31)

=l Ty,
f=p+1

(3)

For solar cells, it has been long-standing practice to calculate an ideal-
ized, theoretical "limit efficiency" nk.Lim and to gauge the success in
design and fabrication of the "real" solar cclls ty determining the various
"oss factors" ¢ which describe the degree of approach to ideality for the

identified,efficiency influencing parameters. In variation of this practice,

Redfield (2) assigned a loss factor to each of the process steps to facilitate

his "cost/Watt" evaluation., Adapting this practice, the efficiency of the subsystem

k can be expressed as a limit efficiency times a product of loss factors.

"™ "k, Lim K,p * (1v.32)
p=1
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Each of the loss factors @k p is attributed to a step in the serial sequence
L]

of process steps, and it expresscs, by belnp normally Tess than unity, the

degree to which the individual process step causes the subsystem performance

to deviate from ideality. Different competing process options can usually be

expected to cause different degrees of deviation from ideality. While for
solar cells, a limit efficiency near 0.25 is usually discussed, for the module

or panel assembly, a limit efficiency of unity will be practical to assume.

Making use of eq, IV,27a, 1IV.29, 1IV.31, and 1V.32 permits expressing eq. IV.30

in a form more conducive to derivation of the cost-effectiveness criterion:

(r N ) f, P ¢
[ = A ddk Tk 11 1+ _lg . Ce,k,p
4 14 ; hep  Kom LY S 7
paim p=1 14 p Japtl

but p¥n

]B [ ¥ C
Gmn‘?%‘ + Ce,kyn + 1 T /_(.:?.L]ia.ﬂ .0 k\w’h”l vl (1v.33)
R QU P Y, \ P '
af P00 oy, "o Vo,
i=n+l fep+l
but p#n

In this form, the thrce characteristic attributes ¢k.n’Yn' and e ‘e kon
of process step n which is the step to be cvaluated, have bheen isolated,

Applying again a first order Taylor expansion to the investment per (enerpy
per year) ratio, this time based on eq. IV.28 and IV.33, yields the cost
effectiveness criterion /I for the individual solar cell manufacturing

process step n :

M = ¢ . /4 Ay
A = T, 18k T_B._...__ng.‘.&:n - _v,_g LL“ k,VPn
PSR AL I
f,'..gn,;_l c>=n+]

1o f C -
- "’.‘..“k“""‘ r] + C‘.’L__‘.c.&] ; [5kwh 0 (1v.34)
"Kyn A, ¥k
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where FA' 16k and CA, 1hk are used as hefore (eq, IV.2la and IV.27a), and where:

ne-l
E
¢ = Ce,k -2
Ceykywpn ™ 1 CoalaP ;g o7t (1v.35)
Y
lap+l

expresses the fully yielded cost of the work=in-proceas required as input for
step n in order to fabricate a unit area of output work-in-process from

P
this step. The factor [l y. is the product of the yields of the process steps

P

subsequent to step n. ;:: inverse of this product gives the area of work-:u-
process to be processed through step n in order to obtain a unit area of fin-
ished product (subsystem k). The application of eq.IV,34 is demonstrated on
hand of an example in the next section.

Similar to the subsystem cost-effectiveness criterion Ark. the manufacturing
process cost-effectiveness criterion Ark'" is the product of a variable
factor and the "investment per (energy per vear)" ratio for the remainder of
the system, in this case, however, limited to the part of the system which is

based on unit area costs. The variable factor contains three terms, The first

describes the influence of the difference in cost /o

Coyk,on of the subject

process options against the baselinc case, or against another option, taken
relative to the total cost of all other subsystems of unit area bhased cost,

The impact of this relative cost diff rence is magniticd by the inverse of

the product of the yields of all process steps which follow the step under
evaluation (n) In the process sequence up to the [inished subsystem k., The
second term describes the fmpact of the relative change in the yleld of process
step n which would be incurred by switching to the option heing evaluated,

This relative yield change is multiplied by the cost of the Input workejn-
process to step n, divided by the tatal cost of all other subsystems of unit
area based costs, Again, the impact of this term {5 increased thr&uuh

the yields of all subsequent process steps. The third toerm finally is principally

IV - 22
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the relative solar cell efficicncy change resulting from introduction of

the subject process option. The impact of this relative efficiency change
i{s raised above unity by the ratio of the cost (per unit area) of the subsystem

considered to the sum of the unit area costs ot all other subaystems of areca

based cost structure,

Examination of eq. IV.34 shows that the knowledge of the "investment per
(energy per year)" ratio for the remainder of the system is not needed for
comparative evaluation of different process options, as this ratio is a
constant factor in the cost-effectiveness criterion, This leaves only four
data required as constant inputs for the evaluation: the cost of the input

work-in-process; the cost of the finished subsvstem; the total cost of the

remaining subsystems of area hased costs; and the product of the yields of
the subsequent process steps., The variable inputs are the relative changes in
the three key attributes of the option for the process step to be evaluated:
cost, yield, and efficiency cortribution. Since exact data for the four
constant inputs may be difficult to obtain, intelligent estimates will some-
times be substituted, This procedure appears, at first look, appropriate as
these quantities form constant multipliers, However, this approach has to be
applied with caution since significant mis-estimation could shift the relative
impacts of the cost, yield, and efficiency terms. Thiscaution will be necessary in
the common cases, where the cost of the finished subnystem under evaluation is
small compared to the total cost of the remaininy subsystems of area based
cosL, 80 that the multiplier on the relative efficicncy change would not be
large compared to unity.

1t i8 clear, that the method outlined here for the solar cell manufacturine
process, and expressed in eq, IV.34, applies equally well to the array assembly
processes, except for the omission of the packing factor fp? in that case, and

'y

the replacement of the subscript Ce by subscript Ar,
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S. Examples of .\pplications of the Methodology
Two examples will demonstrate the uapplication of eq. IV,25 in evaluation

of dif ferent design options for subsystem k.

The subsystem under consideration shall be the solar cell. The base case
is a cell with a éonveroion efficiency of 17.5% on the basis of the solar cell

area, The following relevant data for the base case are known:

Table 1IV.1
Item Symbd. !l Data Units Basic
1. ] Solar cell price e 61,38 $/m2 cell area
Ce,k
2. ] Packing factor ng 0.90 - -—
Solar cell price Ak 55.24 S/m2 module area
| ]
3. | Module assembly 2
add-on price CA.k+1 23,50 $/m module area
4. ] Foundation, array
assembly, installation, 2
etc, add-on price c 50,00 $/m module area
A, k+2
S. | Total area based costs CA 128.74 S/m2 module area
6.| Total area based cocts 2
except for subsystem k cA 1k 73.50 $/m module area
7.] Module efticiency ;“ 15.75 7 module area

{
Problem 1.

A process is anticipated by which the ¢fifciency of the solar cells
ctould be raised to 20X. How much more could the solar cells cost to pro-

vide an at least equally cost-effective system?
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Answer:

a) Since the subsystem of concern is of area based costa only, the

second and third terms of eq. IV.25 are zero.

b) The subsystem k contains only cell-area hased costs, designatad by
subscript Ce, and no array-area based costs, designated by sub-

s2ripts Ar. Thus:

¢) Since the packing {actor ng does not change with the change of

cell efficiency:

AT c Y = fo oL

Pg = “Ce,k Pg " “Ce.k’
In this case, also, It i{s immaterial cither module e¢fficiences or

cell efficiencies are used, as they are related through a constant

proportionality factor.

d) Wanted is knowledge of Acre K for

AIk

.
o = 0.

T, 19k

Transfo:ming eq. IV.25, after applying points a) to c) above; yields

then:

AY} C
ok Ak
Aece,x n, ( f;g k) (1v.36)
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e) The efficiency difference Ank going from the base case to the
new subsystem option is 2.5%. All other numbers entering into

the relationship given in point d) relate to the base case. Thus:

< 40,025 ,73.50 .
Ce,k = 0.175 ¢ + 61.38)

0.9

s+ 20.44 $/m2 cell area.

A 14% cel. cfficiency increase thus justifies a 33% cell cost increase
for equal energy cost effectiveness, and any lower cost increase

yields a more cost-effective system.

The maximum price is thus:

Base price: 61.38 $/m2 cell area

Maximum increase + 20.44 $/m2 cell area
81.82 $/m cell area

Apply £, = 0.90:  73.64 $/m? module area

Module add-on cost: 23.50 S/m2 module area
Module cost 97.14 $/m? module area

At 180 ka/m2 output, this corresponds to 0.54 s/wpk.

Problem 2

In lieu of Czochralski grown wafers ar.umed to be used in the base case
given above, the use of ribbon silicon is anticipated, resulting in a reduced
cell efficiency of 147%, but an increased packing factor of 0.92. How much
lower would the cell cost have to be to pruvide an at least equally cost

effective system?
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Answer: q

a) Points a) and b) of answer 1 still apply. ‘%%zgtc‘e'
O Cp
b) As the packing factor changes, 4’
bEpy * Cce, i) T fpg Bce,k T Sce,k * Apg

will have to be used.

¢) Because of the change of packing factor, and since the energy

cost determination is ultimately based on the array (c¢r module)

é

area related costs and efficiencies, the evaluation will have to
use these latter efficiencies. For the base case, the module
efficiency was 15.75%. For the option, it is 14-0.92 = 12.88%.

Thus, Ank = 2.87%.

d) Under consideration of points 2a) and 2b) above, and solving

for

AFk

o,
FA,i#k

as in Answer 1, eq. (25) transforms into:

An C, . £
< Uk [TA,ifk p
= K [_H,1TK S ] .
Aok = ( £ t Cee,k ) f “Ce,k * (1v.37)
k Pg Pg

e) ‘Tthe difference in packing factor is +0.02, compared to the base
case. Outside of the efficiency dificrence, only data from the
base case are needed:

-0.028/ /3,50 .02, 6l . sH

( +- (;I.QH)

Mook T 0Tous 0.9 0.9
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AcCe.k = - 26,07 - 1.36 = - 27.43 $/m2 cell area
The maximum cell price for equal cost effectiveness is thus:

61.38 S/m2 cell area

-27.43 $/m2 cell area
33.95 $/m? cell area

.

and the corresponding module price:
Cells: 33.95 $/m> + 0.92 = 31.23 $/m? module area

Module add-on cost +23,50 $/m2 module area
54.73 $/m2 module area

At 128.8 wpk/m2 output, this corresponds to so.azs/wpk for the

module.

Checks to Problems 1 and 2:

Try 100 kwp system:

k
Base case:
5 .. c 2 _ \ 2
Area needed: 107 W : 157.5 W . /m4 = 632.9 m
pk pk
Module price: 0.50 S/Wpk -+ 50,000 $

Installation etc.: 50 $/m > 31,645 $
Total 81,645 $

Option 1:

Module efficiency: 187

2]
Area needed: 105 W, : 180 W /m" = 555.6 m2
pk pk
Module price 0.54 S/Wpk 54,000 $
Tnstalltion cost etc. 50 $/m’ > 27,780 $
81,780 §
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Option 2:
Module efficiency 12,487
5 . 2 2
Area needed: 107 W, ¢ 128.8W /m" = 776.4 m
pk pk

Module price: 0.425 S/Wpk » 42,500 $

Installation cost etc. $50/m2 38,820 $
81,320 §

Problem 3

A process sequence for solar cell fabrication has been proposed by
Motorola for 1986, which includes two diffusions for pn-junction and BSF
layer formation. Starting with a texture-etched, cleaned wafer, a total
of 5 process steps (spin-on silica front; BCly diffusion; spin-on silica
back, PH3 diffusion; strip oxide both surfaces) ‘s needed to produce a clean

wafer ready for the next process step (AR coating).

RCA has proposed a completely different process sequence for cell
fabrication for 1986 which includes ion implantation for both pn-junction
and BSF layer formation. The conditions of the wafer before and after the
2-step process (ion-implantation, activation anneal) are equivalent to those
before and after the 5-step Motorola diffusion process, except for possible
differences in efficiency resulting from the two processes. Since the
Motorola overall process sequence seems to be the less costly one, it will
be used as the base case. Thus, in lieu of the diffusion process, ion im-

plantation could be inserted into the base case process sequence.

Question:

One would like to know the relative cost cifectiveness of the 2 competing

process options for pn-juuction amd BSF laver formation.
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Answver:

The costs and yields for the 2 process options are known, as well as
the costs and yields for all the other solar cell manufacturing process steps
in the base case. The cost data from the 2 companies have been normalized
to the same economic base through application of the SAMICS standardized
cost structure. No information is, however, aviailable on the efficiency
contributions of the 2 options. The evaluation will therefore be carried
out by determining the efficiency difference which would make the 2 options

equally cost-effective. Equation IV.34 is therefore to be solved for

A¢k n AFk
—3—4— for the case —T—lﬂ- = 0, yielding:
k,n k,n
ﬁfﬁdﬁ = [kc - QZE c :] . ng
¢k,n Ce,k,n yn Ce,k,Wpn ( P

c Ty
Atk fpg Ce,k) gm by

(1v.38)

The information displayed in Table IV.2 is available for the base process:
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Table IV.2 contains all the information needed for solving eq. IV.38, which

is summarized in Table IV.3.

Table 1IV.3
T T
From Table II Base
Column Line Case Option
F=f 1&: == ———
cCe,k,n 5 10 9.40 | -——
5 7a - 9.86
]
AcCe,k,n - - - ' +0.46
_q
1
6 6a - | 0.980
Bon — -- - I +0.022
}
CCe,k 8 - 73,95 | —
|
5 43,41 -—
“Ce,k,WPn (divided by yielé l
shown in column 6,
Line 6)
P 6 10 0.905 | —
1 YQ |
L=n+1
CA,i#k from Probl. 1 73.50 | _—
|
fP from Probl. 1 0.90 ‘ ——
g
|
Thus:
Miyn [0.46 - 22022 4y 4y o o 0.9
¢k,n 0.958 (73.5 + 0.9 * 73.95) .0.905
= - 0.0038
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Result:

The RCA ion implantation process option thus could have an efficiency
contribution 0.4X lower than that of the Motorola diffusion option, to
achieve equal cost effectiveness in energy generatioh. The ion implantation
process would thus, at equal efficiency contributions, be very slightly more
cost-effective than the diffusion option, but the difference is so small

that the two options really ought to be considered as equivalent.

It may also be noted that experimental results obtained at various
laboratories indicate that the expectacion of equal efficiency contributions
from the two process options considered is justified. Thus, the result of

economic equivalence of the two particular options analyzed is realistic,

as far as the projections to 1986 for the various cost contributions and yields

can be considered realistic.

Check:

Since the efficiency contributions are considered egual for the two
competing processes, the check can be performed on the cost and yield basis

alone,
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Table 1V.4

Base Case Option Unics

| —

Input work in process
on unit area basis 41,59

41.59 $/m

Yield in process step 95.8 98.0 4
Needed input work-in-process w
for unit output work-in-

process 1.044 1.02 n/m

Cost of input work-in-
| process 43,41 42,44 $/m

Cost of process step per

unit output work-in-process ll 9.44 9.86 $/m

T
I
T
|
|
I
|
e | T
|
|
I
'lsz.so $/m’

Cost of output work-in—proceujl 52.85

The option output work-in-process is thus 1% less costly. With its 0.42
lower permitted efficiency contribution, it becomes equivalent at the sys-
tem level. At exact efficiency equality, it would be the (slightly) pre-

ferable process.
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A quantitative comparative evaluation Is frequently needed of the different

0,
OpR,GWQ
R

6. Conclusions , }%R)

design options for a particular subsystem in a photovoltaic solar energy con-
version system, or of the differcent options for a process step in the manu-
facturing process sequence for such a subsystem, Such an evaluation has to be
functional, which means, based on the cost of the clectrical energy produced

by such a system,

1t is seen that such evaluations can be rather easily performed on the basis
of knowledge of the quantitative differences of the key attributes of the
particular ortion under consideration for a subsvstem or a process step against
the attributes of a baseline case or of a diffcrent option, The key attributes
are cost and efficiency for the subsystem, assuminp relfability and service life
to be comparable, and cost, yield, and efficiency contribution for the process
step. The other needed inputs are relatively few and of a rather fundamental
nature, such as the investment nceded for the whole system per unit of enerpy
delivered annually; thoe total ccst of the system coxclusive of the subsystem
being evaluated; or the cost of the input work-in-process to the particular
process step being evaluated. In many instances, adequate evaluations can be

performed by substituting estimated values for real data of these quantities.

It is also noteworthy that, particularly for the manufacturing process
step evaluation, an analysis on the "cost per peak Watt" basis will often be
adequate as a first order approximation, since the load factor which is the
principal variable in the conversion to the "cost per kWh delivered" basis, is

affected by the evaluation variables only through second order influences,
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V. Energy Analysis

1. Introduction

Energy consumption and corresponding payback times were
reviewed for the current production process and for pro-
cesses which may be used on manufacturing lines in 1982
and 1986. For a proper assessment of the payback times,
the entire manufacturing process sequence from the mining of the
ore, in this case guartzite, and its reduction to Si, up to
the completion of the system, fully installed and ready for
operation, should be analyzed. So far, we have only accumulated
energy data up through module manufacture. Even for this part of
the process sequence, we have so far periorned only cdetailed energy
analyses for those processes for which we have completed thourough
technology «&nd cost studies. These processes include the
sio, reduction in the arc furnace, Cz crystal pulling, slicing,
junction formation, and the energy content of encapsulation
materials. For the remaining parts of the process sequence, we
have inserted data from other studies, such as Iles' 1974 com-
pilation of the solar cell plant energy consumption(l), and
Bickler's design data for a $2/W(pk) and a $0.SO/W(pk)(3) Straw=-

man process.

These energy consumption studies are summarized into
two quantities of interest for energy source svstems: 1.
the total energy consumed in creating the energy source, and
2. the relation of this "invested" energy to the useful energy
output of the system which, for solar energy utilization sys-
tems, is often called the “"payback time". While the former
is a reasonably well defined quantity, which depends primarily
on the methods used for creating the cnerqgy source, the pay-
back time depends also on the use of the system and is
thus less uniguely defined.

V-1



2. Energy Payback Times

To calculate payback times for photovoltaic systems,
the annual energy output of a unit module area must be known.
This power output, for photovoltaic systems, is
dependent upon the encapsulated cell efficiency, the module
packing factor, the solar insolation, the efficiency of
the power conditioning and storage subsystems and the mismatch
of the energy availability and demand statistics. This list of
dependencies makes it clear that the output of the module will vary
according toclimate at the locality of installation, and to the indi-

vidual load to be satisfied. The factors of influence on the useful

system output, outside of the cell efficiency, are combined into
the "capacity factor". As a reasonably representative, not

too optimistic value for this capacity factor, the numter 0.11
has been used, in consequence of the results of several system
studies.(4) The capacity factor is essentially independent

of the solar cell or module manufacturing process. Consequently,
the energy payback time is only partly a function

of the energy consumption for the solar module fabrication pro-
cess, since the other system parameters strongly influence

its absolute magnitude. In the calculations of energy pay-

back times, encapsulated cell efficiencies nof 11.5% and
15% were employed for 1978 and 1982 and for 1986, regpectively,

assuming the use o! FEFG ribbons, of 12v. 70 obtain the

energy payback times, the annual module output was calculated
as E = n x 8766 x 0.1lxHpg, Hpk being the standardized peak

solar irradiance, used as lkW(pk)/m2. 9he factor 0.1l repre-

sents the "capacity factor".
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Thus, annual energy outputs from a sguare meter of solar cells
of 110. 9, 144.6, and 115.7 kWh/m.y are obtained for 1978,

1982, and 1986 respectively.

It is also to be observed that, since the energy recovery
from solar cells is in the form of electrical energy, it is
appropriate to convert those energy expenditures which occur
in the form of heat of combustion, to equivalent electrical
energy by applying the average efficieacy of 0.30 experienced
by the electric utilities in the conversion from heat of
combus.ici of fuels to electric power delivered to the con-

sumer(s ).




3. Energy Consumption in Photovoltaic Solar Array

Manufacturing Process Sequences

3.1 Data Sources.

The major sources of information for this energy analysis
were data accumulated from LSA project reports and industry .
interviews. The eneray consumed through materials, both
direct and indirect materials, was obtained by converting
the material consumption to energy units through multi-
plication with the material energy contents shown in Table V-1.
Where specific information to the contrary was not available, the material
energy values were assumed to be in the form of thermal energy. The
equipment costs, were converted to energy units expressed on the
oasis of unit cell area of throughput, by assuming a lifetime
of seven years, and an energy content of the equipment which corres-
ponds in value to 2% of the equipment cost.(6) This energy cost
has then been converted to a thermal energy using an energy
price of $0.003/kwh(th) (7). Finally, the general energy
usage for operating the facility was derived from the machine floor
area by using the annual SAMICS utility cost of $3. 74/ft2 (8) and assu-
ming that all of this "indirect" energy, since it i's used primarily for
lighting, air conditioning, and ventilating, in view of the
high heat load in the building, is in the form of electricity

(8)

at a cost of $0.0319/kWh The conversion factors for

the equipment and facility energies thus become 0.9523 kWwh(th)/Sy

and 1262 kWh/mly. respectively.
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Table §/-1

Energy Contents 6f Selected Materials

Convenient Units
Material Original Units (Thermal kWh's) | Reference
1. Acetic acid 3.28 1b ¢f hi-press. | 3,18 kWwh/g 1
steam >lu-
0.07 Lh(e?)/1b
2. Alusinum (A1) $20x106 kWh(th) /ton | 0.17 kih/g 2
3. Amonia gas (NH,) 8.05x10° Btuf1b 0.00534 kvh/g 3
4, Ammonium Hydroxide - 1.32 kwh/2 4
302 (NH,O0H)
S. Argon gas 1,100 Btu/1b 1.27x10"2 wm/t s
6. Butyl acetate 4.32 1b of low-press.| 3.21 kwh/g 6
B steam plus
0.082 kWh(el)/1b
7. Copper (Cu) 16.2x10% Btu/ton 5.23 kWh/g 7
8. Evergy for exhaustingl o 46 kW/1000 £t /min] 2.56x10°> kWh/ 8
waste fumes without 1000 ft3
scrubbing. 3
9, PFreon-14 gas (CF‘) - 2x10 7 kWh/ 9
10. Hydrogen gas 43,300 Btu/1b 2.51x10" ) Kh/%
11. HF (48%) 7,000 Btu/1b 5.22 kWh/f 5
12. Nitrogen (1liquid) ©1,330 Btu/lb 0.69 Kwh/%. 5
13. Nitrogen (gas from - 1.46x10°> kWh/2 10
11quid)
14. Nitric Acid 14,500 Btu/1b 13.12 kWh/% 5
(ENO,, 67%)
15. Oxygen gas (02) 830 Bru/lb 7.66 kWh/9 S
16. Phosphorus (solid) 23,790 Btu/lb 1.54x10"2 wwh/g 5
17. Phosphine gas (Pﬂ3) - 0.18 kwh/% 11
18. Phosphorous
oxychloride (POCL,) - 0.14 Wh/g 12
19. Plating resist 8,000 Btu/1b 5.20 kWh/2L 13
20. Stlver 1260x10% Bu/ton 0.406 k¥h/g s !
}
21, Sodium Hydroxide by-product 0 s "
{NaoOH)
22. Toluene 0.05 1b of low-press.| 0.0349 kWh/mf 14
steam plus
0.025 kwh(ef)/1b
23, Vacuuz pump 3,000 kwh(th)/ 18.87 kuh/f 15
oil barrel
24, Wax 2,000 kith/barrel 1.3x1072 wwm/g 16




References for Table V-1

l. Assumed to be the same as that of acetone, which was
taken from "Battelle Columbus Laboratories, Draft Target
and Support Document for Developing a Maximum Energy
Efficient Improvement Target for SIC 28, Federal Energy
Administration, Washington, DC (1976).

2. J.T. Reding and B.P. Shepherd, "Energy Consumption,
Report EPA-G50/2-75-032b, US Environmental Protection
Agency, Washington, DC (4/75).

3. Federal Energy Administration, “"Project Independence
Blueprint," Vol. 3, Federal Energy Administration,
Washington, DC (1974).

4. Calculated from the energy content for NH3 and using
a density of 0.824 g/mf¢ for the NH4Gd solution.

5. Battelle Columbus Laboratories, "Draft Target and Support
Document for Developing a Maximum Energy Efficient
Improvement Target for SIC 28, Federal Energy Administra-
tion, Washington, DC (1976).

6. Assumed to be the same as that of butyl alcohol, as giwen in Ref."5.

7. H.W. Lownie, et al (Battelle Columbus Laboratories),
"Draft Target Report on Development and Establishment of
Energy Efficiency Improvement Targets for Primary Metal
Industries,"” Federal Energy Administration, Washington,
DC (9/76).

8. M.5G. Coleman, et al., Motorola Final Report, DOE ,JPL-
954847-78/4, 183(11/78).

9. Estimated as approximately 50% more than the average
energy content of cammercial gases, As givan in Ref. 5.

10. Calculated from the energy contcnt for LN, assuming
480 % of gas can be obtained from 1% of LNj.

11. Estimated as twice the energy content for P(s) plus
3/2H,(g).

12. Estimated as twice the energy content of P(s), plus %Oz(g),
plus %Clz(gL The energy content of Clp was

taken from ref. 5.

13. Assumed to be the same as that of wood rosin, as given in Ref, 5.

14. Taken as that of benzene, as given in ref, 5.




15.

16.

Taken as approximately twice the energy content of mid-
dle oil distillates.

From M. Sittig, Practical Techniques for 8aving Energy
in the Chemical Petroleum and Metals Industries,

Noyes Data Corporation, Park Ridge, NJ (1977), and
using a density of 0.97 g/ml for the wax.
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1. Introduction

Energy consumption and corresponding payback times were
reviewed for the current production process and for pro-
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two quantities of interest for energy source svstems: 1.
the total energy consumed in creating the energy source, and
2. the relation of this "invested" energy to the useful energy
output of the system which, for solar energy utilization sys-
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2. Energy Payback Times

To calculate payback times for photovoltaic systems,
the annual energy output of a unit module area must be known.
This power output, for photovoltaic systems, is
dependent upon the encapsulated cell efficiency, the module
packing factor, the solar insolation, the efficiency of
the power conditioning and storage subsystems and the mismatch
of the energy availability and demand statistics. This list of
dependencies makes it clear that the output of the module will vary
according toclimate at the locality of installation, and to the indi-

vidual load to be satisfied. The factors of influence on the useful

system output, outside of the cell efficiency, are combined into
the "capacity factor". As a reasonably representative, not

too optimistic value for this capacity factor, the numter 0.11
has been used, in consequence of the results of several system
studies.(4) The capacity factor is essentially independent

of the solar cell or module manufacturing process. Consequently,
the energy payback time is only partly a function

of the energy consumption for the solar module fabrication pro-
cess, since the other system parameters strongly influence

its absolute magnitude. In the calculations of energy pay-

back times, encapsulated cell efficiencies nof 11.5% and
15¢ were employed for 1978 and 1982 and for 198¢, respectively,

assuming the use o! FEFG ribbons, of 12v. 70 obtain the

energy payback times, the annual module output was calculated
as E = n x 8766 x 0.1lxHpg, Hpk being the standardized peak

solar irradiance, used as lkW(pk)/m2. 9he factor 0.1l repre-

sents the "capacity factor".
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Thus, annual energy outputs from a sguare meter of solar cells
of 110. 9, 144.6, and 115.7 kWh/m.y are obtained for 1978,

1982, and 1986 respectively.

It is also to be observed that, since the energy recovery
from solar cells is in the form of electrical energy, it is
appropriate to convert those energy expenditures which occur
in the form of heat of combustion, to equivalent electrical
energy by applying the average efficieacy of 0.30 experienced
by the electric utilities in the conversion from heat of
combus.ici of fuels to electric power delivered to the con-

sumer(s ).



3. Energy Consumption in Photovoltaic Solar Array

Manufacturing Process Sequences

3.1 Data Sources.

The major sources of information for this energy analysis
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the material consumption to energy units through multi-
plication with the material energy contents shown in Table V-1.
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of seven years, and an energy content of the equipment which corres-
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at a cost of $0.0319/kWh(a) .

The conversion factors for
the equipment and facility energies thus become 0.9523 kWwh(th)/Sy
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3.2 Energy Consumption in Si reduction and purification.

This process group starts with the reduction of 8102 in an arc
furnace. This is a quite efficient and cost-effective pro-
cess which is not very likely to be replaced by another
approach. In contrast, the following step of Si purification
is very inefficient and likely to be replaced by one of
several alternate methods under development. Furthest advanced
among these is the SiH4 purification process being prepared
for pilot line operations by Union Carbide Corp. It can be
expected to be a production process by 1986.

a) Theoretical Material Balance for the Arc Furnace
Process.

The chemical reaction of this process is:

SiO2 + 2C - Si + 2 Co
28 +2(16) + 2(12) =+ 28 + 2(12+16)
Atomic Weights: 60 + 24 -~ 28 + 56

Masses, normal-
ized to 1 kg Si {3.14 kg + 0.86kg » 1 kg + 2 kg
out:

According to Dow-Corning (9), the industrially experienced
and actual conversion efficiency of Sio2 to Si is 80%.

The required input is thus: 2.68 kg Sio, for 1 kg Si out

2
(Dow-Corning shows 2.71 kg Sioz).

It is assumed that half of the lost S$iO, input, or 0.27 kgq,

2
is used in the reaction:
SiO2 + C + 8inr + CO
Atomic Weights: 60 + 12 + 44 + 28

0.27kg + 0.05 kg * 0.2 kg + 0.12 kg

where the SiO is lost at the top of the furnace.
Thus, the total theoretical carbon input would be 0.91 kg C
per 1 kg MG-Si output.



2. Energy Payback Times

To calculate payback times for photovoltaic systems,
the annual energy output of a unit module area must be known.
This power output, for photovoltaic systems, is
dependent upon the encapsulated cell efficiency, the module
packing factor, the solar insolation, the efficiency of
the power conditioning and storage subsystems and the mismatch
of the energy availability and demand statistics. This list of
dependencies makes it clear that the output of the module will vary
according toclimate at the locality of installation, and to the indi-

vidual load to be satisfied. The factors of influence on the useful

system output, outside of the cell efficiency, are combined into
the "capacity factor". As a reasonably representative, not

too optimistic value for this capacity factor, the numter 0.11
has been used, in consequence of the results of several system
studies.(4) The capacity factor is essentially independent

of the solar cell or module manufacturing process. Consequently,
the energy payback time is only partly a function

of the energy consumption for the solar module fabrication pro-
cess, since the other system parameters strongly influence

its absolute magnitude. In the calculations of energy pay-

back times, encapsulated cell efficiencies nof 11.5% and
15¢ were employed for 1978 and 1982 and for 198¢, respectively,

assuming the use o! FEFG ribbons, of 12v. 70 obtain the

energy payback times, the annual module output was calculated
as E = n x 8766 x 0.1lxHpg, Hpk being the standardized peak

solar irradiance, used as lkW(pk)/m2. 9he factor 0.1l repre-

sents the "capacity factor".
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Thus, annual energy outputs from a sguare meter of solar cells
of 110. 9, 144.6, and 115.7 kWh/m.y are obtained for 1978,

1982, and 1986 respectively.

It is also to be observed that, since the energy recovery
from solar cells is in the form of electrical energy, it is
appropriate to convert those energy expenditures which occur
in the form of heat of combustion, to equivalent electrical
energy by applying the average efficieacy of 0.30 experienced
by the electric utilities in the conversion from heat of
combus.ici of fuels to electric power delivered to the con-

sumer(s ).



3. Energy Consumption in Photovoltaic Solar Array

Manufacturing Process Sequences

3.1 Data Sources.

The major sources of information for this energy analysis
were data accumulated from LSA project reports and industry .
interviews. The eneray consumed through materials, both
direct and indirect materials, was obtained by converting
the material consumption to energy units through multi-
plication with the material energy contents shown in Table V-1.
Where specific information to the contrary was not available, the material
energy values were assumed to be in the form of thermal energy. The
equipment costs, were converted to energy units expressed on the
oasis of unit cell area of throughput, by assuming a lifetime
of seven years, and an energy content of the equipment which corres-
ponds in value to 2% of the equipment cost.(6) This energy cost
has then been converted to a thermal energy using an energy
price of $0.003/kwh(th) (7). Finally, the general energy
usage for operating the facility was derived from the machine floor
area by usingtheannualSAMICSutilitycostof$3.74/ft2(8) and assu-
ming that all of this "indirect" energy, since it i's used primarily for
lighting, air conditioning, and ventilating, in view of the
high heat load in the building, is in the form of electricity

at a cost of $0.0319/kWh(a) .

The conversion factors for
the equipment and facility energies thus become 0.9523 kWwh(th)/Sy

and 1262 kWh/mly. respectively.
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Energy Contents 6f Selected Materials
Convenient Units
Material Original Units (Thermal kWh's) | Reference
1. Acetic acid 3.28 1b ¢f hi-press. | 3,18 kWwh/g 1
steam >lu-
0.07 Lh(ei)/1b
2. Alusinum (A1) $20x106 kWh(th) /ton | 0.17 kih/g 2
3. Amonia gas (NH,) 8.05x10° Btuf1b 0.00534 kvh/g 3
4, Ammonium Hydroxide - 1.32 kwh/2 4
30% (WAOH)
S. Argon gas 1,100 Btu/1b 1.27x10"2 wm/t s
6. Butyl acetate 4.32 1b of low-press.| 3.21 kwh/g 6
A steam plus
0.082 kWh(el)/1b
7. Copper (Cu) 16.2x10% Btu/ton 5.23 kWh/g 7
8. Evergy for exhaustingl o 46 kW/1000 £t /min] 2.56x10°> kWh/ 8
waste fumes without 1000 £t3
scrubbing. 3
9, PFreon-14 gas (CF‘) - 2x10 7 kWh/ 9
10. Hydrogen gas 43,300 Btu/1b 2.51x10" ) Kh/%
11. HF (482) 7,000 Btu/1b 5.22 kWh/2 5
12. Nitrogen (1iquid) ©1,330 Btu/1b 0.69 KWh/. 5
13. Nitrogen (gas from - 1.46x10°> kWh/2 10
11quid)
14. Witric Acid 14,500 Bru/1b 13.12 kWh/2 5
(RNO,, 677%)
15. Oxygen gas (02) 830 Btu/lb 7.66 kWh/% S
16. Phosphorus (solid) 23,790 Btu/lb 1.54x10"2 wwh/g 5
17. Phosphine gas (Pﬂ3) - 0.18 kwh/% 11
18. Phosphorous
oxychloride (POCE,) - 0.14 /g 12
19. Plating resist 8,000 Btu/1b 5.20 kWh/L 13
20, Stlver 1260x10° Btu/ton 0.406 kWh/g s !
}
21, Sodium Hydroxide by-product 0 s "
(KaoH)
22. Toluene 0.05 1b of low-press.| 0.0349 kWh/mf 14
steam plus
0.025 kWh(et)/1b
23, Vacuuz pump 3,000 kwh(th)/ 18.87 kuh/f 15
oil barrel
24, Wax 2,000 kih/barrel 1.3x1072 wwm/g 16




References for Table V-1

l. Assumed to be the same as that of acetone, which was
taken from "Battelle Columbus Laboratories, Draft Target
and Support Document for Developing a Maximum Energy
Efficient Improvement Target for SIC 28, Federal Energy
Administration, Washington, DC (1976).

2. J.T. Reding and B.P. Shepherd, "Energy Consumption,
Report EPA-G50/2-75-032b; US Environmental Protection
Agency, Washington, DC (4/75).

3. Federal Energy Administration, “"Project Independence
Blueprint," Vol. 3, Federal Energy Administration,
Washington, DC (1974).

4. Calculated from the energy content for NH3 and using
a density of 0.824 g/mf¢ for the NH4Gd solution.

5. Battelle Columbus Laboratories, "Draft Target and Support
Document for Developing a Maximum Energy Efficient
Improvement Target for SIC 28, Federal Energy Administra-
tion, Washington, DC (1976).

6. Assumed to be the same as that of butyl alcohol, as giwen in Ref."5.

7. H.W. Lownie, et al (Battelle Columbus Laboratories),
"Draft Target Report on Development and Establishment of
Energy Efficiency Improvement Targets for Primary Metal
Industries,"” Federal Energy Administration, Washington,
DC (9/76).

8. M.5G. Coleman, et al., Motorola Final Report, DOE ,JPL-
954847-78/4, 183(11/78).

9. Estimated as approximately 50% more than the average
energy content of cammercial gases, As givan in Ref. 5.

10. Calculated from the energy contcnt for LN, assuming
480 % of gas can be obtained from 1% of LNj.

11. Estimated as twice the energy content for P(s) plus
3/2H,(g).

12. Estimated as twice the energy content of P(s), plus %Oz(g),
plus %Clz(gL The energy content of Clp was

taken from ref. 5.

13. Assumed to be the same as that of wood rosin, as given in Ref, 5.

14. Taken as that of benzene, as given in ref, 5.




2. Energy Payback Times

To calculate payback times for photovoltaic systems,
the annual energy output of a unit module area must be known.
This power output, for photovoltaic systems, is
dependent upon the encapsulated cell efficiency, the module
packing factor, the solar insolation, the efficiency of
the power conditioning and storage subsystems, and the mismatch
of the energy availability and demand statistics. This list of
dependencies makes it clear that the output of the module will vary
according toclimate at the locality of installation, and to the indi-

vidual load to be satisfied. The factors of influence on the useful
system output, outside of the cell efficiency, are combined into
the "capacity factor". As a reasonably representative, not

too optimistic value for this capacity factor, the numker 0.11
has been used, in consequence of the results of several system
studies.(4) The capacity factor is essentially independent

of the solar cell or module manufacturing process. Consequently,
the energy payback time is only partly a function

of the energy consumption for the solar module fabrication pro-

cess, since the other system parameters strongly influence

its absolute magnitude. In the calculations of energy pay-

back times, encapsulated cell efficiencies n of 11.5% and
15% were employed for 1978 and 1982 and for 1986, regpectively,

assuming the use of FFG ribbons, of 12%. 7o obtain the

energy payback times, the annual module output was calculated
as E = n x 8766 x 0.11xHpy, Hpk being the standardized peak
solar irradiance, used as lkw(pk)/mz. ?he factor 0.1l repre-

sents the “"capacity factor".
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Thus, annual energy outputs from a sguare meter of solar cells
of 110. 9, 144.6, and 115.7 kWh/m.y are obtained for 1978,

1982, and 1986 respectively.

It is also to be observed that, since the energy recovery
from solar cells is in the form of electrical energy, it is
appropriate to convert those energy expenditures which occur
in the form of heat of combustion, to equivalent electrical
energy by applying the average efficieacy of 0.30 experienced
by the electric utilities in the conversion from heat of
combus.icii of fuels to electric power delivered to the con-

sumer(s ).



3. Energy Consumption in Photovoltaic Solar Array

Manufacturing Process Sequences

3.1 Data Sources.

The major sources of information for this energy analysis
were data accumulated from LSA project reports and industry .
interviews. The eneray consumed through materials, both
direct and indirect materials, was obtained by converting
the material consumption to energy units through multi-
plication with the material energy contents shown in Table V-1.
Where specific information to the contrary was not available, the material
energy values were assumed to be in the form of thermal energy. The
equipment costs, were converted to energy units expressed on the
oasis of unit cell area of throughput, by assuming a lifetime
of seven years, and an energy content of the equipment which corres-
ponds in value to 2% of the equipment cost.(6) This energy cost
has then been converted to a thermal energy using an energy
price of $0.003/kwh(th) (7). Finally, the general energy
usage for operating the facility was derived from the machine floor
area by usingtheannualSAMICSutilitycostof$3.74/ft2(8) and assu-
ming that all of this "indirect" energy, since it i's used primarily for
lighting, air conditioning, and ventilating, in view of the
high heat load in the building, is in the form of electricity

at a cost of $0.0319/kWh(a) .

The conversion factors for
the equipment and facility energies thus become 0.9523 kWwh(th)/Sy

and 1262 kWh/mly. respectively.
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Table /.1

Energy Contents of Selected Materials

Convenient Units

Material Original Units (Thermal kWh's) | Reference
1. Acetic acid 3.28 1b ¢f hi-press. | 3.18 kWh/g 1
steam >lu-
0.07 k4h(e?)/1b
2. Alumtnue (A1) 520106 kWh(ch)/ton | 0.17 k¥h/g 2
3. Amooia gas (NH,) 8.05x10° Beu/1b 0.00534 kwh/g 3
4, Ammonium Hydroxide - 1,32 kwh/2 4
302 (NH,O0H)
S. Argon gas 1,100 Beu/1b 1.27x1073 /1 5
6. Butyl acetate 4.32 1b of low-press. 3.21 kwh/g 6
steam plus
0.082 kWh(el)/1b
7. Copper (Cu) 16.2x10% Beu/ton 5.23 Wh/g 7
8. Eoergy for exhaustingl g 46 /1000 £t /min} 2.56x1072 k¥h/ 8
waste fumes without 1000 f£t3
scrubbing. 3
9, PFreon-14 gas (CF‘) - 2x10 7 kWh/% 9
10. Hydrogen gas 43,300 Btu/1b 2.51x10" ) Kih/2
11. RF (482) 7,000 Btu/lb 5.22 kWh/ 5
12. Nitrogen (1iquid) * 1,330 Bru/lb 0.69 Kwh/?. 5
13. Nitrogen (gas from - 1.46x10° KWh/2 10
11iquid)
14. Nitric Acid 14,500 Btu/1b 13.12 kWh/2 5
(HNO,, 677%)
15. Oxygen gas (02) 830 Btu/lb 7.66 kxWh/% S
16. Phosphorus (solid) 23,790 Bru/1b 1.54x10"2 kwh/g 5
17. Phosphine gas (P83) - 0.18 kWwh/% 11
18. Phosphorous
oxychloride (P0C13) - 0.14 Wh/g 12
19. Plating resist 8,000 Bru/1ib 5.20 kWh/2 13
20. Silver 1260x10% Bru/ton 0.406 k¥h/g s !
|
21, Sodium Hydroxide by-product 0 b "
{NaOH)
22. Toluene 0.05 1b of low-press.| 0.0349 kWh/mf 14
steam plus
0.025 kWwh{ef)/1b
23, Vacuua pump 3,000 kwh(th)/ 18.87 kuwh/% 15
oil barrel
24. Vax 2,000 kih/barrel 1.3x1072 kin/g 16




References for Table V-1

l. Assumed to be the same as that of acetone, which was
taken from “"Battelle Columbus Laboratories, Draft Target
and Support Document for Developing a Maximum Energy
Efficient Improvement Target for SIC 28, Federal Energy
Administration, Washington, DC (1976).

2. J.T. Reding and B.P. Shepherd, "Energy Consumption,
Report EPA-G50/2-75-032b, US Environmental Protection
Agency, Washington, DC (4/75).

3. Federal Energy Administration, "Project Independence
Blueprint," Vol. 3, Federal Energy Administration,
Washington, DC (1974).

4. Calculated from the energy content for NH3 and using
a density of 0.824 g/m¢ for the NH4Gd solution.

5. Battelle Columbus Laboratories, "Draft Target and Support
Document for Developing a Maximum Energy Efficient
Improvement Target for SIC 28, Federal Energy Administra-
tion, Washington, DC (1976).

6. Assumed to be the same as that of butyl alcohol, as giwen in Ref.5.

7. H.W. Lownie, et al (Battelle Columbus Laboratories),
"Draft Target Report on Development and Establishment of
Energy Efficiency Improvement Targets for Primary Metal
Industries,” Federal Energy Administration, Washington,
DC (9/76).

8. M.53. Coleman, et al., Motorola Final Report, DOE ,JPL-
954847-78/4, 183(11/78).

9. Estimated as approximately 50% more than the average
energy content of cammercial gases, As givaon in Ref. 5.

10. Calculated from the energy contcunt for LN assuming
480 ¢ of gas can be obtained from 1% of LNj.

11. Estimated as twice the energy content for P(s) plus
3/2H,(g).

12. Estimated as twice the energy content of P(s), plus %Oz(g),
plus %Clz(gL The energy content of Clp was

taken from ref. 5.

13. Assumed to be the same as that of wood rosin, as given in Ref, 5.

14. Taken as that of benzene, as given in ref, 5.



15.

16.

Taken as approximately twice the energy content of mid-
dle oil distillates.

From M. Sittig, Practical Techniques for 8aving Energy
in the Chemical Petroleum and Metals Industries,

Noyes Data Corporation, Park Ridge, NJ (1977), and
using a density of 0.97 g/ml for the wax.



3.2 Energy Consumption in Si reduction and purification.

This process group starts with the reduction of 8102 in an arc
furnace. This is a quite efficient and cost-effective pro-
cess which is not very likely to be replaced by another
approach. In contrast, the following step of Si purification
is very inefficient and likely to be replaced by one of
several alternate methods under development. Furthest advanced
among these is the SiH4 purification process being prepared
for pilot line operations by Union Carbide Corp. It can be
expected to be a production process by 1986.

a) Theoretical Material Balance for the Arc Furnace
Process.

The chemical reaction of this process is:

SiO2 + 2C - Si + 2 Co
28 +2(16) + 2(12) =+ 28 + 2(12+16)
Atomic Weights: 60 + 24 -~ 28 + 56

Masses, normal-
ized to 1 kg Si {3.14 kg + 0.86kg » 1 kg + 2 kg
out:

According to Dow-Corning (9)3 the industrially experience
and actual conversion efficiency of Sio2 to Si is 80%.

The required input is thus: 2.68 kg Sio, for 1 kg Si out

2
(Dow-Corning shows 2.71 kg Sioz).

It is assumed that half of the lost SiO, input, or 0.27 kgq,

2
is used in the reaction:
SiO2 + C + S8inr + CO
Atomic Weights: 60 + 12 + 44 + 28

0.27kg + 0.05 kg * 0.2 kg + 0.12 kg

where the SiO is lost at the top of the furnace.
Thus, the total theoretical carbon input would be 0.91 kg C
per 1 kg MG-Si output.

d



2. Energy Payback Times

To calculate payback times for photovoltaic systems,
the annual energy output of a unit module area must be known.
This power output, for photovoltaic systems, is
dependent upon the encapsulated cell efficiency, the module
packing factor, the solar insolation, the efficiency of
the power conditioning and storage subsystems, and the mismatch
of the energy availability and demand statistics. This list of
dependencies makes it clear that the output of the module will vary
according toclimate at the locality of installation, and to the indi-

vidual load to be satisfied. The factors of influence on the useful
system output, outside of the cell efficiency, are combined into
the "capacity factor". As a reasonably representative, not

too optimistic value for this capacity factor, the numker 0.11
has been used, in consequence of the results of several system
studies.(4) The capacity factor is essentially independent

of the solar cell or module manufacturing process. Consequently,
the energy payback time is only partly a function

of the energy consumption for the solar module fabrication pro-

cess, since the other system parameters strongly influence

its absolute magnitude. In the calculations of energy pay-

back times, encapsulated cell efficiencies n of 11.5% and
15% were employed for 1978 and 1982 and for 1986, regpectively,

assuming the use of FFG ribbons, of 12%. 7o obtain the

energy payback times, the annual module output was calculated
as E = n x 8766 x 0.11xHpy, Hpk being the standardized peak
solar irradiance, used as lkw(pk)/mz. ?he factor 0.1l repre-

sents the “"capacity factor".
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Thus, annual energy outputs from a sguare meter of solar cells
of 110. 9, 144.6, and 115.7 kWh/m.y are obtained for 1978,

1982, and 1986 respectively.

It is also to be observed that, since the energy recovery
from solar cells is in the form of electrical energy, it is
appropriate to convert those energy expenditures which occur
in the form of heat of combustion, to equivalent electrical
energy by applying the average efficieacy of 0.30 experienced
by the electric utilities in the conversion from heat of
combus.icii of fuels to electric power delivered to the con-

sumer(s ).



3. Energy Consumption in Photovoltaic Solar Array

Manufacturing Process Sequences

3.1 Data Sources.

The major sources of information for this energy analysis
were data accumulated from LSA project reports and industry .
interviews. The eneray consumed through materials, both
direct and indirect materials, was obtained by converting
the material consumption to energy units through multi-
plication with the material energy contents shown in Table V-1.
Where specific information to the contrary was not available, the material
energy values were assumed to be in the form of thermal energy. The
equipment costs, were converted to energy units expressed on the
oasis of unit cell area of throughput, by assuming a lifetime
of seven years, and an energy content of the equipment which corres-
ponds in value to 2% of the equipment cost.(6) This energy cost
has then been converted to a thermal energy using an energy
price of $0.003/kwh(th) (7). Finally, the general energy
usage for operating the facility was derived from the machine floor
area by usingtheannualSAMICSutilitycostof$3.74/ft2(8) and assu-
ming that all of this "indirect" energy, since it i's used primarily for
lighting, air conditioning, and ventilating, in view of the
high heat load in the building, is in the form of electricity

at a cost of $0.0319/kWh(a) .

The conversion factors for
the equipment and facility energies thus become 0.9523 kWwh(th)/Sy

and 1262 kWh/mly. respectively.
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Energy Contents of Selected Materials
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Material Original Units (Thermal kWh's) | Reference
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23, Vacuua pump 3,000 kwh(th)/ 18.87 kuwh/% 15
oil barrel
24. Vax 2,000 kih/barrel 1.3x1072 kin/g 16




References for Table V-1

l. Assumed to be the same as that of acetone, which was
taken from “"Battelle Columbus Laboratories, Draft Target
and Support Document for Developing a Maximum Energy
Efficient Improvement Target for SIC 28, Federal Energy
Administration, Washington, DC (1976).

2. J.T. Reding and B.P. Shepherd, "Energy Consumption,
Report EPA-G50/2-75-032b, US Environmental Protection
Agency, Washington, DC (4/75).

3. Federal Energy Administration, "Project Independence
Blueprint," Vol. 3, Federal Energy Administration,
Washington, DC (1974).

4. Calculated from the energy content for NH3 and using
a density of 0.824 g/m¢ for the NH4Gd solution.

5. Battelle Columbus Laboratories, "Draft Target and Support
Document for Developing a Maximum Energy Efficient
Improvement Target for SIC 28, Federal Energy Administra-
tion, Washington, DC (1976).

6. Assumed to be the same as that of butyl alcohol, as giwen in Ref.5.

7. H.W. Lownie, et al (Battelle Columbus Laboratories),
"Draft Target Report on Development and Establishment of
Energy Efficiency Improvement Targets for Primary Metal
Industries,” Federal Energy Administration, Washington,
DC (9/76).

8. M.53. Coleman, et al., Motorola Final Report, DOE ,JPL-
954847-78/4, 183(11/78).

9. Estimated as approximately 50% more than the average
energy content of cammercial gases, As givaon in Ref. 5.

10. Calculated from the energy contcunt for LN assuming
480 ¢ of gas can be obtained from 1% of LNj.

11. Estimated as twice the energy content for P(s) plus
3/2H,(g).

12. Estimated as twice the energy content of P(s), plus %Oz(g),
plus %Clz(gL The energy content of Clp was

taken from ref. 5.

13. Assumed to be the same as that of wood rosin, as given in Ref, 5.

14. Taken as that of benzene, as given in ref, 5.



15.

16.

Taken as approximately twice the energy content of mid-
dle oil distillates.

From M. Sittig, Practical Techniques for 8aving Energy
in the Chemical Petroleum and Metals Industries,
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3.2 Energy Consumption in Si reduction and purification.

This process group starts with the reduction of 8102 in an arc
furnace. This is a quite efficient and cost-effective pro-
cess which is not very likely to be replaced by another
approach. In contrast, the following step of Si purification
is very inefficient and likely to be replaced by one of
several alternate methods under development. Furthest advanced
among these is the SiH4 purification process being prepared
for pilot line operations by Union Carbide Corp. It can be
expected to be a production process by 1986.

a) Theoretical Material Balance for the Arc Furnace
Process.

The chemical reaction of this process is:

SiO2 + 2C - Si + 2 CO
28 +2(16) + 2(12) - 28 + 2(12 +16) !
Atomic Weights: 60 + 24 + 28 + 56 |

Masses, normal-

ized to 1 kg Si {3.14 kg + 0.86kg » 1 kg + 2 kg
out:

According to Dow-Corning (9), the industrially experienced
and actual conversion efficiency of Sio2 to Si is 80%.

The required input is thus: 2.68 kg Sio, for 1 kg Si out

2
(Dow-Corning shows 2.71 kg Sioz).
It is assumed that half of the lost SiO, input, or 0.27 kgq,

2
is used in the reaction:
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Atomic Weights: 60 + 12 + 44 + 28
0.27kg + 0.05 kg *+ 0.2 kg + 0.12 kg
where the SiO is lost at the top of the furnace.

Thus, the total theoretical carbon input would be 0.91 kg C
per 1 kg MG-Si output.




2. Energy Payback Times

To calculate payback times for photovoltaic systems, .

the annual energy output of a unit module area must be known.

This power output, for photovoltaic systems, is
dependent upon the encapsulated cell efficiency, the module

packing factor, the solar insolation, the efficiency of
the power conditioning and storage subsystems, and the mismatch
of the energy availability and demand statistics. This list of

dependencies makes it clear that the output of the module will vary

according toclimate at the locality of installation, and to the indi-

vidual load to be satisfied. The factors of influence on the useful
system output, outside of the cell efficiency, are combined into
the "capacity factor". As a reasonably representative, not ;
too optimistic value for this capacity factor, the numker 0.11
has been used, in consequence of the results of several system
studies.(4) The capacity factor is essentially independent

of the solar cell or module manufacturing process. Consequently,
the energy payback time is only partly a function
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Thus, annual energy outputs from a sguare meter of solar cells
of 110. 9, 144.6, and 115.7 kWh/m.y are obtained for 1978,

1982, and 1986 respectively.

It is also to be observed that, since the energy recovery
from solar cells is in the form of electrical energy, it is
appropriate to convert those energy expenditures which occur
in the form of heat of combustion, to equivalent electrical
energy by applying the average efficieacy of 0.30 experienced
by the electric utilities in the conversion from heat of
combus.icii of fuels to electric power delivered to the con-

sumer(s ).




3. Energy Consumption in Photovoltaic Solar Array

Manufacturing Process Sequences

3.1 Data Sources.

The major sources of information for this energy analysis
were data accumulated from LSA project reports and industry .
interviews. The eneray consumed through materials, both
direct and indirect materials, was obtained by converting
the material consumption to energy units through multi-
plication with the material energy contents shown in Table V-1.
Where specific information to the contrary was not available, the material
energy values were assumed to be in the form of thermal energy. The
equipment costs, were converted to energy units expressed on the
oasis of unit cell area of throughput, by assuming a lifetime
of seven years, and an energy content of the equipment which corres-
ponds in value to 2% of the equipment cost.(6) This energy cost
has then been converted to a thermal energy using an energy
price of $0.003/kwh(th) (7). Finally, the general energy
usage for operating the facility was derived from the machine floor
area by using the annual SAMICS utility cost of $3. 74/ft2 (8) and assu-
ming that all of this "indirect" energy, since it i's used primarily for
lighting, air conditioning, and ventilating, in view of the
high heat load in the building, is in the form of electricity

(8)

at a cost of $0.0319/kWh The conversion factors for

the equipment and facility energies thus become 0.9523 kWwh(th)/Sy

and 1262 kWh/mly. respectively.




15.

16.

Taken as approximately twice the energy content of mid-
dle oil distillates.

From M. Sittig, Practical Techniques for 8aving Energy
in the Chemical Petroleum and Metals Industries,

Noyes Data Corporation, Park Ridge, NJ (1977), and
using a density of 0.97 g/ml for the wax.




3.2 Energy Consumption in Si reduction and purification.

This process group starts with the reduction of 8102 in an arc
furnace. This is a quite efficient and cost-effective pro-
cess which is not very likely to be replaced by another
approach. In contrast, the following step of Si purification
is very inefficient and likely to be replaced by one of
several alternate methods under development. Furthest advanced
among these is the SiH4 purification process being prepared
for pilot line operations by Union Carbide Corp. It can be
expected to be a production process by 1986.

a) Theoretical Material Balance for the Arc Furnace
Process.

The chemical reaction of this process is:

SiO2 + 2C - Si + 2 CO
28 +2(16) + 2(12) - 28 + 2(12 +16) !
Atomic Weights: 60 + 24 + 28 + 56 |

Masses, normal-

ized to 1 kg Si {3.14 kg + 0.86kg » 1 kg + 2 kg
out:

According to Dow-Corning (9), the industrially experienced
and actual conversion efficiency of Sio2 to Si is 80%.

The required input is thus: 2.68 kg Sio, for 1 kg Si out

2
(Dow-Corning shows 2.71 kg Sioz).
It is assumed that half of the lost SiO, input, or 0.27 kgq,

2
is used in the reaction:

8102 + C + Sir + CO

Atomic Weights: 60 + 12 + 44 + 28
0.27kg + 0.05 kg *+ 0.2 kg + 0.12 kg
where the SiO is lost at the top of the furnace.

Thus, the total theoretical carbon input would be 0.91 kg C
per 1 kg MG-Si output.
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Table /.1

Energy Contents of Selected Materials

Convenient Units
Material Original Units (Thermal kWh's) | Reference
1. Acetic acid 3.28 1b ¢f hi-press. | 3.18 kWh/g 1
steam >lu-
0.07 k4h(e?)/1b
2. Alumtnue (A1) 520106 kWh(ch)/ton | 0.17 k¥h/g 2
3. Amooia gas (NH,) 8.05x10° Beu/1b 0.00534 kvh/g 3
4, Ammonium Hydroxide - 1,32 kwh/L 4
30 (NH,O0H)
S. Argon gas 1,100 Beu/1b 1.27x1073 /1 5
6. Butyl acetate 4.32 1b of low-press. 3.21 kwh/g 6
steam plus
0.082 kWh(el)/1b
7. Copper (Cu) 16.2x10% Beu/ton 5.23 Wh/g 7
8. Eoergy for exhaustingl g 46 /1000 £t /min} 2.56x10°2 k¥h/ 8
waste fumes without 1000 f£t3
scrubbing. 3
9, PFreon-14 gas (Cf") - 2x10 7 kWh/% 9
10. Hydrogen gas 43,300 Btu/1b 2.51x10" ) Kih/2
11. RF (482) 7,000 Btu/lb 5.22 kWh/? 5
12. Nitrogen (1iquid) * 1,330 Bru/lb 0.69 Kwh/?. 5
13. Nitrogen (gas from - 1.46x10° KWh/2 10
11iquid)
14. Nitric Acid 14,500 Btu/1d 13.12 kWh/g 5
(HNO,, 677%)
15. Oxygen gas (02) 830 Btu/lb 7.66 kxWh/% S
16. Phosphorus (solid) 23,790 Bru/1b 1.54x10"% km/g 5
17. Phosphine gas (Pﬁ3) - 0.18 kWwh/% 11
18. Phosphorous
oxychloride (POC13) - 0.14 Wh/g 12
19. Plating resist 8,000 Bru/1ib 5.20 kWh/2 13
20. Silver 1260x10% Bru/ton 0.406 k¥h/g s !
'
21, Sodium Hydroxide by-product 0 b "
{NaOH)
22. Toluene 0.05 1b of low-press.| 0.0349 kWh/mf 14
steam plus
0.025 kWwh{ef)/1b
23, Vacuua pump 3,000 kwh(th)/ 18.87 kuwh/% 15
oil barrel
24. Vax 2,000 kih/barrel 1.9x1072 Wih/g 16
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taken from “"Battelle Columbus Laboratories, Draft Target
and Support Document for Developing a Maximum Energy
Efficient Improvement Target for SIC 28, Federal Energy
Administration, Washington, DC (1976).

J.T. Reding and B.P. Shepherd, "Energy Consumption,
Report EPA-G50/2-75-032b,; US Environmental Protection
Agency, Washington, DC (4/75).

Federal Energy Administration, "Project Independence
Blueprint," Vol. 3, Federal Energy Administration,
Washington, DC (1974).

Calculated from the energy content for NH3 and using
a density of 0.824 g/m¢ for the NH4Gd solution.

Battelle Columbus Laboratories, "Draft Target and Support
Document for Developing a Maximum Energy Efficient
Improvement Target for SIC 28, Federal Energy Administra-
tion, Washington, DC (1976).
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H.W. Lownie, et al (Battelle Columbus Laboratories),
"Draft Target Report on Development and Establishment of
Energy Efficiency Improvement Targets for Primary Metal
Industries,” Federal Energy Administration, Washington,
DC (9/76).

M.5. Coleman, et al., Motorola Final Report, DOE ,JPL-
954847-78/4, 183(11/78).
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3/2H,(g).
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3 tent of Clp was
plus 2C12(gL The energy con 2
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2. Energy Payback Times

To calculate payback times for photovoltaic systems, .

the annual energy output of a unit module area must be known.

This power output, for photovoltaic systems, is
dependent upon the encapsulated cell efficiency, the module

packing factor, the solar insolation, the efficiency of
the power conditioning and storage subsystems, and the mismatch
of the energy availability and demand statistics. This list of

dependencies makes it clear that the output of the module will vary

according toclimate at the locality of installation, and to the indi-

vidual load to be satisfied. The factors of influence on the useful
system output, outside of the cell efficiency, are combined into
the "capacity factor". As a reasonably representative, not ;
too optimistic value for this capacity factor, the numker 0.11
has been used, in consequence of the results of several system
studies.(4) The capacity factor is essentially independent

of the solar cell or module manufacturing process. Consequently,
the energy payback time is only partly a function

of the energy consumption for the solar module fabrication pro-

cess, since the other system parameters strongly influence

its absolute magnitude. In the calculations of energy pay-

back times, encapsulated cell efficiencies n of 11.5% and
15% were employed for 1978 and 1982 and for 1986, regpectively,

assuming the use of FFG ribbons, of 12%. 7o obtain the

energy payback times, the annual module output was calculated
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Thus, annual energy outputs from a sguare meter of solar cells
of 110. 9, 144.6, and 115.7 kWh/m.y are obtained for 1978,

1982, and 1986 respectively.

It is also to be observed that, since the energy recovery
from solar cells is in the form of electrical energy, it is
appropriate to convert those energy expenditures which occur
in the form of heat of combustion, to equivalent electrical
energy by applying the average efficieacy of 0.30 experienced
by the electric utilities in the conversion from heat of
combus.icii of fuels to electric power delivered to the con-

sumer(s ).
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Material Original Units (Thermal kWh's) | Reference
1. Acetic acid 3.28 1b ¢f hi-press. | 3.18 kWh/g 1
steam >lu-
0.07 k4h(e?)/1b
2. Alumtnue (A1) 520106 kWh(ch)/ton | 0.17 k¥h/g 2
3. Amooia gas (NH,) 8.05x10° Beu/1b 0.00534 kvh/g 3
4, Ammonium Hydroxide - 1,32 kwh/L 4
30 (NH,O0H)
S. Argon gas 1,100 Beu/1b 1.27x1073 /1 5
6. Butyl acetate 4.32 1b of low-press. 3.21 kwh/g 6
steam plus
0.082 kWh(el)/1b
7. Copper (Cu) 16.2x10% Beu/ton 5.23 Wh/g 7
8. Eoergy for exhaustingl g 46 /1000 £t /min} 2.56x10°2 k¥h/ 8
waste fumes without 1000 f£t3
scrubbing. 3
9, PFreon-14 gas (Cf") - 2x10 7 kWh/% 9
10. Hydrogen gas 43,300 Btu/1b 2.51x10" ) Kih/2
11. RF (482) 7,000 Btu/lb 5.22 kWh/? 5
12. Nitrogen (1iquid) * 1,330 Bru/lb 0.69 Kwh/?. 5
13. Nitrogen (gas from - 1.46x10° KWh/2 10
11iquid)
14. Nitric Acid 14,500 Btu/1d 13.12 kWh/g 5
(HNO,, 677%)
15. Oxygen gas (02) 830 Btu/lb 7.66 kxWh/% S
16. Phosphorus (solid) 23,790 Bru/1b 1.54x10"% km/g 5
17. Phosphine gas (Pﬁ3) - 0.18 kWwh/% 11
18. Phosphorous
oxychloride (POC13) - 0.14 Wh/g 12
19. Plating resist 8,000 Bru/1ib 5.20 kWh/2 13
20. Silver 1260x10% Bru/ton 0.406 k¥h/g s !
'
21, Sodium Hydroxide by-product 0 b "
{NaOH)
22. Toluene 0.05 1b of low-press.| 0.0349 kWh/mf 14
steam plus
0.025 kWwh{ef)/1b
23, Vacuua pump 3,000 kwh(th)/ 18.87 kuwh/% 15
oil barrel
24. Vax 2,000 kih/barrel 1.9x1072 Wih/g 16




References for Table V-1

1.

10.

11.

12.

130

14.

Assumed to be the same as that of acetone, which was
taken from “"Battelle Columbus Laboratories, Draft Target
and Support Document for Developing a Maximum Energy
Efficient Improvement Target for SIC 28, Federal Energy
Administration, Washington, DC (1976).

J.T. Reding and B.P. Shepherd, "Energy Consumption,
Report EPA-G50/2-75-032b,; US Environmental Protection
Agency, Washington, DC (4/75).

Federal Energy Administration, "Project Independence
Blueprint," Vol. 3, Federal Energy Administration,
Washington, DC (1974).

Calculated from the energy content for NH3 and using
a density of 0.824 g/m¢ for the NH4Gd solution.

Battelle Columbus Laboratories, "Draft Target and Support
Document for Developing a Maximum Energy Efficient
Improvement Target for SIC 28, Federal Energy Administra-
tion, Washington, DC (1976).

Assumed to be the same as that of butyl alcohol, as giwmen in Ref.5.

H.W. Lownie, et al (Battelle Columbus Laboratories),
"Draft Target Report on Development and Establishment of
Energy Efficiency Improvement Targets for Primary Metal
Industries,” Federal Energy Administration, Washington,
DC (9/76).

M.5. Coleman, et al., Motorola Final Report, DOE ,JPL-
954847-78/4, 183(11/78).

Estimated as approximately 50% more than the average
energy content of cammercial gases, As givaon in Ref. 5.

Calculated from the energy contcunt for LN assuming
480 ¢ of gas can be obtained from 1% of LNj.

Estimated as twice the energy content for P(s) plus
3/2H,(g).

Estimated as twice the energy content of P(s), plus %Oz(g),
3 tent of Clp was
plus 2C12(gL The energy con 2

taken from ref. 5.

Assumed to be the same as that of wood rosin, as given in Ref. 5.

Taken as that of benzene, as given in ref, 5.




15.

16.

Taken as approximately twice the energy content of mid-
dle oil distillates.

From M. Sittig, Practical Techniques for 8aving Energy
in the Chemical Petroleum and Metals Industries,

Noyes Data Corporation, Park Ridge, NJ (1977), and
using a density of 0.97 g/ml for the wax.




3.2 Energy Consumption in Si reduction and purification.

This process group starts with the reduction of 8102 in an arc
furnace. This is a quite efficient and cost-effective pro-
cess which is not very likely to be replaced by another
approach. In contrast, the following step of Si purification
is very inefficient and likely to be replaced by one of
several alternate methods under development. Furthest advanced
among these is the SiH4 purification process being prepared
for pilot line operations by Union Carbide Corp. It can be
expected to be a production process by 1986.

a) Theoretical Material Balance for the Arc Furnace
Process.

The chemical reaction of this process is:

SiO2 + 2C - Si + 2 CO
28 +2(16) + 2(12) - 28 + 2(12 +16) !
Atomic Weights: 60 + 24 + 28 + 56 |

Masses, normal-

ized to 1 kg Si {3.14 kg + 0.86kg » 1 kg + 2 kg
out:

According to Dow-Corning (9), the industrially experienced
and actual conversion efficiency of Sio2 to Si is 80%.

The required input is thus: 2.68 kg Sio, for 1 kg Si out

2
(Dow-Corning shows 2.71 kg Sioz).
It is assumed that half of the lost SiO, input, or 0.27 kgq,

2
is used in the reaction:

8102 + C + Sir + CO

Atomic Weights: 60 + 12 + 44 + 28
0.27kg + 0.05 kg *+ 0.2 kg + 0.12 kg
where the SiO is lost at the top of the furnace.

Thus, the total theoretical carbon input would be 0.91 kg C
per 1 kg MG-Si output.




2. Energy Payback Times

To calculate payback times for photovoltaic systems, .

the annual energy output of a unit module area must be known.

This power output, for photovoltaic systems, is
dependent upon the encapsulated cell efficiency, the module

packing factor, the solar insolation, the efficiency of
the power conditioning and storage subsystems, and the mismatch
of the energy availability and demand statistics. This list of

dependencies makes it clear that the output of the module will vary

according toclimate at the locality of installation, and to the indi-

vidual load to be satisfied. The factors of influence on the useful
system output, outside of the cell efficiency, are combined into
the "capacity factor". As a reasonably representative, not ;
too optimistic value for this capacity factor, the numker 0.11
has been used, in consequence of the results of several system
studies.(4) The capacity factor is essentially independent

of the solar cell or module manufacturing process. Consequently,
the energy payback time is only partly a function

of the energy consumption for the solar module fabrication pro-

cess, since the other system parameters strongly influence

its absolute magnitude. In the calculations of energy pay-

back times, encapsulated cell efficiencies n of 11.5% and
15% were employed for 1978 and 1982 and for 1986, regpectively,

assuming the use of FFG ribbons, of 12%. 7o obtain the

energy payback times, the annual module output was calculated
as E = 1 x 8766 x 0.11xHpy, Hpk being the standardized peak

solar irradiance, used as IRW(pk)/mz. ?he factor 0.1l repre-

sents the “"capacity factor".
V-2




Thus, annual energy outputs from a sguare meter of solar cells
of 110. 9, 144.6, and 115.7 kWh/m.y are obtained for 1978,

1982, and 1986 respectively.

It is also to be observed that, since the energy recovery
from solar cells is in the form of electrical energy, it is
appropriate to convert those energy expenditures which occur
in the form of heat of combustion, to equivalent electrical
energy by applying the average efficieacy of 0.30 experienced
by the electric utilities in the conversion from heat of
combus.icii of fuels to electric power delivered to the con-

sumer(s ).




3. Energy Consumption in Photovoltaic Solar Array

Manufacturing Process Sequences

3.1 Data Sources.

The major sources of information for this energy analysis
were data accumulated from LSA project reports and industry .
interviews. The eneray consumed through materials, both
direct and indirect materials, was obtained by converting
the material consumption to energy units through multi-
plication with the material energy contents shown in Table V-1.
Where specific information to the contrary was not available, the material
energy values were assumed to be in the form of thermal energy. The
equipment costs, were converted to energy units expressed on the
oasis of unit cell area of throughput, by assuming a lifetime
of seven years, and an energy content of the equipment which corres-
ponds in value to 2% of the equipment cost.(6) This energy cost
has then been converted to a thermal energy using an energy
price of $0.003/kwh(th) (7). Finally, the general energy
usage for operating the facility was derived from the machine floor
area by using the annual SAMICS utility cost of $3. 74/ft2 (8) and assu-
ming that all of this "indirect" energy, since it i's used primarily for
lighting, air conditioning, and ventilating, in view of the
high heat load in the building, is in the form of electricity

(8)

at a cost of $0.0319/kWh The conversion factors for

the equipment and facility energies thus become 0.9523 kWwh(th)/Sy

and 1262 kWh/mly. respectively.
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13. Nitrogen (gas from - 1.46x10° KWh/2 10
11iquid)
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19. Plating resist 8,000 Bru/1ib 5.20 kWh/2 13
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'
21, Sodium Hydroxide by-product 0 b "
{NaOH)
22. Toluene 0.05 1b of low-press.| 0.0349 kWh/mf 14
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References for Table V-1

1.

10.

11.

12.
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14.

Assumed to be the same as that of acetone, which was
taken from “"Battelle Columbus Laboratories, Draft Target
and Support Document for Developing a Maximum Energy
Efficient Improvement Target for SIC 28, Federal Energy
Administration, Washington, DC (1976).

J.T. Reding and B.P. Shepherd, "Energy Consumption,
Report EPA-G50/2-75-032b,; US Environmental Protection
Agency, Washington, DC (4/75).

Federal Energy Administration, "Project Independence
Blueprint," Vol. 3, Federal Energy Administration,
Washington, DC (1974).

Calculated from the energy content for NH3 and using
a density of 0.824 g/m¢ for the NH4Gd solution.

Battelle Columbus Laboratories, "Draft Target and Support
Document for Developing a Maximum Energy Efficient
Improvement Target for SIC 28, Federal Energy Administra-
tion, Washington, DC (1976).

Assumed to be the same as that of butyl alcohol, as giwmen in Ref.5.

H.W. Lownie, et al (Battelle Columbus Laboratories),
"Draft Target Report on Development and Establishment of
Energy Efficiency Improvement Targets for Primary Metal
Industries,” Federal Energy Administration, Washington,
DC (9/76).

M.5. Coleman, et al., Motorola Final Report, DOE ,JPL-
954847-78/4, 183(11/78).

Estimated as approximately 50% more than the average
energy content of cammercial gases, As givaon in Ref. 5.

Calculated from the energy contcunt for LN assuming
480 ¢ of gas can be obtained from 1% of LNj.

Estimated as twice the energy content for P(s) plus
3/2H,(g).

Estimated as twice the energy content of P(s), plus %Oz(g),
3 tent of Clp was
plus 2C12(gL The energy con 2

taken from ref. 5.

Assumed to be the same as that of wood rosin, as given in Ref. 5.

Taken as that of benzene, as given in ref, 5.
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Taken as approximately twice the energy content of mid-
dle oil distillates.

From M. Sittig, Practical Techniques for 8aving Energy
in the Chemical Petroleum and Metals Industries,

Noyes Data Corporation, Park Ridge, NJ (1977), and
using a density of 0.97 g/ml for the wax.




3.2 Energy Consumption in Si reduction and purification.

This process group starts with the reduction of 8102 in an arc
furnace. This is a quite efficient and cost-effective pro-
cess which is not very likely to be replaced by another
approach. In contrast, the following step of Si purification
is very inefficient and likely to be replaced by one of
several alternate methods under development. Furthest advanced
among these is the SiH4 purification process being prepared
for pilot line operations by Union Carbide Corp. It can be
expected to be a production process by 1986.

a) Theoretical Material Balance for the Arc Furnace
Process.

The chemical reaction of this process is:

SiO2 + 2C - Si + 2 CO
28 +2(16) + 2(12) - 28 + 2(12 +16) !
Atomic Weights: 60 + 24 + 28 + 56 |

Masses, normal-

ized to 1 kg Si {3.14 kg + 0.86kg » 1 kg + 2 kg
out:

According to Dow-Corning (9), the industrially experienced
and actual conversion efficiency of Sio2 to Si is 80%.

The required input is thus: 2.68 kg Sio, for 1 kg Si out

2
(Dow-Corning shows 2.71 kg Sioz).
It is assumed that half of the lost SiO, input, or 0.27 kgq,

2
is used in the reaction:

8102 + C + Sir + CO

Atomic Weights: 60 + 12 + 44 + 28
0.27kg + 0.05 kg *+ 0.2 kg + 0.12 kg
where the SiO is lost at the top of the furnace.

Thus, the total theoretical carbon input would be 0.91 kg C
per 1 kg MG-Si output.
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Thus, the total theoretical carbon input would be 0.91 kg C
per 1 kg MG-Si output.




1 b) Theoretical Energy Balance.

The energy required from the electric arc for the reduction of
S1’02 to Si would firstly be expected to equal the heat of formation of
SiO2 at the reduction temperature (-AH22000=210kca1/moR), or 8.7 kWh for
1 kg of Si formed. However, the carbon charged into the furnaee also
participates in the reaction, and, in its oxidation to CO, supplies
approximately 25% of the required enérgy. Thus, the theoretical
minimum energy required from the electric arc would be 6.6 kWh/kg Si.

In addition, energy is required to heat the furnace charge to
reaction temperature, an energy which is not recovered. Heating the
Siozcmarge(2.7 kg) to the reaction temperature will require approximately
1.2 kWh, plus 0.1 kWh, for a total minimum theoretical energy requirement
of 10.8 kWh/Si, outside of the heat loss of the furnace.

c) Experienced Material/Energy Balances.

Table II compares the experienced material and energy balances
with the theoretical one. Experience data have been taken from ref.
9 which lists "data from a major manufacturer of MG-Si", ref. 10
which cites data from a not widely distributed Battelle report, and
ref. 11 which gives data on an experimental arc furnace run at
Elkem. Several observations have resulted from the study of these
data:

i. The quality of the date does not justify better than 2-digit
precision.

ii. Mining and transportation energy expenditures for quart:z
and coal are quite variable, depending on source, method,

location of user, etc., but are in all cases so small as

to be negligible. (It is good that the referenced authors,
as well as these investigators, have checked the data, so
that this statement can be made with confidence.)
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]

iii.

ORIGINAL PAGE IS
** POOR QUALITY

Energy expenditures for plant operation (lighting,
ventilation, crane operation, etc.) and energy con-
tent of equipment have evidently not yet been analyzed.
We added 1 kWh (el) per kg MG-Si produced as

an estimate for these energy expenditures (Tables V=42,

4B, - 4C, cach Line 1 (p.p. V=1L, V-1, V-17),

iv. The electrical energy consumption in the industrial

v.

vi.

vii,

processes seems only about a factor of 2 higher than

theoretically required.

The use of "fixed carbon" (F.C.) is also approximately
a factor of 2 higher than theoretically reccquired.

The use of thermal energy is an order of magnitude larger
than theoretical. The following recasons prevail:
l. The oxidation of carbon gocs only to CO, with only

about 1/3 of the heat of combustion of C to CO2
utilized.

2. The carbon sources used contain alc combustible
volatile components of high heat of combustion

(hydrocarbons) which are not utilized.

Both ref.'s 9 and 10 add a considerable energy expenditure

for the coking process. The petro coke is, howevcr, a
byproduct of gasoline refining, obtained by coking the
heavy residues from the distillation process. This coking
process provides a higher yield of gasoline. It seenms,
therefore, that the energy expenditure for the coking
process should be attributed to the gasoline production and
rot to the "colke",

V-11




viii. For the conversion from heat of combustion to electri-
cal energy, the factor 0.33 has been used, corresponding
the average efficiency of electric power generation in
thermal plants. In this, the transmission/distribution

losses have been omitted since large power users,

such as arc furnace operators, are usually located

close to generating plants.

ix. The data given in ref. (9) and Table 13 of ref. (11)
do not seem to agree with the standard specifications

(12) for "low volatile coal” shown in ref. (9).

x. The energy content of "wood chips" used in ref. (9)
is approximately a factor of 2 lower than that of
ref. (10) and (13), with credance given to the latter.
The energy content of the volatile component of
the woodchips on the unit mass basis, was originally
assumed to equal that of metallurgical coal. However,
comparing the total heat of combustion for wood thus
obtained with that given in s*andard tables, after
adjustment for moistirre content, showed that the
energy content of the volatiles of wood, as the only
unknown, had to be lower by approximately a factor
of 2 than that of the volatiles of coal. There
probably is better information on this subject
available in the literature, but it was not deemeé
beneficial to the project to expend more effort on
this subject, particularly since this energy does

not participate in the reaction, but exits via the

v-12




off-gas. Thus, both input and output of the energy

balance are reduced by an equal amount.

xi. Ref. (9) lists the conversion efficiency of SiO;
to Si as 80%, but rei, (10) uses only 66%. Never-
theless, ref. (10) arrives at approximately the same

total energy consumption.

xii. The July 1977 Dow-Corning quart~rlv report (14)
contains very useful detailed data on this subject,
which have been augmented by additional information

obtained directly from Interlake.(ls)
The final energy balance, which was capable of accounting
for 90% of the input energy (Table V-3), contains the interesting
finding that nearly half of the energy input to the process
leaves the furnace as chemical energy in the off-gas,

About 60% of this energy is contained in volatile gases, in

gnod part originating from the wood chips. The other 40% is con-

tained in the carbon monoxide which results from the fixed car-

bon used to reduce the §i0,. This off-gas is not utilized at

present, but is mostly burned off at the top of the furnace. A

utilization of this off-gas could reduce the net energy

consumption of the process to approximately one half its

current value, and such an improvement has been assumed

accomplished for the energy balance projections to 1982 and

V-13




. K5xauzy
S°€T - - - - - TeoTIIDATI
. - - »0°0|T u!..
peaveys - 9°0T | OL°T|ry |SOTFITIOA (bututey
% =3 - g0t Jer'tlez d paxyd ~uo) uoqae))
f - - €0°1|92 o%H 06°¢ s1elol
€°c PoUNoD
-~JRU, - - 0 2 ysy
- 8°0C 60°0}86 D poxtd | 60°0 apoa3ldaty
T 13 ndurfl o - 10°0}¢ ysv
- L1 9t ol 1e |sarraeroa
andango - 0°¢ €€°0[€9 O poxtd
1°1¢ e300 - - zo°ol¢ ol ¢s°0 (11oMs5)
. . - - 10°0f¢ ysv
cr'e | o°sz zuuBe_M_ TS 1% Lsorsaeron
” - 1°¢ yc°olyo D poxtd (Terasdur)
UOFIDBAUDD e - . : . s .
x-0-TZ°0 - - uorIeTpRy aosvuang
. . . . - - 10°0f0 ysv
§070 ot IO zorm 99062 3K _ | y-0 |voco|st |serravioa
z0°0 Lo (0] 31 UOTOTITV - 0°z zz ol 6 2 paxtd
10°0 11 ou.oTn oys pue z
0 - ¥0°0}9 ysy 19°0 aung - - 10°0}9 ol 8z°0 830D oa3ad
s$T°0 9°9 SE°TY9 (o]
fanduy - - t10°0|o0 ysyv
(2139) - g'9 3| ve tjrs |sar¥avion
99°0 9°0T |oL"T|¥(] saT¥IRTOA - 1 S1°0]9 O poxTd
z D006z 3I® z
86°0 - €0°1[02 OH 80°s] seb-330 - - g86°0| oy o' 8y°'¢ sdiyopoom
Nme LL°e ) a3rzaaend
e e e
Wy uMy 5y | by ymy yMy by |4 by
Tewzayl | way) Juauoduo) 1e1I93N 303131 wayd Juauodwo) 1eTaazeH
JUIJUO) aUuu:N ssey sse uajuo) Abxaug B85V ssey
(Indano 1s by i1ad) IndIng Abaduzg (3ndane s by aad) 3ndur Abioun

(UW) ¥S 03 TOTS JO UOTIDONPIY IdvUANIDIY

aduereg Abasug

g-A 91qeL

i




R T

beyond.

For the purification of silicon by the standard
SiHC13 process and the generation of the "Polylog", pub-
lished data (16) and corroboration (17) were used. The
energy consumption data computed on this basis are shown in
Table v-4A, lines 2,3, and 4 for the SiHC.’13 generation, the
SiHCl3 distillation, and the SiHCl3 reduction tc purified
silicon, respectively, and correspondingly in Table V=-4B.

As an alternate purification process,which can be ex-

pected to have replaced the SiHClj purification process by 1986,

the projected energy consumption data for the SiH4 process under
development at Union Carbide Corp. (18) are detailed in lines

2 and 3 of Table V-4C.
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The current process group for sheet generation contains

3.3 Erergy Consumption in Sheet Generation

Czochralski crystal pulling followed by wafer slicing
either by ID diamond blade sawing, multiblade or multi-
wire slurry sawing.

The Czochralski process can be expected to be improved
both with respect to cost and energy consumption. Competing
are the heat exchanger method (HEM) of single crystal growth,
and semicrystal casting. All of these processes, however, re-
quire sawing, with very substantial kerf losses. Conseguently,
the energy balance of the sawing processes is dominated by
the energy content of the silicon material lost in the kerf.
The primary possibility for energy savings lies therefore
in the replacement of the bulk crystal growing methods, with
subsequent sawing, by one of the ribbon growing methods under
development. In the projections, improved Czochralski
crystal growing and sawing methods are used for 1982, and
a ribbon growing method for 1986.

a) Czochralski crystal growth and slicing.

The analysis of the Czochralski crystal pulling process,

19
was based on a review of an earlier analysis( ) and the
20)
addition of newer data from Texas Instruments( and Dow
Corning(ZI). The projections contain primarily three

improvements of energy impact: a reduction of the crucible
usage, an increase in the furnace productivity, and additional
technologv advances which include better furnace design for
reduced energy consumption.

The projected crucible usage reduction is based on
the assumption that crucibles can be used for the eguivalent

it
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of 1¢ individual crystal pulls, either with re-seeding or
(quasi-) continuous pulling, rather than the currently
practiced usage for one crystal only.

The second projected reduction of energy consumption
is connected with a projected furnace productivity
increase. Approximately half of this productivity increase
is expected to result from an increase in crystal diameter
from the presently common, nominally 75 mm (3") diameter
to nominally 100 mm (4") by 1982 and to 150 mm (6“) by 1986.
The other half of the productivity increase, however, is
expected to come from a higher linear pull rate, thus more
closely approximating the thermodynamically computed theoreti-
cal maximum pull rate. This prediction of a linear pull
rate increase is more risky as two currently not adequately
explored effects are involved. The first concerns crystal
perfection which may decrease with increasing pulling speed
and may possibly prevent attainment of the expected pull rates.
The second unknown is based on an analysis by Rea (22)
who found that the radiative energy transfer from the melt
surface and the heater environment to the grown crystal
prevents any close approach to the limit growth rates com-

(23). This

puted in the earlier thermodynamic analyses
spurious radiative heat transfer could, in principle, be
reduced by introduction of appropriate heat shields. To
what degree this can be achieved in practice, without inter-

fering with other aspects of the crystal growing process,

needs to be explored.
Some of the possible reduction in enerqy consumption

is not Jjust related to the productivity increase

V-2
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through a reduction of the time for unit mass crystal qrowth,

during which heat losses occur at a constant rate, but is
directly connected with the dependence of the heat losses
on the system geometry. The estimates are based on the -
only conditionally valid - assumption that the heat losses

in unit time are directly related to the crystal

gqeometry chanege, and thus would increase prorortionately to

the crystal radius. 'The increased mass pull rate, which
results from the radius increase, however, leads to a reduc-
tion of the energy losses inversely proportional to the radius.
Finally, the required decrease of the linear pull rate results

in a reduction of the energy losses inversely proportional

to the square root of the crystal radius.

Twice as large a reduction in energy consumption than
by the geometry change is, however, expected to result from
technology improvements, consisting in the use of better heat
shielding and insulation in future furnace designs. Another
technology advance has been assumed in the substantial decrease
in usage of replacement parts for the crystal pulling furnace,
which reflects itself in reduced energy content of the replace-
ment parts used per unit mass of crystal pulled.

Prior to slicing, the ingots are brought to constant
diameter in a grinding process, which, by current production
experience, costs 8% of the mass of the crystals grown. With
the use of larger diameter crystals, projected for 1982, this
grinding loss has been assumed to be reduced to 6%.

A similar analysis has been carried out for the slicing
process, both as currently practiced and with projected tech-
nology improvements. Data on the current production processes

(24)

include the multi-blade slurry sawing profess and the in-

(25,26)

side diameter diamcnd blade sawing process . Also, ox-

v-21




perimental and projected data on advanced slicing methods were
examined for the multi-blade slurry saw (27'28),for the
ID diamond blade naw(29), and for the Yasunaga and Crystal
Systems multiwire slurry sawing processes. (30,31) rhe ;
slurry and the blade packs used in the multi-blade process
constitute a substantial indirect materials consumption with
significant energy content, as do the diamond saw blades in
the ID sawing process.
The slicing technology improvements projected for the
1982 production lines as far as they concern the energy
balance, are the results of current experimental runs. For

the multi-blade saw, the primary advancement will be a 25%

blade thickness reduction, in combination with a 37.5% wafer

thickness decrease, to 250 um wafer thickness and 200 um
kerf, while maintaining the present practical wafer yield of
95%. This results in a 50% increase in the mass to area

2 per kg silicon crystal. A similar

corversion, to 0.9 m
reduction in wafer thickness is anticipated in the ID
sawing process, but without reduction of the kerf. The
slurry multi-wire saw, which also could be on the 1982

production lines, can yield w:fers with similar thickenss

and kerf as the multi-blade slurry saw,

For the 1986 projections, energy consumption data given

for the EFG ribbon growing process(3z)

, but not yet
reviewed by us, were used.
In consequence of the discussed process improvements,
the energy content of the wafers or ribbons of silicon is
expected to fall from the 1978 value of 1537 kwk(el)/m?
to 880 kWh(el)/m2 in 1982 and 165 kWh(el)/m2 in 1986 (Tables

V-4A to C, pp. V-15 to V-17)..




3.4 Enerqgy Consumption in the Solar Cell and Module

Fabrication Process Sequence

The energy analysis of the solar cell fabrication pro-

cess sequence is, in some respects, simpler than that for
the sequence up through sheet generation, and more compli-
cated in others. It is simpler, because one is dealing only

with areas of silicon wafers or ribbons, no longer converting

from one material form to another, or from mass units
to area units. It is more complicated, however, because there
exist many more process options and potential sequences.

In any such sequence, the accumulation of yields from
the individual process steps is as important for the energy %
consumption as it is for the costs. 1In fact, for the entire
process from SiO, to finished cells, the energy content of
the silicon lost in the various conversions and due to
yields of the process steps far exceeds the energy going in

direct line into the finished product.

S

Consequently, the total energy expended for producing
a unit of work-in-process (or finished product) leaving
a given process step n is described by Bn_l/kn + AEn,
where E,.] is the total energy expended for producing a unit
of work-in-process entering the resvective step. AE, is
the total energy needed to process a unit of work-in-process
through the step, and ), is the yield of the process step.

The total energy ET,N expended in a proccess sequence up to

step N (inclusive) is then:

(v-1)
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where Eo is the energy content of a unit of work-in-process
or direct material (e.g. wafer or ribbon) entering into step
1l of the sequence. ET N is, for instance, the energy shown
in the right hand columns headed "Total Energy" in Tables V-4
A to C and V-8A to C, or "Subtotal” and "Total" in Table V-6.
These total energies cannot be summed, but can be used for

entry as En- to another step or sub-sequence. Thus, the

1
data in the left-hand columns headed "Direct Material Energy"
or "Input Material" in Table V-6, and in Tables V-4A to C and
V-8A to C, represent the values of E,_;/A,.

The total enerqy "content" of the input work-in-process required

to produce a unit of good output from step n is En-1 » su that
A
n
the energy content EI n of the material lost in the step n is
TP
given by:
E, .= (3 -1) E (V-2)
L,n An n-1

This quantity includes the energy content of all material lost

in the preceding steps. The energy givenbyeq. (V-2) is an important

ingredient of the "add-on-energy" Ep n for a unit of good work-in-process
14

leaving process step n:

E = E + AE_; (v-3)
n

Data generated by use of eq. (V-3) are included, e.g., in
the right-hand column headed, "Total Add-On Energy" of
Table V-5, while the left-hand column headed "Energy Content

of Lost Silicon" includes data obtained by use of eq. (V-2),




with:

E = E + E

n-1 n-2 A,n-1 (V-4)

Neither the add-on energies, nor the energy values for
material lost in a process step, can be summed directly to
obtain the total energy expenditures in a process segquence
up to step N inclusively, because of theyields of the process
steps subsequent to a given step n. Thus, for a unit area of
product to leave step N, the total energy content EL

'N'n
of the material lost in step n is:

E = (V-5)

I A
e

and the total add-on energy for the sequence from step 1 to

step N, inclusive is given by:

N
E =y ; (V-6)
=1 N+ 1

I

k=n+1

Eg. (V-5) has been applied to obtain the "Totals" for the
"Energy of Lost Silicon" in Table (V-7), and an equivalent
relationship for the other energy component totals. The
farthest right-hand column of Table (V-7) represents data
resulting from application of eq. (V-€&). The cnerqgy content

of the total material lost is then simply:

Vv-25
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n’

The quantities EL,n and EA,n' and correspondingly EL,N,n

and EA,T » include in the energy content that of all material
lost in processing the good, remaining work-in-process.

They are therefore not suitable for the determination of the
total energy content of the material lost in a sequence of
process steps, or of the "total net energy content" of

the good work-in-process leaving such a sequence. This

total net eneray content does not include the energy content
of the lost material. Thus its computation has to be based
on the net energy contents of the input work-in-process,
including consideration of theyields of the subsequent process

steps. In analogy to eq. (V-2), the net energy lost in

step n for a unit of good work-in-process leaving this step is:

1
EL,n,n = — l En'n_l (V—8)
An
where: n-1
Eyn-1 - Bo * Z AEy (v-9)
k=1

is the net energy content of the input work-in-process.
Similarly, the total net energy lost in step n for a unit
of good work-in-process to leave a process sequence after
éﬁep N is given by:
EL,n,n

N

TT

k=n+1

(v-10)

Et, n,N,n =

v-26




and the total lost energy in all process steps by:

N
E
Epnt = 9 (v-11)
Lery N+1
=] -
n Ik
=n+l

Corresponding to eq. (V-9), the total net energy content of
the good work-in-process, or finished product, leaving

step N is:
N
= E_ + E, ; (V-12)
Y
k=1

This total is represented in the farthest right hand column labeled
"Potal” in Tables V-9A to C, while the entries in the columns labeled
“"Energy content in lost Si" of those tables represent

data according to eq. (V-10), and the totals of those columns
correspond to eq. (V~11l) as well as eq. (V=-7).

In the solar cell processing sequence, we have accu-
mulated the energy consumption data for the texture etching
and the junction formation processes, and we have examined
the direct material content of the encapsulation materials.
The metallization and antireflection coating processes are
presently being analyzed, and their energy data will be
presented in a later report. 1n addition to these detailed
analyses, we have accumulated the encrgy data for the 1982
$2.00/W(pk) and the 1986 $C.50/W(pk) IPL Strawman process

sequences. From our detail analyses for the individual




processes and the available data for the remainder of the

sequence, such as the Strawman data, we have synthesized
overall process sequence energy consumption and payback time
data.
a. Energy Consumption of Junction Formation Processes

The energy consumption of the various present and projected
junction formation processes was studied in detail in
connection with the analysis of their cost-effectiveness.
In the evaluations, SAMICS overhead energy standards were
used throughout, except for the 1974 and 1977 experience data
shown in Table V-5, lines 1 and 2.

The wagers or ribbons resulting from the Cz/slicing (1978
and 1982), or EFG ribbon (1986) processes were tentatively
ascumed to be jubjected to the same texture etching process, with
the same yield, independent of the junction formation processes
used or the time frame. This unified wafer preparation consists

(33) ' Lhich includes the appli-

of a 3-step process sub-sequence
cation of an etch-stop (wax) to the buck surface of the cell, tex-
turing of the front surface by a hot NaOH etch, and removal of
the etch-stop (Table V-6). The wafers resulting from this
process sub-sequence are assumed to form the input material for
the various junction formation processes.

The add-on enercies for the junction formation processes

are summarized in Table V~5. These processes have been grouped

into present (Table V-5, lines 2 - 3), near term (Table

v-28
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Table V-3

PROCESS ENERGIES YOR JUNCTION FORMATION PROCESSES (u/a?)

1
. Raargy Cone ] Squip. Factil. | Totsl ““,_p‘?m.
Tield tent i Mat. Energy | Dirvect Unergy | Energy GEnergy Add-Um Enatgy |gi.tw'y! Tiee
Process (%) | Lest silicon
_t (eh) (e)) {th) fod) th el) [(th) (el) (1) | ()
]
b et TR T Y " 0 w2 - ® 0 .
]
2. Dittvsien ; i : |
(Selaver, 1977) i;n nom W 1.3 (o) 1.2 3200 m
i ! . .
3 m un::;n - ’E "o 0.97 1.28 | 0.0 .9 440 2,03 ] 626 S.82! 130 2
(Shostrelar, 1978 #
4. P leu Implamtatica
(Varian-Ixtrion,
1978) » 9.68 12.79 1.78 0.7 33.64  2.74 4487 3.31 1 49,77 | 164
s. m, diltunion
{In. Seraveen,
1902) "w.e . 1.11 1.4 0.448 1.9 1.3 0.42 ] 2.6 385} 4| 13
.. umou:“ 1] 0.94 1.41 0.098 6.9 0.74 0.3 | 1.78 849 9,04 24
cerela, 19484)
7. S-etep P and n !
BSY Diffusion . !
Seevence « W8 A2 6 0.23 14.3% 3.3  1.05 | 7.37 21.79 . 24.00 : 63
(Meterols, 1986) } [
" - " — +
" & PP len tmplan- 2!
colton -~ "”z 5 0.77 1.14 0.30 0.5 486 265 | 553 330 | A | 14
Lacknond, i
9 2-0ide Ion lwplen- l‘
totion w/Annesling ii 99, . .
(A, 1986) ] $ 182 2w 0.92 .92 10.82 1,75 [13.26 1.9 | 15.01] &3
10, Bgh ‘l":mwt
P Iaplantation 9.9 .
(Spive, 1988) 0.095 0.14 0.021 .13 1.42  0.07 | 1.5 2.3 | 2,79 | »
1. Mhru:ur
Seam Implencation " .o, .
etorois 1986) 19 0.20 0.01 0.62 0.23 0.13 [0.63 1.0 | 1.16 | 3
2. ton 1mplastation !
"y 99.8 | 0.18 0.2 . . H
o Steoman, 1 0] " 18 0.8 . 0.0 i 1.07 e 0.1 1082 166 0 2.2 |6
] | ! ‘
19, Activetion ' p !
A(nlulu‘: . 9.4 ! 0.57 0.0% 0.09 3.1 | 0.3 0.18 1.00 4,13 e.43f12
Metercla, H .
H i !
; ' H
! !

(s) = included in Tactlity Unergy

A = not avatleble

Coavereion Factor:
0.3 W (o) = § 4 (oh)

Ssoe Table V-6 for datatl

Enargies of Sterting Materipl
3 « .

1978 (13} 127
192 354 "
1986 2.4 142
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Tebdle V-6

Inergy Compopyntn of $urface Preparation Progesscs Preceding Jungtion Formation (in w.g..!z
1978

1nput Material Ind. Mat.
(th)

Subtotal

Processing kquip. Faeiliny
(el) (th) (1)

Totald
(el)

1. Selneen :
1977 data NA A (a) 2.0 ()] 3,12 -

2.1nput Work - in- .
PrecensiC, vafers : %5 1233

(Table v=4A, Line 6),

3. Application 0.99 954,551 1265.%6 0.08 0.5 0.45 0.1} 935,25 ) 1266.27
of etch stop
on back

4, Texturing froat 0.992 962,95 1276.48 - 0.08 0.13% 0.068 |963.12| 1276.¢2
oucface

§. Removal of eteh-| 0,998 965.05] 1279.19 0.001 0.11 0.26 0.065 965,31 1279.36
step on dack

02

IIE

1. Input Work-in-
Process:Cavafarte
(Teble V-48,L10e 8)

S41.9 | 717.8

2. Application of
atch 8top on back 0.9 $47.37] 724,78 0.03 2.5 0.6% 0.11 348.07, 725.3%

3. Texturiag fromt
surfsce 0,992 $32.1%9| 11,21 - 0.08 0.13% 0.068 $52.64 731.36

4. Removal of etch~
step on back 0.9% 553,75 ] 732.02 0.001 0.11 0.26 0.06% $54.011 733.001 §99

1.Input Work-in-
Process: EFG - - - 89.4 137.8
Ribbons .
(Tadle v-4C,Liva

2. Applicatien 0.99 90.30 139,39 0.05 0.5 0.65 0.11 91.0 1)9.8
of etch stop
o back
Texturing front 0.992 1.7} 140.73 - 0.08 0.13 0.068 91.487 140.88
surfacs
&. Remeval of eteh-| 0.698 922.07 141,36 0.001 0.11 0.26 0.06% $2.)6} 141.5%
step on back

3

i

Data for Applicetion of Ftch $top, Toxturizing, and Removal of Etch Stop were derived from Motorola (vef. (36)).

(8) 1Included tn fucility energy
(MA) Not Applicable
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V-5, line 4) and long range projected junction formation
processes (Table V-5, lines 5-13). For comparison purposes,
the 1974 data (1) for the direct energy consumed in a
diffusion process have been included in Table V-5, line 1.
Since the data of this reference include indirect energy
consumption only for the entire plant, including wafer
generation, cell processing, and environmental testing which
is probably more connected with the space power cells pro-
duced predominantly in 1974, the indirect energy consumption
was, for the¢ purposes of this report, allocated to the various
process areas in proportion to their direct energy consumption.

The 1978 Spectrolab phosphine diffusion process (Table V-5,
line: 3), for which detailed experience data had been made

available 3%

., shows approximately an order of magnitude lower
total equivalent electrical energy consumption than Ilies'
numbers. This energy consumption is, in many respects,
comparable to that for the POClj; diffusion process contained

in the JPL 1982 Strawman process (Table V-5, line 5)(35). It is
noteworthy that the "equipment energy," derived from the
equipment price as outlined on p. V-4 of this report, is the

item of highest energy consumption in the Spectrolab process
(mable V-5, line 3).

{(36)

Motorola's diffusion process data , also 1 - hosphine

diffusion, arc uscd as a projection to 1986, with (¢ much

lower energy content, per m?

, of the silicon ribbon expected
to be uscd then. This difference expresses itself in the
energy consumption for lost silicon. Essentially counter-

balancing this change, howcver, is Motorola's assunption of
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a lower yield. Another significant difference is in the
material energy consumption, which is based on Spectrolab's
substantial use of acids for quartzware cleaning, an item
which is not included in Motorola's data.

Also included in Table V-5, line 7, is a 5-step process
sub-sequence (Motorola) for the formation of bcth the pn junc-
tion and the BSF layer. This 5-step process includes the
phosphine diffusion step just discussed. 1Its five process

steps and their energy consumption are detailed in Table V-7.
Besides diffusion, ion implantation is presently used

for junction formation. But in its present practice(37),

ion implantation is much more energy intensive than the diffu-
sion process (Table V-5, line 4). The process energy of ion
implantation is, however, projected to decrease significantly
through improvements in equipment design. These designs
stress higher projected throughput rates relative to material

usage, and capital equipment and facility requirements. 1In

contrast, for the diffusion process, the add-on energy is not

expected to change substantivally since significant future in-
creases in furnace efficiencv are not anticinated,
It is also necessarv to considger associated processes

in the sequence, ‘and the yvields in such seaguences. Thus,

the ion implantation process should never be considered
without adding the needed annealing step (Table V-5,
line 13). Consequently, the 5-step pr junction and BSF
layer diffusion process and the 2-sided ion implantation

process with annealing (Table V-5, lines 2 and 9, respectively)

UR[GH\
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constitute comparable rrocesses. Differing yields, or assump-
tions of yields, can have significant influence on the energy

consumption. Thus, the lower overall yield (96.4%) of the

5-step Motorola sequence compared to that of the competing ion
implantat.un process (98.4%) accounts for nearly 50% of the

difference seen in the energy consumption of the 2 processes.

This difference is in favor of the ion implantation for
this particular example. Because of the importance of high
yields for achieving processes with low energy consumption,
most of the 1936 solar module fabrication sequence has been
projected to be composed of individual processes of very high
yields. Modifying the projected Motorola PHj diffusicn
process to be consistent with Spectrolab's experience of 99.9%
yield and, in addition, a 17.5% "capacity factor" for the
furnace energy consumption, would reduce its payback time
from 24 to 9 days, and that of the 5-step sequence to
33 days. This would then be slightly less than the energy
payback time of the competing 2-sided ion implantation
process with annealing.

The data of Table V-5 are illustrated in Figure V-1.
It shows the projected ion implantation processes to require
less add-on process energies than the projected diffusion
processes. However, after adding the process energy for
activation annealing to that of the implantation process leads
to comparable energy expenditures and payback times for

the future ion implantation processes and the diffusion processes.
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It may also be noted that the energy payback times for the
projected diffusion processes are more "firm" than those for
ion implantation, since the latter are based on equipment which
has not yet been built. 1In contrast, the projected diffusion
processes represent relatively small extrapolations from current
production equipment and practices, primarily modifying
throughputs to meet the LSA-JPL output goals.
b. Module assembly (encapsulation)

The major energy contributions in the module assembly
step seem to come from th: energy content of the encapsulation
materials. Consequently, time has not yet been spent ondetermining
the direct energy consumption in the encavsulation process
(interconnect attachment, matrix connection, encapsulation
material layup, potting material curing, junction box assembly),
and the facility energy consumption for the respective part
of the plant.

For the 1978 module assembly process, the encapsula-
tion materials chosen were two 3 mm (1/8" thick) glass plates,
along with a lmm thick layer of potting material. The cell

packing density of 80% requires 1.2> m?

of encapsulation
material for each square meter of cell area. Cell yield in
this area was tentatively taken as 100%. With a glass energy

content of 46.1 kWh/m2 (38)

,and a potting material enerqgy content of
about 12 kWh/kg, both assumed to be predominantly thermal
energy, the energy content of the encapsulation materials

alone is about 130 kWh(th)/m2 of cell area. For the present
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process,Iles(l)gavexu>energy'consumption data for the encapsu-
lation sequence, but Solarex presented data (39) which are
tentatively used in Table V-8A.

For 1982, an 85% packing factor has been used for the
solar cells in the module, reducing the encapsulation area
to 1.18 mz/m2 of cells, and the energy content of the
encapsulation materials to 120 kWh(th)/m2 of cells. At
the same time, the energy consumption data from the JPL

$§2/W(pk) Strawman process have been used for the direct

energy use and for the facility energy.(35)

For 1986, the packing factor has been assumed to be
further improved to 95%, and the back glass layer replaced with
a 0.25 mm thick Mylar film, or another material of similar energy
content. Use of the improved packing factor alone without back
glass replacement, results in an encapsulation material energy content
of 107 kWh(th) /m2 of cells, while use of the Mylar film backing
leads to 62 kWh/m2 of cells. 1In addition, the relatively
small direct and indirect energy consumption data of the
1982 Strawman process for the encapsulation process group have

also been used for 1986.

c. Full solar module process sequences.

Using the energy content of the input work-in-process
to the solar module fabrication process sequence which was
summarized in Tables V-4A to C for the current silicon wafers

as well as projected wafers (1982) and ribbons (1'86), the
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energy content of the completed modules was estimated or
projected, based on available data. It turned out that the
differences in these data for current processes are soO
large that they cannot be significantly improved by intro-
ducing the data resulting from our texturizing and junction
formation process analysis into these other sequences.

A first analysis of the electrical power requirements
of a solar cell production plant had been performed by Iles(l).
Iles estimated the contemporary (1974) solar cell fabrication
plant energy consumption from the installed equipment
power ratings, and extrapolated the plant's productive
capacity by assuming that a five times larger solar cell
area could be handled annually in the same plant,
with approximately the same enerqy consumption, by going
from the then-nrevalent 2x2 cm space power cells to 2"
diameter cells. Deducting Iles' direct energy consumption
values for crystal growing and slicing leaves a direct
electrical energy consumption of 120 kWh/m2 of cell area pro-
duced. Allocating the indirect energy consumption in pro-
portion to the direct enerqgy, leads to 125 kWh/m2 of cell area
for the solar cell process plant, These data contain, e.g.,
a direct energy consumption for diffusion which is an order

of magnitude larger than Spectrolab's experience data (sce

Table V- 5 , lines 1 and 2). On the other hand, Iles' data
do not contain the enercy content of the indirect materials

consumed, nor that of the equipment installed (see Table V-8A).

V-39




The Solarex data(39) amount to about half the energy
consumption found %y Iles, but include the eneryy contents
of the indirect materials consumed and the equipment. Com-
paring these data with those resulting from the analysis of
textur:izing and junction formation shows the Solarex energy
consumption to be much higher than that given by Motorola for
the texturizing process group, and by Spectrolab for diffusion.
In contrast, the indirect energy consumption of Solarex (plant
lighting etc.) amounts to only 1.7 kWh/m2 of cells processed
and is much lower than any other data given for this item.

We consequently increased this consumption to 50kWh/m?2 of cells,
or hearly 100% of the direct energy consumption, about in line
with the other available data. One reason for this change

is also the apparent omission by Solarex of the indirect

energy consumption for the common areas, offices, etc.

In the encapsulation area, we used the energy content of
the direct materials from section V-3.4b of this report, amounting
to 130 kWh/m? of cells, for 2 sheets of glass and potting mater-
ial. This number omits the energy contcnt of the interconnectors,
a junction box, or a frame pcssikly applied. Considering
these facts, as well as a possibly lower packing factor for

2 of cells for this

Solarex, Solarex's value of 205 kWh/m
item appears quite compatible. For the direct and the indirect
energy consumption in this process step, the Solarex data
have been used as the only ones so far available. Tt mav

also be noted that 100% cell yield has been assumed for this
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encapsulation process group, which may be slightly ontimistic.

The consequence of these entries is a total energy
consumption of 2179 kWh equivalent electrical energy consumed
in the production of 1 m?2 of encapsulated cell area. At
80% cell yield from wafers to finished modules, it turns
out that 1920 kWh, or 88% of the total module energy content,
was already contained in the wafers entering the solar cell
processing line. Of the 259 kWh added in the solar cell/
module process line, over one quarter is attributable to
module assembly and encapsulation.

For the 1982 projections, the summary numbers given for
the JPL-Task IV Strawman nrocess (35) have been reviewed.
These data include a 93% overall cell processing yield, and
an 85% module packing factor. The energy data for the diffusion
step in this Strawman process sequence agree quite well
with those of the current Spectrolab diffusion process,
except for the equipment and facility energy values, which
are considerably lower in the Strawman process because of
higher assumed throughput rates. This comparison on one
significant process step gives a degree of credibility to the
remainder of the data. Again, we used our energy content data
for the double glass encapsulation. As Table V-8B shows,
the energy content of the completed module has been reduced to
about half of that of the 1978 module, but the energy content
of the input wafers now constitutes 93% of the module energy
content. Also, module assembly and encapsulation now consumes

59% of the cell and module process energy. These shifts are
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due primarily to the considerable reduction in energy con-
sumption on the solar cell process line, and are rein-
forced by the yield improvement on this line from 80%

to 90%.

The projections to 1986 were similarly based on the JPL
"Candidate Process" data(33 , which lead to a $0.50/W(pk)
encapsulated module price. The input material is assumed
to be silane purified, EFG grown ribbon, according to Table
V-4C. Use of the "Candidate Process" leads to atotal energy
consumption of 206 kWh/m2 of equivalent electrical energy
(Table v-8C), of which 172 kWh/mz, or 84%, is represented
in the input ribbon material. Also, 57% of the solar cell
and module process energy is added in module assembly,
predominantly in the energy content of the encapsulation
material.

Tables V-YA to C present additional data to augment those
of Tables V-8A to C. They give the mass fiow of silicon to
the unit of finished encapsulated cell area, the net eneragy
content per unit mass of the work-in-process at the key pro-
cess stages, as well as the energy content of the silicon
lost in the major process groups, and the net process energy
of the material appearing in the good finished product, as
contributed by these prccess groups. Again, these data
are provided for the c :. 2mporary processes and for the

projections to 1582 and 1986.
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4. Conclusions

The results of the energy consumption analysis are
summarized in pictorial form in Fig. V-=2. This figure
clearly demonstrates three points:

a. most of the current high energy content is associated
with the losses incurred in material conversion and
in process yields.

b. the biggest reductions in the energy consumption
will be connected with the introduction of new
processes for silicon purification and sheet
generation.

c. much of the reduction in cell processing energy comes
from higher throughput rates; this effect is already
observable now.

The numbers on energy consumption are to be considered

as rough approximations, since the data for the current
process practice show a large spread, and since the future

data represent projections. But in toto, the energy payback
times can be expected to decrease rapidly from their recent
value near 20 years to below .0 ycars by 1982 and to less

than 2 years by 1986. This last prediction is somewhat obvious
since the modules are expected to be close to cost-effective
by then as replacement supplies for energy generally available

from other sources.
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Chapter VI
Plans
In progress are the analyses of metallization processes
and of antireflection coatings, which will be reported in
the next quarterly reports. The effort will then shift to
masking and material removal processes, back surface
field layer formation processes, and the evaluation of ingot

versus ribbon technologies.
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