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PREFACE

.This volume is the first of a three volume set presenting
the description and pwrogram documentation of a mathematical model

package for thermal pollution analyses and prediction. This vol-

ume presents the mathematical formulation of these models, including

assumptions, approximations, governing equations, bouundary and in-
itial conditions, numerical method of solution and sample results.
The two model formulations are the rigid-lid and free-surface, re-
spectively. These programs were developed by the Thermal Pollution
Group at the University of Miami, and were funded by the National
Aeronautics and Space Administration (NASA), thus the program

names NASUM I, NASUM II and NASUM III were given to reflect this
joint effort.

These models are three~dimensional and time-dependent using
the primitive equation approach, They have sufficient generality
in programming procedure to allow application at sites with diverse
topographica. features. NASUM I is a rigid-lid formulation and is
presented in detail in Volume II. NASUM I consists of both near
and far field versions. The near field simulates thermal plume
areas, and the far field version simulates larger receiving aquatic
ecosystems. The models in NASUM I simulate the velocity and tem-
perature fields for given meteorological and plant intake and dis-
charge conditions. Three versions of the rigid-lid formulation are
presented in Volume II comprising NASUM I; one for near field
simulation, the second for far field unstratified situations, and

the third is for stratified basins, far field simulation.
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SJASUM II and NASUM III are free-surface foxmulatioas
and are presented in detail in Volume IIIL, Both programs
present surface height variations, velocity field and tem-
perature field for the "complete field", UNASDM II is a
far field formulation and is used without including the plant
thermal discharge. NASUM IIT used horizontal stretching in
order to provide higher resolution at thermal discharge point,
as well as including far field influences such as varying tide
and ambient currents at points far from the point of discharge.
It also includes far field influences such as varying tide
and ambient currents at points far from the point of discharge.
The three volumes are intended as User's manuals and,
accordingly, they present specific instxructions regarding data

preparation for program execution and specific sample problems,
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o 2l
h 2

Inlet tidal velocity = v, cos w(t+%)
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o = a + ¢y Sinn{cy(X-d)!}

8 =Db + c, Sink {c,(¥Y-e)}
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TUTRODUCT IO

Background
The management of waste heat from power plunts is a

dominant consideration in making power production compatible
with ecological concerns. For eavery unit of energy converted
to electricity approximately two units are discharzed into the
environment. The ultimate heat sink is space. However, the
intermediate heat transfer links. namely, the hydrosphere and
the atmosphere may undergo changes harmful to life supporting
ecosystems.,

Some quantitative estimates of efficiency, operating
temperature and waste heat have been made by iarleman and
Stolzenbach (1972) and are presented in Table I. Typical
condenser water flow rate is about 1500 ft3/sec (675,000 zal/min)
or 3.4 x 10816/hr. This results in about 12°F increase in
cooling water temperature for fossil fuel and 20°F for nuclear
plants. An idea of the magnitude of these discharues can be
formed by observing the estimates given by Krenkel aud Parker
(1970). According to their estimate the cooling water flow in
the United States (based on a 15°F rise in temperature) is
approximately 40 trillion gallons per year which is approx-
imately 10% of the total yearly flow of waters in the rivers
and streams in the U.S. The problems are real.

While the effects of thermal pollution have not been sys-
tematically quantified, it is accepted that there are elfects
of significant nature in the biology and chemistry of the eco-

system disturbed. Thermal discharges may result in anomalous
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gtratification of lakes, lowering of capacity to hold oxygen,
increased reaction and increased metabolism. The lethal effects
of thermal pollution are sometimes obvious, whereas the sub-
lethal effects on food chains and waste assimilation cuapacities
are not easy to foresee unless careful, fluld mechanical,
chemical and biological interactive studlies are conducted in

an integrated fashion.

In the past, waste heat was primarily discharged directly
by open cycle systems to aquatic ecosystems, eg. lakes, rivers,
cooling ponds, etc. Recently, the shortage cf land, particul-
arly in Europe has resulted in closed systems, eg. cooling towers
that discharge waste heat directly to the atmosphere. The
incremental change in ecological impact implied by going £rom
open to closed systems 1is still in the realm of investigation.
Comparative statements are difficult to make especially when
considering such non-ecological factors as economics. The pre-
sent effort is directed solely towards hydrothermal analysis and
predictions for open cycle cooling systems.

Need for Models

Accurate understanding of the behavior of thermal discharges
ig important for the following reasons.
I. To analyse the receilving body of water such that recircula-
tion between intake and discharge from the condensor and con-
sequent decrease in coolig efficiency can be minimized.
II. To assess the thermal impact on the aquatic life forms
existing in the receiving ecosystem.
IITI. To provide a priori information about the nature and extent

of thermal impact for site selection.

13
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It is therefore, apparent that not only environmental but
design interests also are at stake,

The above mentioned objectives can only be met by having
large data sets over the entire discharge flowfield. lieasure-
ments for temperature and velocity made over the affected domain
could be used to develop maps for veloclty and temperature
distribution. However, there are some major drawbacks to this
procedure.

L. Unless the flowfield is adequately covered with fixed
measuring installations which record temperature and velocity
continuously, synoptic data is near impossible to obtain. In-
situ measurements have been conventionally obtained from moving
boats with towed measuring devices; the data consequently is
non-synoptic giving distorted plume shapes except in rare sit-
uations where a steady state plume exists,

2. The information obtained is usually site and time specific
and is quite difficult to use either for diagnostic or predictive
purposes even at the same site under different meteorological
and plant conditions or at other sites. Thus, the data ohtained
merely serves as a monitoring tool providing little information
regarding the behavior of heated discharges that would be useful
in analysis of existing discharges or design of outfall location
for future power plants.

3. Regulatory agencies often require data for worst meteorology
situations which can only be obtained by simulation.

4, For comparative studies of prospective sites and discharge

geometry prior information regarding plume behavior is essential.
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In-situ measurements are of no help in such site selection
decisions.

While in-situ measurements can serve for diagnostic and
monitoring purposes under limited circumstances for meeting
objective 1 and II they are not relevant for objective IIL.
Models for simulacing behavior of thermal discharges are there-
fore imperative,

Bagsic Considerations in Model Development

In order to establish the rationale of model formulation
the physical mechanisms underlying the hear dispersion from a
heated discharge need to be vutlined. Thermal discharges can
aither be in the form of surface jets cr 1+ the form of sub-
merged jets. The surface jet is usually from a canal discharge
whereas submerged jets are from either single~-port or multiport
diffusers which release the thermal discharge at some finite depth
below the air-water interface. Both for submerged jets and sur-
face jets the following mechanisms govern the heat Jdispersal.

1. Entrainment of ambient f£luid into the thermal discharge.

g%

Buoyant spreading of discharged heated effluent.
3 Diffusion by ambient turbulence.
4, Interaction with ambient currents.
5. Heat loss to the atmosphere through the air-water inter-
face.
The first four mechanisms redistribute heat and momentum in the

domain., The last mechanism transfers heat to the atmosphere.

15




Two factors which affect plume behavior are:

l. Discharpe geometry and locatlion with respect to

ambient stratification.

2. Interaction of discharge with bottom topography.

The mer junisms mentioned play roles of varying importance
a3 the heated effluent travels away from the mouth ol the dis-

charge. It has been customarv therefore, to divide the flow
into the following regions;
1. Near-Fleld

In this region the initifal properties of the discharges
are Important. The flow field is dominated by the jet like
structure of the Jdischarze. Discharge pvometry, hottom topo-
zraphy, initial weloclty, temperature, etc. are dominating
variables, Thus, non-dimensional qualities such ar jet
Reynolds No., Jdensimetric Froude Jo., aspect ratio, bottom slope,
anu ju. wepth to domain depth ratio are important. Redis-
tribution orf heat from the discharge to the amhient is pri-
marily by entrainment of ambient fluid. Non-signirficant amounts
of heat 1s transrferred to the atmosphere.

Here the ambient conditions are dominant in heat dispersal.
Ambhient turbulent diffusion and surface heat logs are signif-
icant.

The boundary between near and far field is quite quali-
tative with no easily definable senaration 1ian,

Owing to the relative importance o. different heat and

mass transfer processes in the two regimes and consequent
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different approximations it has been customary to develop
different models for each of the domains. Models that con-
sider the complete domain are termed complere-field models.
It is important to note that almost all models to date do not
simulare the ambient condit.ons but input them as boundary
conditions obtained by measurement.

The approach in the models developed in the present erfort
has been to develop complete rield models, which not only
simulate the thermal anomaly region, but also the total
ambient condition. Therefore, the mc:iels are comprehensive
and the rollowing Jdefinitions of near and Zar fields are
stipulauted.

L. Near-Field - The complete region where effects of thermal
discharges show measureable and distinet thermal perturba-

tion to ambient conditions. Thus, this deidinition includes
near, and far rfields of traditional definition.

2. Far-Field - This is the total domain wrose rhermodenanic and
hydrodvnamic characteristics affects the dischargze, but is large
enough not to bhe significantly arffected by the discharne.

Thus the far-field solution affects the near field boun-
dary conditions. whereas the far-field is signiiicantly un-
affected by the near field characteristics. Throughout the
three volume report these definitions of near and far rfield are
used,

The first step for model development is to mathematicallr
represent the conservation of mass. momentum and heat in terms

Of a set of equations. A relationship between the temperature




and velocity field in the form of an equation of state completes

the set of equatlons. The second step involves assumptions and
approximations for different flow reglons in order to make the
equation mathematically tractable. The final step is to
develop a solution procedure which obtains solutions with
appropria e boundary conditions.

Review of Other Modeling Efforts

An excellent review and evaluation of 40 surfaces plume
models have been presented by Dumn et al (1975). Salient
features of past modeling efforts will be highlighted in this
section.

Models can be classified in the following groups:

1. Phenomenological Models

These models are basically empirical correlations of num-
erous data bases. Measured plume characteristics such as
centerline temperature decay, jet width, isotherm areas are
wwelated with jet and domain wvariables such as initial
«ansimetric Froude No., Reynolds No., bottom slope, outfall
zeometric parameters, etc. These models are relatively easy
to use. However, information regarding detailed distributions
are not available from such models. Another major disadvantage
is that these models are only applicable to specific physical
situations for which correlations were obtained. The models
developed by Carter and Regier (1974) and Pritchard (1973)
are representative examples of such models. While these models
give gross parametric descriptions of plume behavior they are

not useful in analysis of recirculation, interaction with
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ambient currents,winds, tides, etc., or in understanding the
time dependent dispersion of heat in the receiving water body
under varying boundary conditions.

Integral Models

In these models only regions arbritarily defined as the
plume are considered, Forms of velocity and temperature pro-
files normal to the axis of the jet are assumed to provide
closure for integrated conservation equations. Numerous
models of this type are in existence with varying degrees of
simulation success depending on discharge and domain geometry.
There are some basic deficiences in these Models.

1. Domain boundaries are not considered.
a) Domains are considered to have sufficient depths to
eliminate bottom boundary flow effects.
b) Effects of lateral boundaries are completely neglected.
2. Ambient stratification is ignored thus resulting in serious
errors in incorporating bouyancy effects. This is a major
limiting feature. While integral models may sometimes be ade-
quate for non-bouyant jets, their applicability for bouyant
jets is almost universally questionable.
3. Changing ambient currents can not be incorporated.
4, Wind effects are ignored.
5. These are steady state models, and verification is near
impossible in field situations owing to near impossibility of
encountering steady state plumes.
6. Entrainment coefficients are a function of numerous jet and
ambient parameters making generally acceptable coefficients

difficult to compute.
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This class of models has been widely used since they have
gome predictive capability and are computationally economical
compared to numerical models. Table II shows a list of re-
presentative integral models, Sharazi and Davis (1974) have
developed workbooks using Prych (1973) Integral type model.
They present numerous nomograms facilitating use of this model.

Numerical Models

The state at a point in a flow field is described by the
solution of a system of equations that describe the local
conservation laws for total mass, species mass, momentum and
energy. For thermal pollution modeling the conservation laws
for mass, momentum and energy are relevant. The constitutive
equations complete the set. Since most envirommental flows are
turbulent a closure condition for the turbulence model is re-
quired. This system of equations together with appropriate
boundary conditions constitute a mathematical model. The
equations are coupled, non-linear, second order, three dimen-
sional partial differential equations. Analytical solutions are
not possible for most practical situations. Various assumptions
regarding dimensions and relative importance of physical mechanisms
are required to make the equations mathematically tractable.

The differential numerical approach attempts to find solutions
to this system using numerical techniques. With the advent of
high speed computers and appropriate numerical techniques this
approach in thermal pollution modeling has become increasingly
popular. The main advantage of this procedure compared to the
others described in previous sections is in the promise of ade-

quate simulation of all important physical mechanisms without
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the need for damaging assumptions regarding the nature of the
flow. However, assumptions and approximations can still be
made for specific situations. More importantly the three-di-
mensional nature of bouyant plumes can be accurately simulated
by this approach. These models also have the capability of
simulating time dependent behavior with time varying boundary
conditions.

A number of models of this class are in existence. Table
III shows a representative group of these models. It can be
seen that though there are a number of three-dimensional models
available all have some limiting assumptions. The purpose of
the present modeling effort was to develop a model package that
could be applied to a large variety of discharge, domain and

meteorological conditions with relative ease. 'the existing models

mainly suffer for inadequate ability to include bottom topography -

effects, and ambient meterological conditions. They also lack
adequc ~ verification.

Rationale for Present Models

A report by Lee and Sengupta (1976) presents the details of
model development. The present section presents the summary
of this effort.

The Thermal Pollution research team at the University of
Miami, under the sponsorship of }NASA-KSC, has been for the last
few years developing a package of mathematical models which can
have general application to problems of power plant heated
discharge to the aquatic ecosystem. The effort is closely in-
tegrated with simultaneous remote sensing and ground-truth

data acquisition support. The concept being the development of
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adequately calibrated and verified models for direct application
by the user community. The user community being the utilities
and the regulatory agencies like the Environmental Protection
Agency and the Nuclear Regulatory Commission.

Critical evaluation of mathematical models in use for
thermal pollution analysis, indicated that though some models
may perform well under certain conditions, a generalized three
dimensional model which accounts for wind, current, tide, bot-
tom topography and diverse meteorological conditions was not
in existence. The NASA-KSC-University of Miami project has
specifically proceeded to develop a model package which satis-
fies these requirements with emphasis on remote sensing data
input and verification during the model development. The com-~
plete effort in flow chart form is shown in Fig.l-1l to indicate
the relationship between data acquisition and model development.

The Model Package

Critical evaluation of mathematical models used for thermal
pollution analysis has been made by Dunn et al (1975). They
compared the performance of various models in predicting a stan-
dard data base. A general conclusion that can be made from their
analysis is that though some models may perform well under cer-
tain conditions a generalized model which accounts for wind,
current, tide, bottom topography and diverse meteorological
conditions is yet to be developed. The models in existence can
be classified into three categories: integral models which
make similarity assumptions, phenomenological models which rely
heavily on data and numerical models which solve boundary value
formulations directly using numerical tehcniques. Finite

difference methods are widely used though some finite-element
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algorithms have been tried. The integral models of Motz and
Benedict (1972), Prych (1972), Shirazi and Davis (1974), and
Stolzenbach and Harleman (1972), are the ones that have been
applied to a number of situations with mixed success. The two
phenomenological models that have been widely used are by
Pritchard (1971, 1974), The numerical models can be classified
in terms of spatial dimensions used and physical assumpicilous,
made. There are a number of two dimensional models that have
been developed by Trent (1974, 1975). The formulations even

for the three dimensional methods vary widely from primitive
variable to velocity-vorticity and welocity-corrector potential
methods. One of the first three dimensional models was by Waldrop
and Farmer (1973, 1974, a,b), This model was essentially a

free surface formulation. One of the first three-dimensional
models which adequately accounted for bottom topography and
comprehensive meteorological conditions was a rigid-1lid model
developed by Sengupta and Lick (1974a, 1976b). They used a
vertical stretching to convert a variable depth basin to constant
depth. Irregular shorelines could be easily included without
modification of the program. Modified versions of this model has
been used at a number of sites with satisfactory results, e.g.,
Sengupta and Lee (1976a), as part of the University of Miami
model development effort.

Most mathematical models for environmental flows require
detailed verification. The nature of the governing equations and
the state of the art in solution techniques demand restrictive
assumptions and approximations. Often boundary conditions and

initial conditions are not adequate. Thus a careful calibration
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procedure is an integral part of a model development effort.
It is not sufficient to verify the model after it has been
developed. Simultaneous calibration as the model 1is developed
leads to modifications which check whether assumptions are
valid and may even help to simplify models. A detalled dis-
cussion of the need and methodology for calibration and ver-
ification of numerical models is presented by Sengupte et al
(1975). The present study incoporates a program of airborne
radiometer data and in-situ reasurements to enhance the model
development effort. Figure 2-1 shows the interrelationship of
the data gathering and model development efforts. The details
of the mathematical package and formulation are presented in a
number of reports by Vezirogli et al (1974, 1975), and a surmary
presentation is given by Sengupta and Lee (1976a). A brief
discussion will be given here.

The primary motivation behind the effort was to develop

a series of models which make minimal site restrictive assumptions

enabling application to diverse basin and discharge configur-
ations. Two separate formulations were made one with the rigid-
1id approximation and the other with the free-surface included.
The rigid-lid formulation was essentially an extension of
the effort by Sengupta (1976b), to facilitate application to
thermal pollution studies. The free-surface formulation is
similar to that of Freeman et al (1972), used in a study of Lake
Huron. The models are further modified to have specific app-
lication to near field and far field. The near field being that
region affected by the plume and the far-field being the encom-

passing domain. The far field affects the near field. The near
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field has minor effects on the far field. The near field models
are especilally capable of modeling open-boundary conditions.
Thus there are four separate versions of the program, near and
far field versions of rigid-lid and free-surface models. All
the models include a vertical normalization with respect to
local height to convert variable depth domains to constant
depth. The programs have a horizontal grid-point marking

system which allows application to different shore line geometry
without any modificatlon to the program. One version of the
free-surface model has a hyperbolic sine stretching similar to
Waldrop and Farmer's (1974a), tangent stretching to allow finer

resolution at discharge points. Figure l-2 shows the component

programs of the mathematical package and present application sites.

The governing equations for the rigid-lid model are the
incumpressible Navier-Stokes Equation, conservation of mass,
energy and an equation of state. A predictive equation for lid
pressure is derived from the vertically integrated horizontal
momentum equations., The hydrostatic, Boussinesq and rigid-lid
approximations are made. The turbulent closure condition is made
by using eddy transport coefficients. The boundary conditions
at solid boundaries are no-slip, no normal velocity and adiabatic
conditions, At the air-water interface wind stress and heat
transfer coefficients are specified (a conduction formulation).
At open boundaries conditions are specified for temperature and
velocities where available. Otherwise normal derivatives are
equal to zero. Complete conditions in space and time are
specified at discharge locations. Explicit numerical schemes

with Dufort-Frankel differencing of the diffusion terms are used.




The pressure equation is solved by the SOR technique.

The free surface model also uses the same equations except
the predlctive equatlon for pressure is the hydrostatic equation.
The surface pressure is atmospheric. One extra equation for sur-
face height obtained by vertically integrating the continuity
equation is used. The other approximations are the same as that
for the rigid lid formulation. The boundary conditions are also
the same except that at open boundaries conditions for surface
height are required especially for tidal situations. Lateral
walls have slip conditions.

The mathematical model package therefore consists of:

1. Rigid-Lid Model

a) Far field version

b) Near field version
2. Free surface model

a) Far field version

b) Near field version with horizontal stretching
The features of the models can be detailed as follows:

Features of rigid-lid model

Three-dimensional

Non~linear

Baroclinic

Time-dependent

Irregular topography

Driving forces: wind, heat and mass flux

Predicts three~-dimensional fields for wvelocity and temperature

Surface pressure is defined as the pressure on a rigid-lid
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Features of the free-surface model

Three~dimensional

Non-linear

Baroclinic

Time-dependent

Irregular topography

Driving forces: wind, tide, heat, and mass flux

Predicts three-~dimensional fields for wveloecity and
temperature.

Predicts surface height.

Application Sites

The application sites were chosen to represent as diverse
a group of topographical situations as possible. The sites
were Biscayne Bay in South Florida, Hutchinson Island in mid-
Florida along the Atlantic coast and Lake Belews in North
Carolina. Biscayne Bay shown in Fig. 1-3 is a shallow estuarine
basin with tidal exchange with the Atlantic Ocean through a
safety valve region and a number of creeks. There are two
power plants on the Bay, operated by the Florida Power and
Light Company. The Cutler Ridge Plant shown in Fig. l-4
has a canal surface discharge into the Bay. The Turkey Toint
Plant has a closed canal cooling system. Flcrida Power and Light
Company has a newly built plant at Hutchinsnn Island. This
is an open ocean, coastal discharge approximately 1200 feet
offshore. The discharge mouth is Y-shaped pipe with one leg
60° to the other. This is a submerged discharge. Fig. I-5
shows the site. Lake Belews of Duke Power Company in North
Carolina has a mixing pond for the heated discharge. Connected
by a canal to a larger cooling lake where plant intake is
situated. This is a t-pical man-made lake for the Southeastern

United States. Fig. 1-6 shows the lake configuration. The




mixing pond is thermally well mixed whereas the nuin lake dis-
plays a seasonal thermocline. This Is a surface discharge
situation.

Detalled results for each application site are presented
in reports by Lee et al (1974, 1975, 1976) and in dissertations
by Venkata (1977), Mathavan (1977) and Tsai (1977).  Applications
to each site was verified with a number of data bases collected
during field experiments using boats and fixed stations for
ground truth and in-situ measurements and alrborne radio-
meter for remote measurements of surface temperature. Cali-
bration and verification was conducted by specifying detailed
initial conditions and comparing simulated results for given
time intervals with subsequent data bases. Thus, the capability
of the models to include varying boundary conditions in sim-
ulating time dependent behavior was severely tested.

Conclusions

The salient conclusions of thu project, to date, are as
follows:

1. The importance and need for airborne remote sensing data
has been demonstrated for thermal pollution studies.

o

The unique role »f synoptic data bases obtained by remote
sensing, has been clearly established as imperative for
complex model development efforts.

3. A mathematical model package has been developed wkth
adequate inclusion of complex transport processes to serve
as a predictire tool for thermal discharge studies and
site selection.

4. The component programs of the package have been applied to
diverse discharge and topographical conditions. The models
have performed satisfactorily for different meteorological
inputs.




5. It can be concluded that a reasonably general model packuyge
has been developed for application by the user cuugnunity.
Minimal programming effort is required by the prospective
users of the model package.

Recommendations

While the models have been verified for a number of sites,
in order to inspire greater user confidence it is imperative
that applications to at least two other sites be made. One
site should be such that the rigid-lid model is appropriate.
The other site should have the features which test the cap-
abilities of the free-surface model. Careful verification or

velocity prediction should also be emphasized.
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Type of Max ' Ideal Working ! Waste heat
Plant Temp. Efficilency. Efficiency ! per 1000 MW
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Fossil L200 F | 68% C407, : 4.23106 B.T.U/jHr.
Huclear 650°F | 53% +32% I 6.6x10° B T.U/Ur.
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MATHREMATICAL  MODEL

PACKAGE

RIGID LID MODEL

i. PFar Field Version 1.
Biscayne Bay

ii. Near Field Version ii.
Cutler Ridge Plume

7
iii. Verification Site
Belews Lake

ALL MODELS INCORPORATED A NORMALIZATION

Figure 1-2
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FREE~SURFACE MODEL

Far Field Version
Biscayne Bay

Near FPield Version

With Horizontal
Streching
Hutchinson Island

WITH RESPECT TO LOCAL DEPTH
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Fig.1-5 FLIGHT PATHS OF NASA-6 AIRCRAFT AT HUTGHIHSON
ISLAND, FLORIDA, 2 JUNE 1976
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Fig.1l-6 The Belews Lake Site.
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II. The Rigid-Lid Model
2.1 Brief Description of past Experience with Rigid-Lid

Formulations; Relevant Advantages and Disadvantages
One of the first three~dimensional models which adequately

accounted for bottom topography and compreshensive meteorological
conditions was a rigid-lid model developed by Sengupta and Lick
(1974, 1976). They used a vertical stretching to convert a
variable depth basin to constant depth, thereby permitting a
constant vertical grid size to be applied everywhere in the
domain. Irregular shorelines could be easily included without
modification of the computer program. Modified versions of the
rigid-lid model have been used, by the Thermal Pollution Re-
search team at the University of Miami, at a number of sites
with satisfactory results; Lee and Sengupta (1976).

The major advantage associated with the rigid-lid model is
the elimination of surface gravity waves with a consequent larger

integration time steps., For sites where gravity waves do not
determine the maximum allowable time step (for example, in the
case for which vertical diffusion determines the maximum allow-
able time step. This could be the case for a shallow water
basin), no time step advantage is gained by the rigid-lid model.

The major disadvantage associated with the rigid-lid model
is its inability to predict surface heights.

Thus, for example, real tidal conditions cannot be accounted
for, since the surface is not permitted to move.

2.2. Assumptions and Approximations

The system of governing equations (see next section, 2.3)
for the fluid flow invoke several simplifying assumptions and
approximations in the interest of saving computational time
without losing significant accuracy. The following assumptions
and approximations have been employed:
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2.2.1 The Boussinesq Approximation

The effect of density variation on the inertial and
diffusion terms in the governing conservation equations 1is
neglected. Density variation is retained in the bouyancy terms
in the equations of motion. The effect of bouyancy is thereby
accounted for by allowing density variations which produce
horizontal pressure gradients which influence the fluid motion
through the horizontal momentum equations.

2.2.2 The Hydrostatic Approximation

The hydrostatic approximation involves neglecting the
vertical convection and diffusion terms in the vertical mumentum
equation. This approximation implies that the vertical fluid
acceleration, g%, is negligible,

2.2.3 Constant Eddy Transport Coefficients

Turbulence modeling is very complex and has an extensive
body of literature of its own. Turbulent closure has been
obtained in this model by using constant eddy transport co-
efficients, except for the case (Lake Belews site) for thermal
stratification. For this case a Richardson number dependent
variable vertical eddy transpecrt coefficient was used. Due
to the horizontal scale length, L, being much larger than the
vertical scale length H, the horizontal eddy transport co-
efficient is orders of magnitude larger than the vertical eddy

transport coefficient,

2.2.4 Variation of Surface Wind Stresses

The variation of the wind produced surface shear stresses
with respect to x and y, E%ﬁz and 3? Zz , are considered
negligible for the horizontal length sd%les of the water bodies
studied. However, if the physical dimensions of the water body
are so large as to require including variation of the wind
stresses with respect to x and y, then the computer programs
can be quite easily modified by replacing v, , and 7_, with

matrices TXZ(I,J) and TYZ(I,J). Where the indices I and J

refer to the location of a grid point with respect to the x,y:Dlane
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2.2.5 The Rigid-Lid Approximation

This approximation effectively eliminates surface gravity
waves by imposing a zero vertilcal velocity at the surface.
This means that the surface allows slip conditions without any
normal vel_city. In other words, a rigid”africtionless 1id has
been placed at the undisturbed free surface of the water body.
The surface pressure 1s no longer atmospheric, but represents

a ''lid-pressure', which under some special steady state conditions

can be related to the free surface elevation that would occur
if no lid were present.

2.3 Governing Equations

The set of equations governing the behavior of the £luid
flow are those expressing the conservation of mass, momentum
and energy in turbulent flow, and an equation of state.

2.3.1 Cartesian Coordinate Representation (x,v,z)

The Cartesian coordinate system is used with the z-
coordinate in the downward vertical direction as shown in Fig.
2.1, i.e. a so-called "left-handed'" coordinate system, In
order to keep the generalized nature of the model, all the
significant terms in the respective conservation equations are
retained. Included are the effects of bouyanecy, inertia,
coriolis, density and turbulent mixing. Wind shear and heat
flux at the surface are also considered.

The following system of non-linear partial differential

equations, written in cartesian coordinates, describes the
three~-dimensional; unsteady fluid flow where the wvariables are
in non-dimensional form.

Continuity Equation
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Horizontal Homentum Equations
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Hydrostatic Pressure Equation
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Energy Equation
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Jjt tuogx Iy W Nz Pe X (BH 3X )+ 3y (BH 777
T 3 By 3 .
e . - “~ (2‘5)
Equation of State
p = P (T) (2.6)

Where the set of non-dimensional
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quantities are defined as:
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t ‘ 2 T =T P p = ref
t ®« —— . PwmpP/p u+ , T = ..T_.__x.e.f ; DOt 0 ol -2

Lref ref = ref ref Pref

* * * *
Ag = Ay/A gp i Ay = A/ALge i By = By/B p: By = Bo/Biog

where quantities with the subscript 'ref' are reference quantities
for the respective variables. The tilda denotes dimensional
quantities. The quantities with an asterisk superscript are
non~-dimensional quantities.

L 1s the horizontal length scale,

H is the vertical length scale,
The other symbols in equations (2.1l) - (2.6) are defined in the
list of symbols for the rigid-lid model.

2.3.2 Vertical Stretched Coordinate Representation(;,;,i)

The programming difficulties for a three-dimensional
basin suggest a stretching of the vertical coordinate of the
form

~

=z (2.70)

Z

h (x.y)

This coordinate transformation converts the basin to a constant
depth one, so that a constant vertical grid size, AY , can be

used throughout the domain. The horizontal cooxrdinates (x,y)
are transformed by letting

a,
o = X (2.8)

go=y

Fig. 2.2 shows the 4,2 ,¥ coordinate system for 100 grid points. (sample)

Once again although the symbols used in this section are defined
in the list of symbols for the rigid-lid model, it is worthwhile
to explain here the meaning of the subscripts and wavy lines

<




(tildas) used in the following vertically stretched equations.
Quantities with subscript 'ref' are reference quantities, H
and L are vertical and horizontal length scales, respectively.
The variables with wavy lines on top are dimensional quantities.
The quantities with an asterisk superscript are non-dimensional.

By converting the basin to constant depth, the same number
of grid points, and of constant grid size, can be used in the
vertical direction in shallow as well as in deep regions. The
details of transforming the equatinns in the (x,y,z) coordinate
system into the ‘1,8,3 coordinate system is given in Sergupta
and Lick (1974) .

The non-dimensional governing equations in the 4’3,5
coordinate systemdre expressed as follows:

Continuity Egquation

s(hw) . A(hv) w .
T +- =3 + hﬂ 0 (2.9)

Horizontal MOmentum Equations

5 (hu) 3(huu) + sChuv) +hi(u) - h
T T 3B 78 Ry ¥
- 5 Ps -hB_ +1 5 (hdu) +1 (hiu)
-h an X " 31 Js1 R; 5 ’

(2.10)
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i(hv) + s(huv) + S(hvy + h 3
4 Ex
«~h 3P ~-hBy +1 3
S.E- K; J X
*
+ _ 1 L 3 (A, v
Ty B v 53
L
where
3 =B +3Ps
3X X 7 X
3P =B+ 3P
iy ’ 3
and
B, =E_ _3 T pdz
e U7X o
z
B = E 3 T pdz
7 Y5 o
and
PS = Surface Pressure
Hydrostatic Equation
2P = E, (I+o)h
¥4
“+3

(2.11)




Energy Equation

oD, AT D+ boa(
36

gL
=1 3, 3T .1 3 .97, .1 1 3 %3
P 30 (530 * F; 38 (hgg) + Peez B 3y By 5;)

(2.13)
Equation of State

ny "
o=p (1) is given for fresh and salt water as follows:

Salt Water: 5 (¥) = 1.029431 -.000020% -.0000048% % (2.14)
(for salinity of 38 parts per thousand)

Fresh Water:§ (¥) = 0.000428 ~-.000019% -.0000046%% (2.15)

where again the wavy line denotes dimensional quantities. Note,
¥ is in degrees celsius.
Actual Vertical Velocity in @kf&:&) coordinate system

S
e

w o= ¥

e
EH Y

) + R (2.16)

[e¥] He¥
]
<

n ax
T

(note, by virtue of the rigid-lid approximation, W (%=0)=0)
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Due to the rigid-lid approximation the surface pressure,
PS, is not atmospheric as in the case for a free surface model.
To obtain a predictive equation for surface pressure, Pgs the
horizontal momentum equations (2.10) and (2.11) are integrated
from z=o0 to z=h, where h is the non-dimensional depth ﬁ/H.
The integrated equations are then differentiated once with
respect to & and g and then summed. This derivation yields the
Poisson equation for surface pressure, PS. Sengupta and
Lick (1974).

Surface Pressure Equation

3°Ps 3Ps L3 (-A, +A,+C, -X)
1 3 -A -A,+C =~-Y
R 38 Ay " Ay * Gy )
Sl @h 9Bs +3h Pay | =Nk d)
h “da RIE) I8 R 3t
z=()

(2.17)

The last term is the Hirt and Harlow (L964) correction
term which accounts for non-zero vertical velocities at the
rigid-lid. The variables(Bx,By, and Axl, sz’ etc) are given
below:

1
= E) 3 3 3 d¥
AX]. ! [: 30'(hu'u.) + '5-6' (huv) + h’é—? (2u) ]

%2 ’]1.;1__ 1:/, de
’ (o}

k3
1o A )] g«
H 3y v '3_?

1
c_ =[1 3 (hdw) + 2 (hou) + L
[’R‘e‘of n Ja 35 IR o
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X R f |
2 B o '
1 |

? 3w, 3, w1l 13 % 3ud ‘
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1
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=
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o}
1 - .
_1 w3 o 113 % 2u
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) o o
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(o] (e} 1
Y 3 Y
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2.4 Boundary Conditions (closed basins and open basins)

The nature of the system of governing equations requires
initial and boundary conditions to be specified. The boundary
conditions for both near-field (open basin) and far-field (closed
basin) versions of the rigid-lid model are presented in this
section. The initial conditions will be presented in the next
section.




2.4.1 Near-Field (open basiu)
The rigid-lid model, near-field has been applied to an
open boundary domain with thermal discharge along the lateral

golid boundary, Venkata (1977). This model has also been applied

by Mathavan (1977) to a mixing pond which has an opening at
one boundary and a thermal discharge at another boundary.
The set of boundary conditions for the domain having open
boundaries will be given in this section, since these open
boundary conditions are most difficult to specify.

At solid boundaries no-slip and zero normal velocity conditions

are specified. All solld boundaries are considered adiabatic.
Ju

At the air-water interface 37 and %‘Z‘ are set proportional to
the wind shear stress components in the x and y directions,
respectively. The rigid-lid approximation sets the vertical
velocity w to be zero at the air-water interface. Also at the
surface %% is set proportional to the heat flux from the
surface. The heat flux from the surface is in turn proportional
to (TS-Te), whore Te is the so-called equilibrium temperature.
The equilibrium temperature is the surface temperature at which
the heat entering the water body at the air-water interface is
equal to heat leaving the water surface. At the open boundaries

the first order derivatives of temperature and velocity are

set equal to zero. Thus, the boundary conditions are in summary:

At the surface, ¥ =0 At lateral solid boundaries
n =0 on_x-boundaries:
(1) du = -( __hH zzx @ =20
oT UresP 2Ev 4= 0
ov = ~ ( hH YTzy
e v =20
3y Ureprv
= - - 3T = 3T - ¥ 53h 3T =0
_39_1; = (QEHKS ) (Tg=Tg) 3% du h 3 3y
pov

(l)Note: H is vertical scale length for rigid-lid model.
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At the bottom, ¥=1 on_y-boundaries
Q = 0 w=20
u = Q u=20
v =0 v = (
oT = 0 IT=5T - g_ 3h 3T =0
38 )y S8 I3 9%
At lateral open boundaries
on x-boundaries on y-boundaries
2 =0 o o= 0
(2) 3u=0 u = 0
Ju
= (2)_3_\!_’0
v =0 38
3T . 3T _ y 3h 3T = 0
X da  h Ja 3% )T = 3T -

At Discharge

Velocity
Density Specified

Temperature
2.4,2 TFTar-Field (closed basin)

The rigid-lid model, far-field has been applied to the
Bi.scayne Bay, Sengupta (1975), and to Lake Belews, Mathavan
(L977). For both applications there is no direct thermal
discharge modeled, but open boundaries are treated in much
the same manner as was outlined for the near-field studies.
The boundary conditions are in summary:

At the surface, ¥ =0 At lateral solid boundaries

q =0 on x-~boundaries

du = -( hH ) T2zX 8 =0

3% refP%y u =0

v = -( hH ) T2y v =0

Drefva 3T = 3T - Y 5h 35T =0
3% 9a b To 99

3T = -( hHKs ) (T -T.)
5% pc B, °F

va

t2) Note: If u is into domain then u=u far field wvalue., If

u points out of domain then u =u adjacent interior
point. Similarly for Vspecifigggggﬁ?y .
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At the bottom, 7Y=L on v-boundaries

0 =0 =20

us= 0 u=20

v =20 v =20

5T = 0 aT = aT - ah aT = (

Y 3y

At lateral open boundaries (inlets or outlets)

on x~boundaries on y-boundaries

Q = Q 8 =0

(3) u = u(t) or 3u = 0 v=v (t) or 3v = O
) 98

3T = 3T - % 5h 3T = O u=0

3%, 3¢ h Ja 3 3T = 3T - {___131: 0

3y 98 98 9%

2.5 Inditial Conditions

The initial conditions are specified by using the
corrected IR data base for temperature; as will he
illustrated in the sample problems in Volume II and zero
velocity everywhere in the domain (u=v=.Q=0 ), gince it is
quite difficult to obtain ground truth current measurements
for the entire domain for the kind of grid size resolution
that would be required.

2.6 Method of Solution

2.6.1 General

It is obvious that closed-form analytical solution of
the system of governing aquations (2.9) - (2.17) is impossible
to get. The set of equations consists of coupled, unsteady,
three~dimensional, nonlinear partial differential equations.
Therefore, the finite difference method is used to obtain
numerical solutions.

A three-dimensional grid system is established with
respect to the ( %,B,Y) coordinate system for the rigid-
1lid model. The governing equations are then solved over
finite time steps which are carefully selected to obey num-
erical stability criteria. This will be discussed in detail
in a following subsection on stability criteria (2.6.5).

(3)Note: At an inlet either u(t) or v(t) must specified, and at

an outlet .. .. dv may be specified.

Sa 38
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In general, several methods are available for integ-
rating over time the governing equations for incompressible
fluid flow as discussed by Roache (1972). The two most
common techniques for integrating time-dependent partial
differential equations are the implicit and explicit finite
difference methods. The implicit method involves the sol-
utlon of a set of simultaneous equations which are obtained
by writing the spatial derivatives in terms of the res-
pective unknown quantities at the current time level, n+l,
knowing the values of the remaining quantities of the set
(u,v,2,P,0, T ) at the two previous time levels R and i -i,

For the one-dimensional case, implicit methods are convenient

because the set of simultaneous equations is tri-
diagonal, Richtmyer and Morton (1967), and, hence, a direct
matrix inversion method of solution 1s used. However,

in the case of a three-~dimensional model, the implicit
method becomes too time consuming; since the simultaneous
equations must be solved at each time step by an iterative
technlque. Thus, although the advantage of implicit methods
is that they allow larger time steps, for the three dimen-
sional case the iteration time for each time step more than
offsets the inherently larger time step. Furthermore,
alternating direction-implicit (ADI) methods may be used

to obtain tri-diagonal matrices even for multidimensional
equations, however, for irregular boundaries the ADI methods
are impractical.

Therefore, the explicit finite difference method is
used for numerical solution of the rigid-lid model. The
solution to a particular partial differential equation is
propagated from point to point on the numerical grid system.
The current time level value n + 1, of a particular system
variable (u,v2,P, p,T) is computed in general from known
values of the corresponding system variables at the two
previous time levels n and n-1. Thus, this is an explicit
scheme, However, as will be seen later, the governing




equations for surface (or lid) pressure for the rigid-lid
model is elliptic; Sengupta and Lick (1974), and, therefore,
values of P, for the entire domain are computed at each time
step, iteratively.

The mathematical model is an initial-value, boundary
value problem and, hence, requires spezcification of both
initial conditions and boundary conditions (see sections
2.4 and 2.5).

2.6.2 Computational Gxrid System

A schematic of the computational grid system for the
rigid-lid model is illustrated in ¥Fig. 2.3. A half-grid
(dashed-line grid) is superimposed on a full grid (solid
line grid) in the upg plane. The horizontal velocity

components u and v are defined at the nodes of the full grid
at (I,J,K); and &, P,p, T are defined at the nodes of the
half-grid (1+:, Jt%, K), This arrangement allows better
meshing of the system variables at all the nodes of this
staggered mesh system. Constant grid spacing is used in the
Yy direction. Constant grid spacing may or may not be used
in the o and g directions, respectively.

During computation; values of the system variables
u and v in the full grid system (I,J,K) are averaged,
as follows , for computation of the system variables u&,P,p
and T in the half-grid system (I*%:, JH., K):

(u,v) y, = | (u,v) + (u,v) +(u,v)
I+y, J+ [ I,J.K T+1, J+1.K I,J0,41,%

WV 41, 5,8] /4
2.6.3 MAR and MRM Numbering System

The computational full grid system is divided into

(2.18)

separate regions depending on the type of spatial finite
differcnce used. That is, a two-dimensionzl matrix call
AR (I,J) is used in the model which distinguishes between
interior points, points on the boundary; and points out-
side the domain of solution. Similarly, for the hali-grid
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system a two~dimensional matrix call MRH (I + %, J + ¥%)
is used to distingulsh between spatial finite differencing
in the interior, on the boundary, and outside the domain of
solution; Sengupta and Lick (1974). The MAR numbering system
and the MRH numbering system will be clearly specified in
the sample problems in Volume II,

2.6.4 Finice Difference Schemes

2.6.4.1 Approximation of Spatial and Temporal Partial

Dexrivg tivegiConservative Form

The spatial derivatives are central differenced in the

interior; for example in the full grid system;

du ® u(I+l, J, K) =U(I-1, J, K)

5 i (2.19)
and,

0% v u(THL,J.K) +u(T-1,7,K) -2u(I,J,K) (2.20)
Th (da)?

and in the half-grid system:
0Ty T(I+ 3/2,J,K) -T(I-¥,J.K)

5_&— 2A0 (2.21)
and,
2 ,
%_% = T(I+3/2,J,K) + T(I-%,J,K) - 2T (I+%,J,K) (2.22)
“ (au)?

At the boundaries, however, three-point single sided schemes
are used by fitting a parabola through three points (the
boundary point and the next twc coincident interior points).
Thus, for example, at the left a~ boundary:

n
su = 4u(I+1,J,K) -3u(I,J,K) -u(I+2,J,K)

da 200 (2.23)
and,
52y v w(I,J,K) +u(I+2.J,K) ~2u(I+l,J,K)

7 = (2.24)
dat (Aa)

and, at the right o -boundary:

5u = 3u(I,J,K) +u(I-2,J,K) -4u(I-1,J,K)
o0 250 (2.25)
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and,

22w u(I,J,K) +u(I-2,J,K) -2u(I-1,J.K)
. Xy (2.263

Similar expression to equations (2.23) - (2.26) may be
obtained for system variables in the half-grid system by
simply replacing (I+l,J,K) with (I+3/2,J,%, (I-1,J,K )
with (I-%,J,K ), (%, J, K ) with (T JK ), (2,7, K)
with (I+5/2,3,K), and (I-2, J, K) with (I-3/2,J,K).
Note, that the spatial finite difference approximations
(2.19) -(2.26) are on order of accuracy of (Aa )“. Crandall (1965).
The temporal derivatives can be expresssd in two forms,first
n+l

n
- u(l,J,K) (2.27)
At

for forward differencing in time; which is on the oxder of

accuracy of At; and
au ¥ ou(, IR gt
it 2t (2.28)
for central differencing in time; whici: is on the order of
accuracy of( At)z.

The finite differences in both space and time in the
modal are expressed in the full conservation forms following
Arakawa (1966), for example:

y(Hwy % (BWrg 5~ 11 7 g (2.29)
ER] 2Aa

u 4
=T u(l,J,K)

This is dome to avoid possible ''leaking' of mass, momentum,
and energy for long term integration with respect to time
of the governing time-dependent equatiomns.

2.6.4,2 Finite Difference Equations

The far-field and near-field versions of the'rigid-lid
model use the same set of finite difference equations; although

the initial conditions and boundary conditioms are quite




different. Equations (2.9)-(2 13) for continuity, hori-
zontal momentum conservation, and conservation of energy are
approximated by finite difference equations by using a for-
ward time, central space scheme (so-called FTICS), with DuFort-
Frankel (1953) differencing performed on the diffusion terms.
The finlite difference equation for u-momentum may be written
as for example

oL

T - (Inertia)n o+ (Coriolis)n + (Pressure)n (2.30)

-i-(ViscO\.ls)n'n'*']‘’n"'1

wh~~e the DuFort-Frankel differencing is expressed as

L

3%2u _ ulI+l,J,K)+ u?(1-1,J,K) - u
302 (.’3‘.&1)2

The effect of modified DuFort~Frankel differencing is to relax
somewhat the diffusive stability criterion, Sengupta (1974).
The suxrface pressure equation (2.17) may be solved by
iteration, at each time step, by using successive over-
relaxation or by the modified SOR technique (Liebmann Method).
Fig.2.4 shows the flow chart for the steps involved
in propagating the numerical solution of the system of govern-
ing equations for the rigid-lid model. These steps may be
elaborated as follows:
1. The problem is set up as an initial value problem.
The values of u,v,?,p,w and T are specified initially for
time level n.
2. Using the known wvalues of the system variables at
time level n the forcing function, w(x,2) is evaluated at
all half-grid nodes,
3. Surface pressure, P, at the '"rigid 1id" is eval-
uated by iteration (Liebmann method) at all half-grid nodes
using the Poilsson equation.
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4. Pressure gradients computed from the Poisson
equation are used to compute u and v by the horizontal mom-
entum equations for the current time level n + L. The
hydrostatic equation (2,.12) is used in the process to
obtain the three-~dimensional pressure field.

5. The continulty equation is then used to compute
equivalent vertical velocity,d , at time level n + 1 from
the known values of u and v at time level n + 1. The values
of & are obtained by integrating the continuity equation
from Y=0 to y=l.

6. The actual vertical velocity, w, is then computed
at time level n + 1 by using equation (2.16).

7. The energy equation is then used to compute the
values of T at time level n + 1 from the known values of
u,v and & at time level n + 1 and T at time level n.

8. The solution dowain is then checked for static
stability. If there is cooler water on top of the lower
warmer water, l.e., Lif

Teal | 1+%,04% 2 Tklory, %% for unscable (2.32)
conditions infinite mixing is invoked.
9. The density,» , is then computed from the equation

of state knowing T at time level n + 1.
These nine steps are then repeated to prom gate the numer-
ical solution to time levels n + 2, n + 3, ete.

2.6.5 Stability Criteria

Since it is not possible to make a strict stability

analysis for the system of governing equations under con-
sideration, the nne-dimensional dur=ersequation is used for

stability analysis. This 1is relevant since the Burgers
equation contains an unsteady term, a convective term and a
diffusion term. The stability criteria foriurwers equation

2
u ju =D 3"u a o
5€ T Cx X "oy (2.33)

as discussed by Roache (1972) are as follows.
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CONVECTIVE: C, it < X (2.34)
* X
DIFFUSIVE: Dx (%%)2 ~ Y (2.35)

The Burgers equation represents the one-dimensional form of
incompressible f£fluid motion  The convective stability
criterion may be interpreted to require that no fluid
particle can move the distance of one spatial grid space
in one time step. Likewilse, the diffusive stabilicty
critericn may be interpreted to require that momentum
cannot diffuse to half the distance of one spatial grid
space in one time step in forward and backward directions.
Thus, for the numerical solution to be stable, the time
step must be small enough to give sufficient time for the
physical processes to develop at each grid rode.

The stability criteria may be extended to the three-
+ 'mensional equations as follows:

CONVECTIVE: C_ [it\ +C_ (At + C (___) < 1 (2.36)
% (Ax) M ( y 2\iz

DIFFUSIVE: D, At o+ D_ At o 4D, AL, - 3  (2.37)
TanT T ent T

For the application of these criteria to the present problem,
Cys
of u, v, and w in the domain; and Dx’ D., and Dz may be
interpreted as the kinematic eddy diffusivities in the
X, vy, and z directions, respectively.

2.6.6 Higher Order Terms

Higher order terms resulting from the transformation
of the horizontal diffusion terms (i.e. second order
derivatives in% and 8 ), from the Cartesian covrdinate
system (x, y, z) to the vertically stretched coordinate

C.,, and C, may be interpreted as the maximum values
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system (x 3 v ) have been neglected. This has been done since
the magnitude of the vertical diffusion terms are several
orders of magnitude larger than the horizontal diffusion
terms, Sengupta and Lick (1l974). Appendix A of this volume
presents the detalls of this transformation.

2.7 Sample Results

In this section sample results using the rigid-lid
model for near-field and far-field applications will be
presented,

2.7.1 Near~Field, Cutler Ridge Site (open basin)

The region of influence of the Cutler Ridge plume has
been approximated to a rectangular domain as shown in
Fig. 2.4 which is open on three lateral boundaries. The
grid system for the rigid-lid near-field model of the
Cutler Ridge site is shown in Fig. 2.5. The rectangular
domain of solution extends 427 meters in lateral extent and
525 meters in longitudinal extent. The discharge is taken
as 25 meters wide, The numerical grid system has 18 and
22 nodesacross and along the axis of the jet, respectively.
There are 5 nodes in the vertical direction.

In order to understand the physical processes involved
and to investigate the numerical behavior of the model
several simplified cases were executed before the final
calibration and verification run for the data bases obtained
for April 15, 1975. Volume II presents the details of rhis
computer run, Table 2-1 shows different cases studied
together with important features for each case. Lee and
Sengupta (1977).

The data base for the final calibration and verif-
ication run is obtained from the field experiments conducted
at the Cutler Ridge site on April 15, 1975, The initial
temperature conditions are taken from the morning IR data
(0911-0912 EST) shown in Fig. 2.6 and ground truth data on
April 15, 1975, The computations were continued for 2%
hours., Figs. 2.7 to 2.10 show velocity distribution at the




surface and at different vertical layers. The interaction
between the wind driven current and the plume Jdue to current
coming from the south can be seen in these figures. The
fluid is exiting through the east and western boundaries
only, The reduction of the effects of wind and current in
the lower vertical layers can also be seen due to bottom
shear. Fig. 2.1l shows isotherms predicted by the model
along with IR data (11:45 ~ 11:55 EST) on April 15, 1975,
As can be seen, there is reasonably good agreement between
IR data and model predicted results. Fig. 2.12 shows
temperature decay along J at I=ll (i.e. close tr the center-
line) predicted by the model along with IR data. There is
good agreement between IR data and model results. The iso-
therms along I and J sections are shown in Figs. 2.13 and
Stratification near the discharge with
isothermal conditions away from the plume can be ceen in
Fig. 2.1%,

2.7.2 Far-Field, Biscayne Bay (closed basin with ocean

efflux)

Ignoring the Cutler Ridge site thermal discharge, the
rigid-1lid far-fie.d model was applied to Biscayne Bay to
investigate the naturally occuring circulation and far-field
temperature distribution. _

Applying the rigid-lid far-field model to Biscayne Bay,
solutions have been obtained in three stages. First, a

closed basin approximation was made and wind driven cir-
culation was obtained. In the second stage circulation in
the Bay was obtained with an ocean efflux specified; the
simul taneous effects of wind and ocean efflux were also
investigated. The third and final stage obtained the temp-
erature field for various ambient conditione and parameters.
The results were compared with airborne thermal scanmner

IR data ty calibrate the model. This procedure was followed
in order to check the performance of the model for as wide

a range of environmental situations as possibie. The hor-
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izontal grid system for Biscayne Bay is shown in Fig.2.15
(I=1l, J=34), Five vertical layers were used in the model.

Lee and Veziroglu (1975) present results for this
application for the three stages noted. Only results for
the third and final stage will be presented and discussed now.

A 1lOcm/sec velocity for both the incoming and outgoing
tidal phases was assumed. The program i1s executed with an
incoming tide, and then the ocean-bay velocity pattern is
gradually reversed to obtain a lOcm/sec outgoing velocity.
Although the details of phase relations, level change: and
time dependence cannot be precisely modeled by the rigid-
1id model (c.f. section 2.1 of Volume I), the results should
give a meaningful equalitative picture of the circulation.

Fiz.2.16 . hows the surface velocities with an in-
coming tide. The major portion of the tidal mass influx
travels into the South Bay while the flow towards the
closed northern region is minimal. Fig.2.17 shows the
velocities at a depth of 1 meter with an incoming tide.

The flow is unidirectional at most points. The incoming
flow was gradually reversed. Fig.2.18 shows the surface
velocities at an intermediate stage. The currents have re-
versed in some places but not in others. 1In Fig.2.19, the
currents at a depth of two meters are almost completely
reversed.

Fig. 2.20 shows that the bulk of the outflow comes
from south bay. At Cutler Ridge the current is now from
west to east, therefore, with outcoing tide the plume is
expected to turn towards the east.

The effects of wind and tide on the general circulation
are shown in Fig.2.21. The effect of the southeast wind is
to turn the current vectors toward the northern part of
the bay. The velocities in the south bay are still essentially
southward but are of a smaller magnitude due to the south-

6l




east wind,

The temperature solutions for various combinations of
parameters have been obtained for comparison to the April
15, 1975 IR data base., Table 2-2 shows a list of some of the
cases for which solutions were obtained. Fig, 2,22 shows
good agreement between model recults and the IR data base
for April 15, 1975. Fig.2.23 shows vertical section J=7 1ll-
ustrating the isotherms in a transect. As can be seen
vertical temperature variation is relatively small owing
to the shallowness of the bay and the turbulent mixing
processes.

2.7.3 Near-Field and Far-Field, Lake Belews

For ease of mathematical modelling, the total path
of water circulation is divided into two regions, namely
the mixing pond (near-field) and the main lake (far-field).
These two regions are treated as disconnected regions.
Fig.2.24 shows :he grid system for the mixing pond (I=29,
J=13), Fig. 2.25 shows the grid system for the main lake
(I=29, J=13). Lee and Sengupta (1977).

The mixing pond receives hot water from the power

plant, mixes it with cooler water and then discharges it
into the main lake through the connecting canal. The main
lake receives hot discharges f:om the connecting canal,

cools it and from there it goes into the power plant condenseis.

The primary difference in the parameters in the mixing
pond and the main lake is the fact that the mixing pond is
well mixed while the main lake shows thermal stratificatiom.
This in turn means that the vertical eddy diffusivity
in the mixing pond is constant over the entire depth whereas
in the main lake vertical diffusivity decreases with depth.

Table 2-3 gives ti»: list of computer wuns for Lake
Belews site. Fig. 2.26 shows the surface velocity pattern
in the mixing pond for the August 23, 1974 data base; and
Fig. 2.27 shows the velocity distrubtion at four meters
depth in the mixing pond. It can be seen that at the
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surface the current vectow are in the direction of the wind
to right of the connecting canal. Whereas at four meters
depth the circulation to the right of the canal 1s reversed
from that on the surface. Figs. 2.28 and 2.29 show surface
isotherms and isotherms at four meters depth in the mixing
pond for the August 23, 1974 data base. Fig. 2.30 shows

a comparison of model predicted surface 1sotherms and IR
data base for May 19, 1976. The general agreement 1s
reasonably good.
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| : ;
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i Section
|
! ! ‘
A ] P
* |
!
J=1 | : "
I=1 — o I=10
K=1 5 Vertical
Levels
Y
K=5
I=1 I=10

TOTAL NUMBER OF INTEGRAL MNCDES = 500

Fig. 2-2 Grid System oBy Coordinate System
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Norizontal Plane

Arrangement repeated at each horizontal
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Fip. 2-3 Arrangement of stagpered grid and variables.
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Fig. 2-5

Grid System For Rigid Lid
Near Field Model of cutler
Ridge Site
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Fig. 2-6 Surface Isotherms From I.R. Data For Cutler
Ridge Pawer Plant, April 15, 1975
(0911-0912 EST)
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Discharge

,*MN

o nom
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Fig.’  2-11 cComparison of Isotherms for April 15, 1975
(11:55 am) (case NO.8)
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UNIVERSITY OF MIAMI

Date:

April 15, 1975

Discharge Vel: 20 cm/sec
Discharge T: 35.90C
Density: Variable
Wind: 6.71 m/sec
T air: 29,5°C
T initial: 28.0°¢C
3 Current: 3 cm/sec from South
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Fig. 2-13

Vertical Section Isotherms Along Canal Center
Line for April 15, 1975 at Cutler Ridge Site

(Rigid-Lid) (Case NO.8)
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UNIVERSITY OF MIAMI N
BISCAYNE BAY /’7
AND / KEY
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Figure 2-22

COMPARISON OF IR DATA WITH
PREDICTED RESULTS (./15/75)
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III. The Free-Surface Model
3.1 Brief Description of Past Experience with Free-
Surface Formulations, Relevant Advantages and
Disadvantages
One of the first three-dimensional models was by Freeman

et al (1972). This model was essentially a free surface
formulation., Haq and Lick (1974) used a free surface
model to study the time-dependent flow in large lakes with
application to Lake Erie. They used a vertical stretching
to convert a variable depth basin to constant depth, thereby
permitting a constant vertical grid size to be applied
everywhere in the domain. Irregular shorelines could be
easily included without modification of the computer
program. Modified versions of the free-surface model have
been used, by the Thermal Pollution research team at the
University of Miami, at a number of sites with satisfactory
results. Lee and Sengupta (1976).

The major advantage associated with the free-surface
model is its ability to predict surface heights everywhere
in the domain. Thus, for example, real tidal conditions
can be accounted for by this model, and, hence, verification
of the model can be made with regard to comparison with
existing tide data bases.

The major disadvantage associated with the free-sur-
face model is its inherently small time step as determined
by the Courant-Freidrichs-Lewy Condition,Roache (1972),
Richtmyer and Morton (1967), which is based upon external
gravity waves ( or so - called surface gravity waves).
However, for water bodies for which vertical diffusion
determines the maximum allowable time step,. as would be
the case for shallow water basins, there is no real time
step disadvantage in using the free-surface model.

3.2 Assumptions and Approximations

The system of governing equations (see next section 3.3)
for the fluid flow invoke several simplifying assumptions and

96




approximations in the interest of saving computational time
without losing significant accuracy. The following assumptions
and approximations have been employed.

3.2.1 The Boussinesq Approximation

The effect of density variations on the inertial and
diffusion terms in the governing conservation equations is
neglected. Density variation is retained in the bouyancy
terms in the equations of motion. The effect of bouyancy
is thereby accounted for by allowing density variations
which produce horizontal pressure gradients which influence
the fluid motion through the horizontal momentum equations.

3.2.2 The Hydrostatic Approximation

The hydrostatic approximation involves neglecting the
vertical convection and diffusion terms in the vertical
momentum equation. This approximation implies that the
vertical fluid acceleration,Dz ,

3.2.3 Constant Eddy Transport Coefficients

Turbulence modeling is very complex and has an ex-~

is negligible.

tensive body of literature of its own. Turbulent closure
has been obtained in this model by using constant eddy
transport coefficients, although the horizontal eddy trans-
port coefficient is orders of magnitude larger than the
vertical eddy transport coefficient, being due to' the much
larger horizontal scale length, L, in c awparison with the
vertical scale length, H.

3.2.4 Variation of Surface Wind Stresses

The variation of the wind produced surface shear
stresses with respect to x and y,aszand §%XE’ are con-
sidered negligible for the horlzontal length scales of the
water bodies studied. However, if the physical dimensions
of the water body are so large as to require including
variation of the wind stresses with respect to x and y,
then the computer programs can be quite easily modified by
replacing Ty and with matrices T, (I J) and T (I J)
Where the indices f‘avd J refer to the location of a grid

97




point with respect to the x, y plane.
3.2.5 Velocity Slip Conditions
The free-surfac:., far-rfield model uses velocity slip
conditons at the lateral solid boundaries, although no-slip
is used at the bottom boundary. The assumption of slip
conditions is necessary for the free~gurface model to allow
for surface height variations at the solid boundaries,
Freeman et al (1972), Lee et al (1976) Numerically it has
been seen that lateral boundary layers are smaller than the
relatively large grid spacing used, specifically for the
Biscayn: 3ay site. Estimates by Sengupta and Lick (1974) have
indicatad that the sidewall boundary layers are thin for
similar situations, and do not extend as far as the nearest
interior node. Note, that the free-surface, far-field
mordel uses the same velocity slip conditions used by Freeman
et al (1972).
Q)Specifically, at x~-boundaries 3%?2.=0, and at y-boundaries
aG) = 0.
EL
3.3 Governing Equations
The set of equations governing the behavior of the
fluid flow are those expressing the conservation of mass,
momentum, and energy in turbulent flow, and an equation of
state.

3.3.1 Cartesian Coordinate Representation (x,v,z)
The Cartesian coordinate system is used with the

z-coordinate in the downward vertical direction as shown
in Fig. 3.1, i.e. a so-called "left-handed" coordinate system.
In order to keep the generalized nature of the model, all
the significant terms in the respactive conservation equations
are retained. Included are the effects of bouyancy, inertia,
coriolis, density and turbulent mixing. Wind shear and heat
flux at the surface are also considered.

U)the:.§§ '=o'and'%% =0 yields very close results.
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The following system of non-linear partial differential
equations, written in Cartesian coordinates, describes the
three-dimensional, unsteady fluid flow where the variebles
are in dimensional form,

Continuity Equation

3u + dv + 3w =0 (3.1)
X 02 02

Momentum Equation

au -+ . ou -+ Ju + Ju = - 1 3P + fv + o u
3t u-a—i V-a—}-; W'a-E '5 3% Kﬂ:d—x'z
+ &y 2% + K, 2% (3.2)
2 vV 7
oy 9z
2
v + v -+ v dv. = -~ 1 3P - fu + 37v
3t U Viay Voaz p oy “u axz
2 2
+ 3°v + K 3%v (3.3)
& 2%y + &, aly
oy oy
Bw o+ dw+ W + dwo= -l _a£+KH32w +1<H9_2_¥
3t 3% oy 3z p dz 3‘};2 -
+ K azw - g (3.4)
v .
92
Energy Equation
2 2 2
0T + 93T +._ 3T + BT=BH3T +BH8T 4 B._ 97T
=T u = v = W o= v (3.5)
3t X oy 3z B_XZ 9y2 BZZ
Equation of State
p = p(T) (3.6)
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Continuity Equation

dH + 3(Hu) + 3(Hv) + H 32 =0 (3.9)
ot 1] 1o

Horizontal Momentum Equations

aH)+a + 3(Huv) + H 3(uQ
(Hu (Huu) (Lelv} _5(%_2

o0
; 3H _ 3n , +
H [ Ba’ (o da "53 ) fé]
) Bu 3 ou 1 8
ok @ ox Bl o} b onit]
(3.10)
3 (Hv) 3 (Huv) 3 (Hvv) 3 (v)
5t T ~sa . TTeg TESS
- 1 P oH _ 3dn
H [-3 Gp) + 8 (o537 - 5%) -fdl
+ HEY) +x, L @dy +1 2 K 915}
’y [ 53 H 58 B33 s o X 35
(3.11)
Energy Equation
a(H'r>+a(gI§T) a%{gfr) +Haagglg
3 (g 2T .;[__ ]
By Yaa <Han + By [as (Has)l - oLmo (PBy )
(3.12)

Equation (3.4) for conservation of w-component of momzntum is
replaced in the free-surface model formulation by applying
the hydrostatic approximation (see section 3.3.2) as follows:
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Hydrostatic Equation

P(o) = P (o=0) +gH 3 (o) do (3.13)
o=(

Equation of State, p=p(t) is given for fresh and salt water

as follows:

Salt Water: p(T) = 1.029431 - .000020T - .0000048T?: ..
(for a salinity of 38 parts per thousand) (3.14)

Fresh Water:p(T) = 1.000428 - .000019T - .0000046T2(3 15)

Instead of using equation (3 9), following the work by
Freeman et al (1972), two integrated forms of the continuity
equation are used as follows:

(l)Surface Height Equation ?

1
Mo B LY, g (3.16)

o=0
Equivalent Vertical Velocity (ina B8 0 system)

Qo

1,9 ¢ 3 (Ha) , 3(HV)
o =g [5g% +537%1do
o=0
" 1
+ g g 3 (Hu) + 3 (Hvh
T c=g i 5= do (3.17)
Actual Vertical Velocity (in x,v,z system) ‘
- dh 1y dn
w = HQ +o It + (g-1) i (3.18)
where, %% = 2% + ugz + V%E
dn=3_n_+u8__+va_n
dt 3 da )
and, w = dz Q = da
dt dt

(1) NYote: These two integratcd forms of equation (3.9)
consider (=0 at 0=0, and =0 at 0=1. However, a special
case of mass influx at the bottom boundary, where Q#0 at
o=l is given in Volume III for the sample problem for
Hutchinson Island site.
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. The symbols in equations (3.1)- (3.6) are defined in the

list of symbols for the free-surface model.
3.3.2 Vertical Stretched Coordinate Representation (a,R,0)

One major difficulty in the treatment of the free-sur-
face model is at the free surface boundary. The boundary con-
ditions can be specified, but the position of the free sur-
face is irregular and time-dependent making it very diff-
icult to apply any grid system at this boundary for numerical
solution. The approach used in the model formulation is to
follow a vertical stretching transformation suggested by
Phillips (1957) and used successfully in studies by Freeman et
al (1972). Using this transformation, the free surface be-
comes a fixed flat surface and the variable depth . *+om be=-
comes a flat bottom boundary. This method allows easy adapt-
ation to various bottom topographies, an important require-
ment for any general model. In addition, constant vertical
grid size can be used throughout the domain.

The transformation of the vertical coordinate for the
free-surface model is obtained by letting

Qo = X

B =1y (3.7)

and ¢ = Z(x,y,2,t) = z+ n(x,y,t)
H(X,v,t) H(x,y,t) (3.8)

where the symbols are given in the list of symbols for the
free-surface model. Fig. 3.2 shows the (a,B8,0) coordinate
system. Note, that the value of ¢ ranges monotonically from
zero at the free surface to unity at the bottom boundary.

By substituting transformations (3.7) and (3.8) into
equatiions (3.1) - (3.6) the free-surface model governing
equations (in dimensional form) in the (ao,B,0) coordinate system
are expressed in what follows.
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3.4 Horizontally Stretched Equations

It is desirable to obtain a more detailed description of the
flow near the discharge point while larger grid size may be used
in the further points to save computation time. A horizontal
stretching of the coordinate system(a,B, o) is used here to
create a more efficient use of the grid points by letting

@ =a +C; Sinh p Cp (X-d)j (3.20)

B =b + C2 .Sinh C C4 (Y—e)]

where the various symbols are defined in the list of symbols
for the free-surface model. Fig. 3.3 shows the X, Y,o coordinate

"§ystem, and Fig. 3.4 shows the resulting ¢,8 ,0 , coordinate svatem.

gsppendix B presents the details of this coordinate transformation
and the resulting equations in the coordinate system. Also

~comparison of sinh stretching with tanget stretching, used by

Waldrop and Farmer (1973) is given in Appendix B.

wa,.;fﬁé£—définiﬁgwfﬁéwfollowing derivatives necessary for
making this transformation, the horizontally stretched, free-
surface model equations will be presented.

2
oL 4 o _dY . o _ d%x . g doy
X da T de’x-‘;'z-‘f-;;z

The transformed free-surface governing equations in the
(%, Y» 9) coordinate system are as follows:

Continuity . ~
3 + . 3 (Hu) + v’ (HVZ + _g - ,.\
5t X 3R H = 0 (3.21)

Horizontal lMomentum Equations

3_(Hu) ! 3 (Huu) L 3(Huv) 3 (u@)
T + X ,3r—- + Y + H Y-

=H-E (35 4 gx (crah 2+ £v1

A e e Ao




e

W2 OH A 2 3% noo9u
+ R L XD &= S5+ H &Y 3—3{7+HX R
‘ 2
'y 2 ol ., a W2 3 u no Ju
+ K, LD 53 g7 +H ) ;&7+HY v
le l ) Ju
Ui 55 (PR, 55 ) ! (3.22)
v 3 (Huv) v 9 (Hvv) 3 (vQ)
T RS t Y tH =55
HEL @5 + gv' @8 - 8 - £l
K, C (X")z SR OV . 5 (x )2 2%y +Ex- 2
H 3% 3 %2 5%
! 2
2 3H 9v V2 37v "o3v
RO 57 5y + )7 3 T H 5]
1 1 93 PRV
Etﬁ 55 (K ﬁ)]
(3.23)
Energy Equation
3HT), ¢ é(HuT) Ly @ (HvT) + H 3 (QT)
ot I SX BY 30
=0 22 2T Ly (x'92 32T + g’ 2T
H 53X 93X %2 5%
t.23H 3T +H (Y )2 2?1 +uy " 2l
+By [ V)" 5% 37 ay2 3Y
+1E 1 3 38 BT)]
— — — v—
P H 2o 30 (3.24)

104




T T T TR TR T d

The hydrostatic equation and the two equations of state (for salt
water and fresh water, respectively) are still given by equations
(3.13), (3.14) and (3.15).
Surface Height Equation 2)

1
g_]t-:l - . I [ XJ 3 (Hu) + Y" .a_LH_Yl ] do (3.25)
o=0 axX oY -

For, the free-surface model application to the sites where the
velocity on the bottom of the basin is not zero, such as a
submerged discharge the vertical velocity Qb on the bottom

no longer is zero, and then the integration of the continuity
equation to get the equation for surface height can not eliminate
the vertical convection term. An integration constant re-
presenting vertical velocity at the bottom, Qy /s added to the
equation. Thus, from the relationship of W and @ we get:

g
9. =1 (W, - WX 3h - V,¥ 3h) (3.26)
b g b b Fx P 5y

where subscript b denotes the fluid property at the bottom of
the basin. By integrating the continuity equation (3.21) with
respect to 0 from the free surface(c=0) .o the bottom (o=1)

we get:
1 , '
H _ _ ¢y [ X 3(Hw +Y B(Hv)] do
ot 3X 3Y
o =0
! 9h ' 3h
- Wy -9 X 55 -V, Y 55) (3.27)

<2)NOTE: This is for the case « =0 at o=Ll.
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Equivalent Vertical Velocity

3 g-.1 ;"[x"ugiu) Lyl AEY)

] 3¢ ]
0:
1
+ ) '
oo ¥ A 25 (3.28)

For a submerged discharge at the bottom, substituting equation
(3.27) into the continuity equation (3.21), and then integrating
from the free-surface to o=¢ we get for the equivalent vertical

velocity: ! o .
I ! 3 (Hu) '3 (Hv)
& g LY S 1Y S9-1
o=0
g o' 9 (Hu) ' 3 (Hv)
+H =0[X Y a + Y —3v ] do i
S - '"3h _ v ' 3h
g M, -u X o5 b ¥ 3¢

(3.29)

3.5 Boundary Conditions (closed basins and open basins)

The nature of the system of governing equations requires
initial and boundary conditions to be specified. The boundary
conditions for both near-field (open basin) and far-field (closed
basin) versions of the free-surface model are presented in this
section. The initial conditions will be presented in the next
section.

3.5.1 Combined Near-Field and Far-Field (open basin)

The free-surface model with horizontal stretching has been
applied to a submerged thermal discharge into the ocean at a
coastal site (open basin). Tsai (1977). The boundary conditions

are in summary:

OINOTE: Again this is for the case 9= 0 at o= L.
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At the Surface,oc = (

Q =0
(4) 5y = -(H
e~ k) e
H

9 = -

- k)

5 Gl @y
35 o] p v e s

At the bottom, o =1

Q = ) (except at submerged discharge)

e
L]

v = 0 (except at submerged discharge)

3T = J (except at submerged discharge)

Lo

At lateral open boundaries

0 (except at submerged discharge)

on x-~-boundaries

Q%0
gy L2 au
XJQ B 3% 3q
-X"QB_HQE=0
H3X 3

At lateral solid boundaries
on x-boundaries

Q#% O
u= 0
v= 0
9T _ ' 9T L X'on 23T
X 5% H 53X 3o
rg 3H AT _
X g 5% 550

Q# 0
u= 0
v= 0
' 3T +¥' 9n 3T
IT=% = T 20 2=
%4 oY H 23Y ac
x' g 9H 3T =20
T E 5Y 5
on y-boundaries
Q #0
du= v 3u +Y 3n u
Y Y H 3Y 3¢
-Y'c 8H 3u=0
H 3Y 350

(4) WOTE: H is depth contour for free-surface model.
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av = "?..Y_ &‘ gn.. a-Y—
7% X5 tE %X 5o
_x'g 9H 3v=0
H 3% a0
1
T 12 "2
Lol 3w a3
HX" 9L..
+ 5 1=0
at Discharge
Velocity
Temperature Specified
Density

3.5.2 Far-Field (closed basin)

The free-surface, far-field has been applied to the Biscayne

Bay, Lee et al (1976). The boundary conditions are in summary:
(5) At lateral solid boundaries

At the surface, o= 0

g =0

H
du = = (=) T
5o pKV XZ

H
dv == (=) T
3G pKv ay

HKs

3T = = (——) (T_-T.)
o pCva e ~s
At tie bottom, o = 1
g =20
u =0
v =20
3T _
5= = 0

on x-boundaries

Q #0
u =0

=
s

v) _ 0

Q)
o

)
—
o

|
i}

@
Q

on y-boundaries

Q# 0

3 (Hu) _
-8 -0

. e



(3) At lateral.open boundaries (current velocity specified at
inlet)

on x-boundaries on y-boundaries
Q # 0 Q%0
(& u=u (t) or g% = 0 u=20

. - R v

= 0 v=vy (t) or =20

‘Yﬂ.mi, i 38
BT" a—I-O
5a = 0 3

At lateral open boundaries (tide height specified at inlet)

on x-boundaries on_y-boundaries
Q%0 or(7§ # 0 Q #0 or(7>n # 0
()  n=n(d u=0 u=0
%2 = 0 %g =0 By =n(e)

v=237 v=20 %% =0 %% = 0
-0 =0 2T-0 =0

3.6 Initial Conditions

The initial conditions are specified by using the corrected
morning IR data base for temperature; as will be illustrated in
the sample problems in Volume III and zero velocity everywhere in
the domain (u = v =Q=0) , gince it is quite difficult to
obtain ground truth current measurements for the entire domain
for the kind of grid size resolution that would be required.
Although an initial free-surface n=n(x,y,t=o0),can be specified

5 . S
F )NOTE: Q=01s usgd 1n program to save computational timej; which
is a good approximation, since it has been learned that  =o .

(6)NOTE: At an inlet u(p or v(t) must be specified, and at an
outlet du or 3v  n=ay be specified.
da 3B
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from existing tide data bases, compatibility between the sur=
face heights and the velocities requires starting the computations

with a flat surface, n(x,y,t=0)=0, initially.

(7)NOTE: Q=0is used in program to save computational time,

which is a good approximation, since it has been learned that {{ =<

]
(B)NOTE: At an inlet p=n(t) and either ,;Eor 9—% are specified;
and at an outlet juorjyvy may be specioé'ec?.

Sa 3B
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3.7 Method of Solution

3.7.1 General

It is obvious that closed-form analytical solution of the
system of governing equations (3.9) - (3.18) for the free-surface
model in the(a ,B,d)coordinate system, and for equations (3.21)-
(3.29) in the (X,Y,0) coordinate system, is impossible to get.
The set of equations consists of coupled, unsteady, three-di-
mensional, nonlinear partial differential equations. Therefore,

the finite difference method is used to ob tain numerical solutions.

A three-dimensional grid system is established with respect
to the‘a&s,c) coordinate system for the vertically stretched
freeféqfﬁéce model equations, and a three-dimensional grid sys-
tem is, established with respect to thelX,Y,0) coordinate system
for the vertically and horizontally stretched free-surface model
equations. The governing equations are then solved over finite
time steps which are carefully selected to obey numerical stab-
ility criteria. This will be discussed in detail in a following
subsection on stability criteria (3.7.5).

In general, several methods are available for integrating
over time the governing equations for incompressible fluid flow
as discussed by Roache (1972). The two most common techniques
for integrating time-dependent partial differential equations
are the implicit and explicit finite difference methods. The
implicit method involves the solution of a set of simultaneous
equations which are obtained by writing the spatial derivatives
in terms of the respective unknown quantities at the current
tim2 level n + 1, knowing the values of the remaining quantities
of the set (u, v, &, h, P, p, T) at the two previous time levels
n and n-1. For the one-dimensional case, implicit methods are
convenient because the set of simultaneous equations is tri-
diagonal, Richtmyer. and Morton (1967), and, hence, a direct
matrix inversion method of solution is used. However, in the
case of a three~dimensional mndel, the implicit method becomes
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too time consuming, since the simultaneous equations must be
solved at each time step by an iterative technique. Thus,
although the advantage of implicit methods is that they allow
larger time steps, for the three-dimensional case the iteration
time for each time step more than offsets the inherently larger
time step. Furthermore, alternating direction-implicit (ADI)
methods may be used to obtain tri-diagonal matrices even for
multidimensional equations, however, for irregular boundaries
the ADI methods are impractical.

Therefore, the explicit finite difference method is used
for numerical solution of the free-surface model. The solution
to a particular partial differential equation is propagated from
point to point on the numeiical grid system. The current time
level value, n + 1, of a particular system variable (u,vQH, P,p, T)

is computed in general from known values of the corresponding
system variables at the two previous time levels n and n-1.
Thus, this is an explicit scheme.

The mathematical model is an initial-value, boundary-
value problem and, hence, requires specification of both initial
conditions and boundary conditions (see sections 3.5 and 3.6).

3.7.2 Computational Grid System

The free-surface model does not use the staggered grid
(or mesh) system as used in the rigid-lid model (section 2.6.2).
Instead, the full grid svstem is used for defining the system
variables u,v,Q,H,P,p,T at the integral nodes (I, J. K). The
rigid-1id model uses the half-grid system for better meshing of
the solution of the Poisson equation for surface (or 1id)
pressure, Ps’ with the horizontal velocity components u and V.
This is not considered necessary for the free-surface model, since
the pressure field P (I, J, K) is computed from H (I, J) which
is computed at integral nodes from u (I, J, K) and Vv (I, J, K).
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3.7.3 MAR Numbering System

Since the free-surface model does not use the half-grid
system, only MAR (I, J) is used for distinguishing between
spatial finite differences in the interior; on the boundary, and
outside the domain of solution. The MAR numbering system for
both the far-field (closed basin) and for the combined far-field
and near-field (horizontal stretching applied to an open basin)
versions of the free-surface model will be clearly specified in
the sample problems in Volume III, Note, that for the far field
model MAR (I, J)=6 and MAR (I, J) = 8 boundary corners are
treated as interior points (MAR(I,J)=1l)

3.7.4 Finite Difference Schemes
3.7.4.1 Approximation of Spatial and Temporal Partial Deriv-
atives; Conservative Form

The spatial derivatives are central differenced in the in-
terior, for example:

du = u(I+l,J,K) -u(I-1,J.%)
2480

3 (3.30)
and,

0% v w(T+l,J0,K) +u(I-1,3,K) -2u(L,J.K)

) (Go) % (3.31)

At the boundaries, three-point single sided schemes are used
by fitting a parabola through three points (the boundary point

and the next two coincident interior points). Thus, for example,

at the left a-boundary:

v

= 4u(I+l,J,K) -3u(I,J,K) -u(I+2,J,K)
280, (3.32)
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and,

gi% ¥ u(I,J,K) +u(I+2,J,K) -2u(I+L,J,K)

a (da )2 (3.33)
and, at the right a-boundary

au = 3u(l,J,K) + u(I-2,J,K) -4u(I-1,J,K)

T , 7ha (3.34)
arid, 2 2u¥ u(I,J,K) +u(I-2,J,K) -2u(I-1,J.K)

aZ (Aa)Z (3.35)

-y

MNote, that the spatial finite difference approximations (3.30)-
(3.35) are on order of accuracy of (4 o )?Crandell (1965) .
The temporal derivatives can be expressed in two forms,

du = u(I,J,K) - u(l,J,K)
At

t (3.36)

for forward differencing in time, which is on the order of

accuracy of At and

n n+1l n-1
du = u(T,J,K) - u(l,J,K)
)t 20t (3.37)

for central differencing in time, which is on the order of
accuracy (At)z.
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The finite differences in both space and time in the model
are expressed in the full conservation forms following Arakawa
(1966), for example:

3(Hu) _ (Hu) I+l k" (BWi. g
o0, 2o

(3.38)

This is done to avoid possible '"leaking' of mass, momentum, and
energy for long term integration with respect to time of the
governing time-dependent equations,

3.7.2.4 Finite Difference Equations

The full set of finite difference equations for the far-
field and combined far-field and near-field (horizontal stret-

ching) versions of the free-surface model will now be discussed..

3.7.4.2.1 Far-Field

The two integrated forms of the continuity equation for the
surface height H, (3.16) and for the equivalent vertical velo-
city @ (3.17), are integrated over depth by applying Simpson's
rule. The time derivative in the surface height equation is
initially replaced by a forward difference in time, and there-
after a central difference in time is used.

The numerical method used for solving the horizontal mo-
mentum equations for u and v is an explicit finite difference
scheme for which a forward difference in time and central
differencing in space (so-called FTCS) is used. The horizontal
diffusion terms are differenced at n-1, i.e., two time steps
back from the currently computed time level, n+l. The vertical
diffusion terms are differenced using the DuFort-Frankel scheme,
Roache (1972). The %&CS method is used througout for solving
the energy equation without Du-Fort-Frankel differencing of
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the vertical diffusion term, and has produced no numerical .. .
instability problems.

3.7.4.2.2. Combined Far-Field and Near-Field (Horizontal
Stretching)

Spatial integration of equations (3.25) and (3.28), or
of (3.27) and (3.29), have been performed by applying the Trap-
ezoidal rule. Again, FTCS is used for solving the u and v
momentum equations with the horizontal diffusion terms evalu-
ated at n-1 and the vertical diffusion terms DuFort-Frankel
differenced. The energy equation, also uses FTCS with the
same differencing of the respective diffusion terms as done
for the horizontal momentum equations.

3.7.4.2.3 Flow Chart

Now we see the flow chart for the steps involved in pro-
pagating the numerical solution of the system of governing
equations for the free-surface model. These steps may be elab-
orated as follows:

1. The problem is set up as an initial-value problem.

The values of u,v,Q,H,P,p, and T are specified initially for
time level n.

2. The surface height equation is then used to compute H
at time level n+l from the known values of u and v at time level
n. P is computed at time level n+l.

3. The horizontal momentum equations are used to compute
u and v at time level n+l from the known values of u,v,&,P,p
at time level n.

4. The equivalent vertical velocity equation is used to
compute £ at time level n+l from the known values of u,v
and H at time level n+l.
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5, The eénergy equation is used to compute T at time level n+l
from the known values of u,v, # and H at time level n+l.

%, The actual vertical velocity, W, is then computed at time level
n+l from u, v and H at time level n+l,

7. The density, p , is computed from the equation of state know-
ing T at time level n+l,

These seven steps are then repeated to propagate the numerical
solution to time levels n+2, n+3, etc.

3.7.5 Stability Criteria

The one-dimensional Burgers equation is used in the stab-
ility analysis by a heuristic extension into three-dimensions:
This method follows Roache (1972), A strict stability analysis
for the system of governing equations under consideration is not
possible, The stability criteria may be extended to the three- |
dimensional equations as follows:

: At At At
CONVECTIVE: Cx (AX) + CY(AY) + CZ(AZ < 1 (3.39)
At 5 At 5 At 5
DIFFUSIVE : DX (Ax)“© + Dy(Ay) + DZ(AZ) <X (3.40)

For the application of these criteria to the present problem, Cx’ 3
C., and Cz may be interpreted as the maximum values of u,v, and w

in the domain and D, Dy’ and D, may be interpreted as the kine-

matic eddy diffusivities in the x,y and z directions, respectively.

Another numerical stability criterion for the free-surface
model is the Courant-Friedricks .Lewy (CFL) condition, Roache (1972),
and Richtmyer. and Morton (1976), which is based upon external
gravity waves (or so-called surface gravity waves) and is expressed
as follows:

At <\/_:x- or At <JE (3.41)
gH gH
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whichever is smaller‘Co = JgH is defined as the phase vel-
ocity or the celerity of these external gravity waves,

3.7,6 Numerical Modeli:ug Approximations

3,7,6,1 Adiabatic Condtion in Far<Field Version

Following Roache (1972), the lateral temperature boundary
conditions is specified as:

Tw = TW 4] ono = constant planes (3.42)

This condition is simply set after the interior point cal~

culation for T is performed, Although

w+l

9T _ 3T , 3T 1l3n- g dH

5% = 5a T30 (H3 T 50 (3.43)
and,

9T =3T + 93T (1 3n - g3l , (3.44)

3y 98 90 H S5 H 3B

. . 3T .

for a shallow body of water like the Biscayne Bay, 355 is

quite small in comparison with the horizontal temperature var-
iations, and, therefore, is neglected by using =T, on ©
constant planes.

3.7.6.2 Vglocity Gradient at Inlet, Far-Field Version

du

The velocity gradient %% (or 5 2S5 the case might be)

has been approximated as follows (for Biscayne Bay)

16
V(I,J,K) = 9, V (I,3,,K)/10 (3.45)
inlet I=7 1interior
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where J corresponds to the value of the J index at the interior
& points adjacent to the inlet. This approximation has been used,
| since only one value of N, (t) is known at the inlet for the
} Biscayne Bay. However, this would not be essential if no(t) was
t

known at all points along the lnlet'
3,7.7 Higher Order Terms °

Higher order terms resulting from the transformation of
the horizontal diffusion terms (i.,e, second order derivatives
in o and B ), from the Cartesian coordinate systen (x,y,2)
to the vertically stretched coordinate system (a,B, o) have
been neglected, This has been done since the magnitude of the
vertical diffusion terms are several orders of magnitude
larger than the horizontal diffusion terms, SenguP ta and Lick
(1974), Appendix A of this volume presents the details of this
transformation,

3,8 Sample Results

In this sction sample results using the free-surface
model for near-field and far-field applications will be pre-
sented.

3.8.1 Far-~Field, Biscayne Bay (closed basin with ocean efflux)

Ignoring the Cutler Ridge site thermal discharge, the
free-surface far-field model was applied to Biscayne Bay to
investigate the general circulation, natural temperature dis-
tribution and the surface height behavior. Lee and Sengupta (1977).

Preliminary cases and governing physical factors were
first studied. Table 3-~1 gives the various cases run, Model

execution including all the physical factors, wind, current,
tide, bottom topography for the April 15, 1975 data base was
the final case run for calibration and verificatiom.

i i et A
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Fig, 3,5 shows the model predicted surface velocity dis-
tribution at 0900 EST on April 15; 1975, This case is for
incoming tide with the tidal current velocity specified
sinusoidally with respect to time at the ocean-~bay interface,
The .effect of the wind is clearly indicated to be in the dir~
ection of the wind in the northern closed part of the bay,
Fig, 3.6 shows the model predicted surface velocity distribution
at 1300 EST, This case is for outgoing tide and the south
wind effect is clearly exhibited, In Fig., 3,7 the velocity
distribution at a depth of 1 meter is shown where it can be
seen that the tide effect dominates the effect of the wind,

Fig, 3,8 shows the contours of constant surface height
at 1100EST as predicted by the model, and Fig, 3.9 shows the
contours of constant surface height at 1400EST, MNow Fig, 3.10
and Fig, 3,11 show the corresponding surface velocity distribu-
tion at 1100 EST and 1400 EST, respectively. It can be seen
that comparison of Fig, 3,8 with Fig 3.10, and comparison
of Fig. 3,9 with Fig, 3,1l indicate the relationship between
the lines of constant surface height and the velocity field,

Fig, 3,12 shows two synoptic model isotherm plots vs
IR-data for April 15, 1975, The agreement is good, Fig, 3,13
shows the surface height versus time at two tide gaging
stations, observed vs calculated, The agreement is relatively
close, Fig, 3,14 shows surface height versus x-direction
(I~direction in grid system) for varying time during the tidal
cycle along the transect J=7, It can be seen that the surface
moves according to the stage of the tidal cycle, as
would be expected,

3,8,2 Combined Near-Field and Far<Field by Using Hor-

izontal Stretching for Hutchinson Island (open basin)

Fig, 3.15 shows the general location of the Hutchinson
Island Power Plant site, The condenser cooling water for the
power plant is provided by the intake and discharge pipes which
circulate the water from the Atlantic Ocean with canals to the
plant, Fig. 3.16 shows the details of the submerged discharge
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pipe geometry.

Fig.3.17 shows the horizontal grid system without hori-
zontal stretching (I=20, J=20). Fig.3.18 shows the horizontal
grid system with SINH stretching. Fig.3.19 shows a distorted
vertical section with o- stretching.

The model was run using the June 2, 1976 data base. On
June 2, 1976 the thermal discharge had an exit velocity of
280 cm/sec (9,1 ft/sec) at each end of the Y-type discharging
pipe. The discharge temperature was about 359,

Fig.3.20 shows the surface height variation along the
I=8 transect (one grid point before the discharge points from
south to north). The surface heights are negative around the
area of discharge owing to viscous entrainment. Fig.3.21
shows the surface velocities with the conditions for June 2, 1976.
The imposed northerly current prevails away from the discharge.
Fig. 3.22 shows the horizontal velocity on the plane of the
discharge. The velocity field is dominated by the discharge
conditions because the inertia of the jet is the important
driving mechanism near the discharge point. The velocities
decreased away from the discharge owing to entrainment as is
expected. Fig.3.23 shows velocity distribution in the J=10
transect which is perpendicular to the shoreline. A small
vortex can be seen near the discharge region owing to entrain-
ment just west of the discharge.

Fig.3.24 shows the comparison of model results and IR
data for June 2, 1976. Relatively good agreement is observed.

The model was verified for May 17, 1977. The free surface
model was run for one hour with May 17, 1977 data base as an
input. Fig.3.25 shows the surface isotherms comparison of model
results and IR data (1113-1118 EDT). The isothems of 25.4°C
and 25.9°C from model results cover a larger area than IR data.
Generally, the results predicted by the model are in agreement
with the IR-Data.

The results presented are taken from Tsai (1977). This
model is extremely sensitive to parameters of the problem,
time step and boundary condition. Further verification is
ongoing. Where high resolution at discharge point is not
necessary the horizontally stretched free-surface model is

recommended.
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Hutchinson Island Site (Free Surface Model)
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Fig. 3-24 Comparison of model results and
afternoon IR data at Hutchinson
Island Site for June 2, 1976
(Free Surface Model)
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Fig. 3-25 Comparison of model results and IR
data (1113 - 1118 EDT) at Hutchinson
Island Site on May 17, 1977. (Free
Surface Model)
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IV, EVALUATIQON OF MODELS

Verification of existing models has been in general
quite unsystematic, In orxder to provide a basis for user
confidence it is essential that accuracy and versatility
of models be established by repeated verification at diverse
sites. While the verification procedure for the present
efforts is by no means completely satisfactory, signifirant
improvements have been made in the thoroughness of verifi-
cation. A significant factor contributing to this improve-
ment hau been the integration of remote sensing and insitu
data acquisition program with the model development effort.
Accurate specification of initial conditions has been greatly
enhanced by synoptic data bases for IR measurements. This
have been a serious drawback of other efforts in thermal
pollution model development to date.

Comparison of performance of different models is diffi-
cult to make. There are two reasons for this difficulty.

1. Systematic synoptic data bases which can be used
as standards do not exist,

2, Performance of a given model is dependent on the
validity of assumptions and approximations for a given site.
Thus performance is often site specific,

An attempt at comparative evaluation was made by Dunn
et al (1975). Their extensive review has been documented
ina two volume report. Some models were compared using

standard data bases for che Point Beach Plant. However,
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confusion regarding initial and boundary conditions were

still present, Since the models developed by the University
of Miami team were calibrated and verified at locations where
no other model has been used, detailed comparative evaluation
is not possible. However, in order to present the performance
of the models developed, in perspective, results presented for
various models by Dunn et al (1975) are discussed briefly.

Table IV-1 shows a summary prepared by selecting the
most commonly used models. These encompass phenomenologicai,
integral and numerical models. Details of these models with
critical comments are presented by Dunn et al (1975). Fig.
4-1 to 4-3 shows comparisons of results from models by Waldrop
and Farmer with data at John Sevier Plant and Point Beach
Plant. Surface isotherm predictions at the first site are
relatively good. Errorsof approximately 2°¢C are present in
vertical temperature distributions. Comparison of centerline
trajectory is poor. Centerline temperatures show large errors
after 200 meters. Area under isotherm, predictions fall ap-
proximately 7 time below measured values. No velocity com-
parisons were made,

The Stolzenbach-Harleman integral model was tested for
results at different tide stages. Fig.4-4 to 4-6 shows sur-
face isotherm predictions, The model consistently under pre-
dicts isotherm areas. The comparisons being poorest at low
tide indicating that bottom topography effects are not ade-
quately modelled.

Prichard's phenomenological model was compared to the same
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data base as the Stolzenbach~Harleman model. Figs 4-7 to
4-9 shows comparisons at high tide, mid-tide and low tide.
The isotherm areas are under-predicted, with error being
maximum at low tide. The results are qualitatively better
than the Stolzenbach-Harleman model. However, bottom topo-
graphy effects make the model non-usable in practical
applications.

Comparisons of results using Prych's phenomenological
models are shown in Figs 4-10 and 4-11 for applications at
Point Beach Power Plant and Waukegan Power Plant. Relatively
good agreement is observed for the Point Beach case except
very close to the discuarge point. The comparison for the
Waukegan Power Plant is significantly worse.

One of the models that can be used relatively easily
is the one presented by Shirazi and Davis (1974). They
present nomograms and sample problems in a two volume work-
book. Figs 4-13 and 4-14 show comparisons of predicted
values and mean data from a number of sources the agreement
is good. However, this model is quite unsuitable for basins
where the infinite depth assumption is not valid.

The numerical model of Till (1974) has been compared
to field data obtained at Phillip Sporn Power Plant. Figs
4-15 to 4-17 show isotherms in vertical sections. Near the
discharge an error of about 2°C is observed. Comparisons
become better with distance from discharge.

The Paul and Lick (1974) model is very similar to the

rigid-1lid model developed by the NASA-KSC, University of
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Miami effort. The comparison with Point Beach field data
are shown in Fig. 4-18 and 4-19., Underprediction of areas
under given isotherms is abserved. This could be owing to
errors in choice of diffusion coefficients. Difference in
plume shape may have been caused by inadequate information
regarding ambient currents,

The comparisons for the present models have been pre-
sented before. The following summary statements can be
made,

a). The comparisons of rigid-lid near field model for
Cutler Ridge plume is in good agreement with IR data as
shown in Fig 2-11., The centerline temperatures are espe-
cially well predicted as shown in Fig 2-12.

b). The predictions of rigid-1lid model for Lake Belews,
mixing pond is in agreement with IR data to within 0.2%
as shown in Fig 2-30., The main lake predictions have shown
errors of upto 3°C at narrow cross sections owing to lack
of spatial resolution as well as uncertainty in data regar-
ding the thermachine location.

¢). Comparisons of free surface model results with
field data at Hutchinson Island show good agreement both
for plume shape and temperature as shown in Fig. 3-24.

d). The far-field rigid 1id model applied to Biscayne
Bay shows surface isotherm predictions to be within 1°c
of corrected IR data, as shown in Fig 2-22.

e). The far-field free-surface model predictions for

Biscayne Bay show agreement to within 1°c.
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It is imperative at this stage to note that little or
no velocity verifications exist for any of the models devel-
oped. This is true for all the models presented by Dunn
et al (1975). In the present study some limited float mea-
surements of surface velocities in Lake Belews were obtained,
Qualitative agreement with model results were observed as
reported by Mathavan (1977). For complete verification of
models, velocity verification is essential. However, until
field measurement equipment that can accurately measure
velocities in the range of 0 - 10 cm/sec is developed, such

verifications cannot be made.
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V. CONCLUDING COMMENTS

From the experience of existing modelling efforts it
can be concluded that numerical models are the only viable
tools that can successfully incorporate the physical details
of discharge, receiving basin and atmospheric conditions.
While phenomenological and integral models are easier to use
they contain generic deficiencies that cannot be solved by
continued calibration and refinement. Therefore, the search
for models which can be used with confidence for regulatory
purposes should be directed to numerical models only.

The model package developed by the University of Miami-
NASA-KSC efforts show the promise of providing a reasonably
general model package. Further calitration and verification

of these models should inspire user confidence.

Some comments regarding research efforts that are needed

for the development of generally accepted models is appro-
priate_to conclude this volume,

1. Formulae for eddy transport coefficients need to
be developed and verified,

2. Surface heat exhcange coefficients and radiative
transport of heat into aquatic domains need o be better
understood.

3. Reliable anemometers sensitive at low velocity
ranges need to be developad.

4, The surface "skin'" temperature prcfile must be

understood in terms of meteorological and surface turbulence
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conditions, before extensive used of IR data can be made
without ground truth measurements,
5. Most numerical models are relatively expensive to

use owing to computer time costs, However, the cost of

computer time is minor compared to overall cost of environ-
mental impact statements. The situation can further improve
through development of more sophisticated numerical methods

as faster computers,
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APPENDIX A
DERIVATION OF STRETCHED EQUATIONS

[I] vVertical Stretching Equation

To incorporate with both free surface and realistic
variable bottom topography in the three-dimensional basin
model is quite difficult in computer programming. A mathe-
matical transformation of vertical coordinate is needed to
convert the depth of basin to a constant non-dimensional
depth one. The new coordiaate system is transformed from

X, ¥, 2, to a, B, o, where the transformation relationships

are:

o = et o g ot anD)
24 - i%a L ¢ 5
%3--.- e = L i (A7)
T R ¢. S0
=2 - %(A-s)
%%“ili?'n&'% N ¢ £
%—f;=%-§—2 - %-2—%(}\—7)

By using the above relationships the first derivatives

can be written as

3F _ OF 9da - 3F 238 + 3F 3ag _ OF - oF 30_0 . oF
g - 22 ea gL el g 969 . = g9 8g_g9= . Lo
X a 9X 3 b 4 o 3 doa g 9X a3a o]
l1an_ g 3H, _3F 103ndF g 3HJF -
[Haa Haa] a+H8a ac H'Ba acnua..-«l--...oc(A 8)
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3F L 9F , 1 3n 3F _ g 3M OF )
ay = 33 + H 36 90 H aa aq"""'""""'Onooooo-.o--(A 9)
OF _ 1 3F _

32 Haooanacnnocqoo..o.nu...o-o-utt--oo..........,..(A lo)

Where "F" is. the appropriate dependent variable, the
second derivatives can be written as:

32F _ 3%F _ 2 3F 3H 3¢ 3g g
axZ - 3aZ ~ H 35 9a ax T 2 3x 3ase T l3x

1 3F 32n _ g 3F 32H

H g 3a2 H —; 3;70-00.-0--oo--o-o.-on.-o-n--co-'ooau(A_ll)

32F _ 32F _ 2 OF 23H 30 , 3¢ 32F (39 ? 32F

3y 2 382 H 3¢ 38 a3y 3y 3Bdc 9y 902

1 3F 32 g 3F o?H

+ H au aB - ﬁ"5-0"'—ﬁ'o.oo-t.o--o--nooo'ono-oo-a---o-no(A 12)

3%2F _ 1 3%F

mg ﬁz ‘mcocc'-olll-onlc-'oonooo--u-c-'---------'-(A-la)
Define:
dx _ da

U= aE aE-o.n unco---ooon-n-n--oa---no.----o--n-7.--(A—14)

= dv _ ds8 -
V - dt - Eon-c.n-.ocl|o-oouugoco---.oao-lo-cu.-oc.po-(A 15)

_ dg -
Q —-— a"t'.oncnnncnun--o-oo-oooc-on-c-.un-oaoc-----oo.o---(A 16)

The vertical velocity w is related to the @ by the
expression

= 4z
v =3t

_ _ gy dn, _dn _
"HQ"’(O l) dt+cdtoucoot-.oocoo-noocac-.o(A 17)

Continuity Equation:

The continuity equation for three dimensional incom-

pressible fluid flow in Cartesian coordinate may be written

as:
3u av W _ _
HE‘}-{-+H—-§-+H—Z-_0..........‘.'..‘..' .co-o..-.-.-(A 18)
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(]l[(,
OF 1, .\ﬁ' _f’“rl'l

Now
RS =g 200 3B (An19)
HEm B g+ B A - o S fm e (A20)
S AT X REX

X AE-EEEC ok

R EER A

-Hg—2+ (%§+u-3—‘:l-+v%+n%) +a-£(%§-

= H %% + %§-+ u 3% + v 3% + a 3% 3% + a 3% %%

Qo

_ 2u3n _ 3v 3n )
ac aa BB.'.......'....'..”....'.....'.....(A 21)

Substituting (A-19), (A-20), and (A-21) into (A-18) we get

the continuity equation in a B‘o coordinate is:

3H . 3(Hu) . 3(Hv) a _ -
a + aa + BB +Hac o..........’..........ul.!(A 22)

Momentum Equation and Energy Equation

The inertia terms in the momentum or energy equations
in the xyz Cartesian coordinate can be written as:

aF+uH£+VH£+wH El...l.......‘..l.l.'.ll.l.(A-23)

H 3% X 3% 32

where F is the appropriate dependent variable u, v or T for
the momentum and energy equation respectively. By using the

relationships in (A-8), (A-9), (A-10), (A-17) and added F
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Q(Hu) +3(HV) + H >]'

times the continuity equation [F (%% + 3a

then the equation (A-23) becomes:
G(HF) . 3 (HFu) _ 3(HFV) . o a(m)

3t 5a T 3@
The pressure terms can be written as:

1 3P _

[} X

9P

o+ ol Bl O DM nn—-

© |
o]

98

c-ooocc.cau.-o-no-coo(A-24)

a
9—P-- g(o -gﬂ"' 'a'n')coo'ooo-cocloucnool.oo-ao-(A"ZG)

By using the relationships of second derivatives, the

diffusion terms can be written as:

32F _ 32F _ 2 30 3H 3F 30 32F 90,2 3%F , 1
%7 ~ 5 " Hoxda ot 2ixdase T (ox) ez T H
3F __1\.3 g 3F 3%H
30 98X H 30 Ja2
-1l (g 2%F , 2H 3R, _ L 3H 3F g 3F 3%H
H 02 a Jda H 3¢ 3a H 90 a2
2 30 3H JF 3g 32F 30,2 32F _ 1 3F 32y
A3x a5 23x 3050 " 3x) T ¥ H 30 302
=‘I-]_i'[ (I‘i_)] +H.lgh Order terms.....--...-.....(A"27)

using the same procedure as above:

azF = .]: _3_ (
avZ - H 38

and the vertical diffusion term is:
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32F 32

'r!' %2'T‘goooo-noo-oo-noo---u.oooooooocaca---oooo-oo(A—zg)

Neglecting the high order terms in Equations (A-27) and
(APZB), then

32F 1 [

m (H %’]--oo-oo-.-.o-oovoovoo--cooooccnncn.(A"‘BO)

2
%;% - % [3% (H gg)]...................................(A-31)

By using the relationships in Equations (A-24), (A-25),
(A-26), (A=29), (A-30) and (A-31), then the momentum and

energy equaticns become:

u-momentum:
g%%gl _nggl + a(H:v) + H aggn)
=n -2 ) + g0 B2 4 ogo) vk 52 @)
Ky [55 (B 2] +% [Hga P Ky B ]uiiueeinninnens (An32)
v-momentum:
agz + a(§ZV) + a(§XV) +H giggl H [- % (%%)
+glo 48 - M- fu] + Ky [52 (1 T+ Ryl52 1 3D

1 3
+'p" [Hao_ Kv ao_)]oot-a----o.o-..oo.o-ou-oo-cooc.-n(A-33)

Energy Equation:

3(HT) . 8(HuT) , (HvT) 3(aT) _ o .3 ,u 8T
%® T e T —5g -t H S5 =By I3 30 )

BT) B QT)

3 -
BH [-é—é-( -8_5']-’-;[!'—1-5? (p V"a'"&"]...---o.--o.--.-(A 34)

[II] Horizontal Stretching Equation

Before writing the equations in finite difference form,

the horizontal stretching transfermation which provided a
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more efficient use of grid points within a large domain
was applied in a and g direction. The hyperbolic sine
stretching equation was used by letting:

a =a+C) Sinh [Cy (X = @)]eeeroecisecrarannnaes(A-35)

B=b+C,8inh [C, (¥ = €)]eeerrrnssareacsensess (A=36)
where a,8 is a real coordinate, X and Y are stretched
coordinate, a and b are the distance at which the minimum
step size is desired. Cl, Cz’ CB, C4, d, e are the constants
to be determined by the imposed conditions.

The differential derivatives transformation relation-
ships for the new X Y o coordinate from a B o coordinate are

written as:

3F _ 3X,OF _ ., OF -
"5?;"5_“'-6'2' x' WI.......I......I...O.Cl..l!l.l....'.(A 37)
3F _ 3Y 3F _ ., OF -
-B‘E"-E'a Y' aY----o.-loocc-oc-.oc----oooo-occcoo-o(A 38)
32F 3 (3F 3%F 3F
mss-&-(—;)H (x')zm"'x“ a—)'{'...-cn..ooanouo--o-l.(A-39)
32F 3 ,3F 5 3°F 3F -
-Tz-ﬂ‘g-s‘('s—') = (Y') 'a"Y‘z"*'Y“ W.COODCOOODIOCIODOOOQC(A 40)
where

93X _ Ay
x' =—&-' Y"— 88

3%y

By using the above relationships, then the set of
equations in transformed X Y o coordinate are:

Continuity Equation:

3H _ ., 8 (Hu) . 3(Hv) 39 _ -
at+x ax +Y BY +H c ol.....l.....l'.“..(A 41)
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Momentum Equations:

u-momentum:
3 (Hu) X agﬂuuz + Y 3 (Huv) +H aag:nz _—
' 8H _ 3ny- vy2 3H du
+ g X' (0 3% ax) + fv] + Ky [(x') 3% 3%

1+xﬂt<y>2—%§§.

2
+H (X')2 §§§ + H x* 24

Energy Equation:

By [(x1)2 33 32 4+ n(x")? gxf +Hx" 2
By [(x2 BB+ nen2 i +nv Z
+ %- [ﬁ-g? (p B, %g')]"""“""""“"“"""'
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ALITY

X' 25

+ H(Y')? %;% +HY" ] + = p [uaa b K, 55 .j.......(A-42)
v-momentum:
Aé%ﬂ"" X" a_(_g_;z(_\g_)_+y. a(HW) +Ha(v9)

=n- L BB+ g ¥ (0 35 - 3P - ful

¢ x ((x1)2 32 24 u(xn)2 -3; + HX" 33

+ K ((x12 3B 224 my )2 -—7-+ Hy" 23]

. % e O 4 PPy ¢ SX £ )

.. (A=-44)
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APPENDIX B
Hyperbolic Sine Horizontal Stretching System

It 1s desirable to obtain a more detailed description
of the flow near the discharge point while large grid size
may be used in the further points to prevent the unnecess-
ary computation time. A horizontal stretching has been in-
vestigated and incorporated to allow for high resolution
near the discharge with gradually increasing grid sizes aw-
ay from the discharge. The tangent equation which was used
by Waldrop and Farmer (1974) appeared to have the most des-
irable characteristics. However, it has been noted that
when the number of grid points is small and the domain is
large, the tangent equation produces relatibely little str-
etching until close to a boundary, then jumps to the bound-
ary in a relatively large steps. This behavior appears un-

desiarble and further effects to find a suitable alternative

equation. The hyperbolic sine has been investigated by C. V.

Carter (1976). It appears to have somewhat better charact-
eristics than the tangent equation.

(1) The Hyperbolic Sine Stretching Equation :

The hyperbolic sine stretching equations used for both
transverse and lateral directions are

x=a+C Sinh{Cz(X-d)} ........... cereeneeas(B=1)

y=b+ 02 Sinh{C4(Y-e)} ........ e r e e (B-2)
where x and y are the real horizontal coordinate; a nad b

are the distance at which the minimum step size is decvired;
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Cl' CZ' 03' C4, d, and e are tha constants to be determined
by the imposed conditions; X and Y are the stretched horiz-
~ntyl coordinate.

The varilables X and Y are computed as

X- (I"l) Axo ltucplol"l00~OOOOllltluvovl-noca(B-’s)

Y- (J"l) Ayo oocovutolo--oo-oaooo'-uv'qouaoonv<B"‘l+)

where I is the grid point number on x-axis; J i1s the grid
point number on y-axis; Axo is the minimum desired step size
in x-direction; Ay, is the minimum desired step size in
y~-direction.
In order to determine the constants, we impose the

following conditions:

(a) When x = 0 then X = 0, vy = 0 then ¥ = 0, Form equati~
ons (B~l) and (B~2), this condition will be satisried if

L -1 , a

d""“""Sinh (T) lov!l"'."v"'t!.ob-IQOQOO(B-S)
CZ 1
. -1 b

e W ——— Sinh (T) R R R R B R R R S ] o v e s 0. on(B"‘6>
C4 3

(b) When it reaches to the boundary, the equations (B~1l)

and (B-2) have the form as

X, = a+ Clsinh{Cz (Nx-l)Axo -~-dl} ..., e (B-")
Yy = b + C3Sinh{04 (Ny-l)Ayo =@} i (F-8)

where x, and ¥y, are the x and y reach to the boundary resp-
ectively; N, is the total number of grid points on the x-axis;

Ny is the total number of grid points on the y-axis; then the

a-3
185




values of X and Y at the boundary are (Ny-1) A% and (Ny-l)AYO

respectively,

(e) Both (a) and (b) above are the required boundary con-

ditions, The imposed conditions at x = a and y = b which can

be anywhere in the domain. When x = a, it is required that
the stap size be minimum in x-axis. When y = b, it is req-
uired that the step size be minimum in y-axis, That is

Ax = Axo when X = a Y ¢ 5° D)

Ay-Ayo When y-b oooooo c-oo-oooo'-o..(B"lO)

one can wrilte

but AX = ax, ; AY = Ay, therefore

From (B-9), (B-10), (B-13), (B-l4), we can find that

o=l When X m A .ieiiiiiiiiiiiiinn (B-15)
d 1 P h ==
—a%— = when ¥ = b it (B-16)

Differentiating equation (B-1) and (B-2) and setting the

result equal to 1, we can find that
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cz"%‘]"" .....o..ouoo'o------o--u.-uo-;onuouoc(B"l?)
C, = —5 (B-18)
4 1'3- I A R R R S R S N N R N S R R R N N N N R N S SRR A

Substituting equation (B-17) into (B-1l) and (B-18) into
(B-~2) and the result are

x = a + Cy Sinh( 5—5I9 ) e, (B=19)Y
y = b + Gy Sinh( 1—535 e e (B=20)

By substituing equation (B-17) into (B-5) and (B-18) into

(B-6), we can get

- -1, a
d Clsinh (_E-]:') R EEEEE R I I S O S Sy SO S (B"zl)
e = Cy8inh™ () (B-22)
3 3 LR BN S A Y L T R Y B I I B IR I

At the boundary, the equations (B-19) and (B-20) becomes
(Nx-l)Axo -d

X, = a+ Cl Sinh{ cl ) SN .. (B=23)
(N -Lay - e
¥, = b + Cq Sinh{—T cg booeveeieien e (B226)

There is only an unknown Cl in the equations (B-21)

and (B-23), an unknown C3 in the equations (B-22) and (B-24).

The iteration method was used for solving the equations to
obtain C; and C;. The d and e are obtained by substituting

Cl and C3 into equations (B-21) and (B-22) respectively.

2 2
gﬁ , gx§ ; vgg ; gy§ are needed

for the governing equations when horizontal stretching equ-

The dexr!vatives

ation are used. The derivetives are obtained from differen-

equation (B-19) and (B-20) and that are:
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4 “%%‘ =X - : . P ¢ : 1)

cosh (X5-9)
1
\ sinh (E5-9)
ey él L e (B~26)

dY -Y' - 1 e , ...(B_27)
Cosh (35-2)
3
Y - e
12y Sinh (-—-C-g-)
= Y o= (B~-28)
—ayz'— 03 Y- e ha s e e
Cosha(-—cg—o

(II) Numerical Results :

The following characteristics were chosen as an init-

1al domain for the Hutchinson Island Site:

Discharge

-T'-ﬁ Points

| Y - Boundary

ot oon Gt wmt amp e pap oo

LAxepunog - X
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%, = 238000cm

TABLE 3=-l. Sample Of Numerical Results
X-~Axis Y~Axis
Total number of points 20 20
Boundary distance m 200000cn

Yp

Discharge pipe outlet

a = 38000 cm

b = 100000 cm

location
Minimum desired atep

| size X = 1500 cm Y = 1500 cm
Constant c1 = 3696.57 c3 = 3530,03
Constant d = 11184.66 e = 14251,88

Fig.B~l and Fig.B-2 are the comparison of hyperbolic
sine stretching equation and tangent stretching equation.
These graphs show that for the specified conditions, the

tangent equation produces relatively little stretching until

quite close to the boundaries.

The sinh equation is somewhat

better in this respect and stretching occurs more gradually

as x and y vary between their limits.
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Fig, (B-1) Comparison of TAN and SINH Horizontal
Stretching on X-Axis with 20 Points and

Number of Grid Points on X-Axis

Boundary at 2380 m.
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15004
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[ |
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Fig.(B-z) Comparison of TAN and SINH Horizontal
Stretching on Y-Axis With 20 Points
And Boundary at 2000 m.
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