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' .- " rhe Earth Observations Division (EOD) is resporisible for developing '

© ... the techniques and associated technology neéeded to conduct monitoring -

':?;'~and maracament applications for programs and projects specitiad 5y .
" “the Ea- “h Resources Program office. (ERPO)

:.Figure 1-1 gives a project workflow model. This model depicts the

various stages through which a typical science program passes from

- concept through operations.

‘To fulfill these EOD responsibilities requires that specific support

services be provided. The Systems and Facilities Branch has been

;'established to provide a comprehensive range of data processing

support services for both general processing needs and éechnological
development. These support services comprise: the design, development,
implementation and operation of computatibnal hardware/software systems}
the generation of a variety of scientific and managerial output pro-
ducts, and the development of highly technical tools and techniques

as aids to earth sciences studies.

In this accommodating role the EOD operational environment should

be rel.iab'le, flexible, and expandable. Its posture should be one

that can effectively respond to changing emphasis in either technologi-
cal development support and traditional processing.

The EOD environment does not at this time have all these desired
qualities. Excessively large volumes of data and high utilization
6f the available resources impair to varying degree SFB ability to
satisfy all needs.

This situation is currently exemplified by the impact created with
heavy involvement in the LACIE program. In this case, the bulk of
EOD resourcés are being expended on LACIE requirements, seriously

limiting technigues and technological development support services.
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This workload forecast, document is one vital informational element
".in a total plan approach. to resolve or at least minimize this .
.ﬁsituation and other potentially problematic conditions.

The EOD functions and roles are currently being reassessed to
- determine its position relative to: '

- What the total potential workload is

- What portion of the workload must be processed

What are EOD existing capabilities and capacities

What EOD can do within the limits of technical capabilities
and available funding. -

The significance of this document is that it is fundamental to all

follow-on planning activities.




;" Job Order 71-625. ERPSS Planning and Systems Engineering was
created for the ‘purpose of performing various investigatory and

‘“) analysis studies for the Barth Observations DivisionISystoms and f“'

: ?acilities Branch.

'ﬁhder this job order, a Long Range Planning team (LRP team) was
established specifically to perform planning support functions.
The major activities of this team were to:

e Support immediate need for EOD/JSC forecast of budgetary
requirements.

% Define a'plan to develop long range EOD/Systems and Facilities
resource requirements. '

Investigate the EOD/JSC operations and environment to identify
present and near future conditions which would affect Systems
and Facilities resource development.

Forecast an EOD workload which would be a fundamental document
in support of near and long term planning activities.

Develop a long range plan which will create an operational
posture with adequate resource capabilities and capacities to
_ assure the satisfactory performance of Systems and Facilities
functions..
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l. INTRODUCTION

This Workload Requirements Forecast document identifies and
describes a projected 5 year EOD/Systems and Facilities Branch
workload. It defines processing categories, developé processing
loads and quantifies projected processing volumes for each program
identified. Program processing requirements are then integrated
and summarized by processing support services categories for ease
of dissemination (Section 2).

Data sources and workload processing requirements are derived from
programs and projects identified as most probable future EQD
activities. Analysis of these projects yield common parameters
such as sites, acquisitions, pixels, missions, resolution factors,
etc. These can be quantified as data volumes.

Further, analysis of the support service processing necessary to
acquire the desired information, yields: ' volumes of data to be
étored, equipment used, number of rolls of film exposed, amounts

of data to be physically handled, etc. These are translatable into
processing parameters such as hours of equipment utilization, material

comsumption and manpower considerations.

A process of delinearing support services into categories which woula
facilitate collection and planning techniques was cmploved. ‘'hesco

categories are:

1. Computationsl Processing

2. Interactive Imagery Display

3. Photogfammetric - Cartographic

4, Field Measurements

5. Film Generation
6. Film Processing
7. Non-Electronic Data Storago/Managomont

-1
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These categories relate directly to specific functional activities
performed by the Earth Observation Division.

Section 3, Methodology, defines these categories, describes fully
parameter relationships, and the analysis process used.

Section 4, Projects/Program Requirements, develops workload requirements
and the corresponding processing requirements by project.
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e factivities. Sl .

, xﬁfthe EOD workload over the next 5 years; and determines the volume
4‘} and composition ‘of the processing resources needed to accommodate

The purpose of this documsnt is to describe an BOD workload
-forecast ta support EOD Systems and: Facilities rasource planning

»;;1‘:' SCOPE

'”frThxs document identifies all known programs and projects which camprxse

‘that workload. = o

1.3 CONSIDERATIONS

~ The planning activities to which this document will be fundamental,
. prescribes that some content be exhaustively treated. For this
reason an overview or synopsis will, when considered appropriate,
preceed lengthy and detailed content. Additionally, to establish

" the framework withinvwhich this document was written, the following
-developmentai_guidélines are given.

It is assumed that at least one program will be developed fully
through and including systems verification and testing.

Each project and program éontributing to the workload forecast was
analyzed for technical and fiscal reasonableness in regard to
processing reqﬁirements and data volumes. Therefore, lcad estimates
are not necessary based on the users maximum projections.

With instances of {unctioral duplication, similar products, etc.,

consolidation and standardization techniques are used to reduce
resource needs. '

1-3
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| made. ‘v :

15Physica1;handling voldméé and other éersonnel staffing considerations

are included,‘however;no‘eatimates-of manpower requiremencs are

V-

Eqﬁipment and processing procedures currently employed are used

f._to serve as a standard reference in both the determination and
‘understanding of the workload. Equipment and processing procedures
.will change with time. The workload descriptions contained herein
must be therefore reassessed with respect to new equipmenf and

technology. °

4

"The purpose of this document is to describe a workload forecast

to support (future) resource planning activities." As with any

forecast or prediction based upon history, current conditions, and

interpretations of cdata and trends; experienced judgement must ke
used to bridge the gap between data, facts, and the unknown. For
this reason the brimary value of this forecast document is visibility,
suitability, reasonability, and utility to other planning activities.
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~ REQUIREMENTS SUMMARY

.

~.-This section summarizes the total workload requirements forecast
’i;jby resource category.

Rather than a szmple accumulation, this summary 1ntegrates schedules

n'and milestones information, applxes load balancing techniques and

performs other adjustment efforts to arrive at a sensible workload

B requirements forecast which is feasible.

Delineation by resource category (described in Section 3, Methodo-

. logy) is maintained so that the details of an informational element (s)

can be found in the text of Section 4 where requirements are~geuerated'
. for each program uniquely. '

FY?G.utilizaﬁion has been included to provide a baseline reference.

The information has been extracted, abstracted and presented in

-optional formats. This approach hopefully facilitates reader

comprehension and enhance utility to the various planning activities
to follow.

An appendix has been organized containing a considerable amount of
supplemental information. Within the text of this section

there will appear references to the appendix where the reader
will find explicit source information, formuli, and othrr ane.veis
processes used in tletermining results.,

Selection of the particular method of illustration (takulation,
histrograms, or curve) is made on the basis of its ability to most
comprchensively convey information.

2~1
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‘2.2 PORECAST NUMBER OF ELECTRONIC DATA ELEMENTS

7kigure 2-1 through 2-4 tabulates the estimated number of sites,

7 acquisitions, intensive test sites and blind sites contributed by _
_-the various projects over the FY77 through FY82 time frame. Appendix -
{;alfdgtails hpw‘thesg'estimates were computed, | '

' "2.2,1 TREND ANALYSIS
. In FY76 .approximately 11000 acquisitions were processed. The bulk
of these, 9300, were used in LACIE - Phase II development. As can ..
" bé seen in figure 2-2, LACIE Phase III development again attributes
‘over 90 pércentvof all FY77 acquisitions. LACIE extension will
" continue as the primary contributor of future workloads over the
_fnear,term. As LACIE extension subsides, the GFFP program accelerates
in development to become the primary workload contributor at more than
twice the level experienced with LACIE extension.

- 2.2.2 DATA VOLUME

~ 'Estimates of the number of sites, acquisitions, intensive test sites
and blind sites, by project, were a necessary exercise in order to
' determine resources and capacities required for project development.

For the purposes of planning, acquisitions from all sources were
converted to numbers of eight-bit bytes of data. Figure 2-5 is a
tabulation of the forzcast number of bytes to be stored and processed

by EOD systems. In addition to calculating bytes = pixels/acquisitions

type, estimates of other generated files are included. (Fields,
history, ancillary, results, statistics, overhead, etc.) Details on
the derivation of these estimates are found in A2,
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FORECAST EALIVALENT LACIE ACRUISITINN REAUIREMEMTS

| | PRoGRAM | FY76 FY77 Fr78 | FY79 | . Fvso | Fvs1 | Fve2 !}
LACIE | 9300 | 16,90 |
L LACIE | | .
TRANSITION] 15,024 | 1€,218 7212 (HAN
FAP €00 600 60 eon | 7500 | 75M 7500
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: : (a)
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FORECAST EQUIVALENT LACIE ITS REQUIREMEHTS

w‘

et Ty i .

, 1 {
PROGRAM FY76 FY77 Fv78 | FY79 | FYso | Fv81 FYs2 |
| PROGRAM A |
LACIE 30 30
LACIE | )
TRANSITION] 27 29 13 11
AP | oy I I ) &N gr
RAP 5 5 5 12 12 12 12
(a)
FMP 3 30 53 7%
JSME * 3 | 3 12 12 12 1 12
MISC.
SUPPORT - 1 1 2 3 C
TOTAL 33 43 iy a9 120 143 1L
* 17Ss SELLCTED FPR RTSE PURPOSES CHLY.
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The PY76 main storage requirement was given to furnish a frame ol
reference. - Currently,data volumes are stored and used on-line
(immediately accessible by the computer processing system).
Apparently, current mass storage capacity will accommodate FY77 and
FY78 data volumes. In the future, add.cional storage devices and/or
technigues may be required. It is not within the scope of this
document to address solutions to real'br‘potential problems but to
provide information applicable to studies which may b .initiated ae
part of the planning function. And for that reason, this information
is documented.

o R T e SR e

2.3 PORECAST COMPUTATIONAL PROCEESING REQUIREMENTS

2.3.1 OVERVIEW

For the purposes for which this document is intended, usage estimates
are summed in the standard unita of the processing systems. (CPU
" hours, -SUP8, etc.)

A e el <L Gl e e A RS e o iR N e

B e ool

Usage in all cases includes all applications development and productional
processing. Excluded are interactive imagery processing and operating

i systems development and maintenance. The former is summarized in a

i? : unique category (subsection 2.4); the latter is a consideration when
dotermining the avaiiable capacity of a system (not covered in this

s document). Details on the derivation of these estimates are found in

A3. 23 includes hotl Pa:elins assumptions and forecast estimate
calculations.

Ty TEmE TTRER e s e e
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2.3.2 USMAGE SUMMARY BY COMPUTATIONAL SYSTEM

2.3.2.1 ECD Support Processor

Figure 2-6 is the forecast utilization of EOD Support Processor (PDP

4 11/45) usage in the Building 17 facility. The PDP 11/45 operatinc
systom, RSX-11p, is a multi-tasking system permitting morec than one

job to exccute concurrently. There is no accounting of system resources

Rl o o i Bt s

used by one or another job during execution. Therefore, execution
time is only measurcable as the clapsed time from the start of a Hob :

P g
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:f;son.suppnar‘Paocﬁssoa REQUIREMENTS (HOURS/MEEK)

| Fvsn

| pys2

- et g -

§ 97.14

'Fval

- £6.9

93.5

1:1.6‘

35,1

3.5

3.5

3.5

43,2

13,2

1.0

1.3

3.1

3.1

FHP

(a)

71.0 7.0 | s | e, ﬁ

o - (a) g

JSME . 2.0 .5 0.7 0.7 | 102 | 2w |l

' ;

MISC. | g

SUPPORT - 130 172 | 2.6 m1 | s | s
TOTAL 7100 169 | 1621 | 192 | 20e.7

(a)

FIGURE: 2-€
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to its finish; witﬂ no accountability for inactive (wait) periods

‘ duriﬁg which other jobs may be executing. These estimates are then

. in wall clock hours of elapsed time, not CPU hours.

2.3.2.2 GDSD Facility - IBM 360/75

Figure 2-7 is a summary of the estimate average usage in 360/75

CPU hours/week. Notice the estimate forecasts full shift utilization

in FY77. 1In fact, this implies more than one shift/day considering
six hours/week for systems maintenance and monthly,quarterly, and
year-end peak loads, etc. ‘

2.3.2.3 1IDSD PFPacility - Univac 1100 Series

Distinction between the Exec 2, Exec 8, and the Exec 8 demand operating
systems were maintained in preparing this summary. Indications are

- that the Exec 2 will not be made available in the near future and that

all processing will be performed using the more efficient Exec 8 multi-
programming operating system. As in the case of IBM 360/75, usage
increases are significant; the question whether the IDSD Building 12

facility will provide these levels of support services in future

should be seriously considered. See figure 2-8.

2.3.2.4 Purdue/LARS - IBM 360/65

' The Purdue University facility maintains a sophisticated suite of
mathematical models frequently accessed via terminals by EOD analysts.

Although these programs are portable (can be executed on the 360/75
in Building 30), they are to some degree proprietory. These programs
are considered essential to EOD users. Figure 2-9 gives the forecast

Purdue/LARS usage.

Imagery processing is not included in these estimates. Estimates
for imagery are covered in the following subsection 2.4.

2-10
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" FCRECAST COMPUTATIONAL PROCESSIIG REUIRTITINS
- _GDSD FACILITY - 360/75 EQUIVALENT (CPU HOURS/VERK)

o B ..

-—---FT--Q‘-fhé,

F7s | Fs | Fveo | Fvsr.

 (a)

LACIE

TRANSFTION 2.7 2.8 ] 129 | 108

S

13.3

|_'.=Ap S - a1 11| B3| B3

!RAF.":: R I i i )

. (a)
3n.n 3c.n £3

P

JSME I N B - - -

MISC. |
SUPPGRT B - B

AR

TOTAL 22.0 31.1 42.8 5.9 56.2 77.1 86.3
(a)
FIGI'RE 2-7
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FORECAST COMPUTATIOHAL PROCESSING REQUIREMCETS

D

IDSP FACILITY - U1190 SERIES EQUIVALENT (SUP HOURS/VEE}

CFY82

2 -3.5
8 -3.1
8d-¢.1

2 -8.4
~20.8
84-18.8
2 -19.8
8 -17.5
8d-5.8

FY81

8 -3.1
8d-0.1

2 -8.4
8 -20.8
8d-18.8
(2)
2 ~-13.9
8 -12.3
8d-4.1

FY30

-1.3
8 -3'1
84-2.8
2 -7.9

2
8

-700
84-2.3

FY79

2 -1.3
8 -3.1
84-2.8
2 -7.9

0
84-2.3

-7.

8
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: ~ 2.3.3 SUMMARY CONCLUSIONS/IMPLICATIONS

ahal

-DeveIOping the computatipnal processing requirements for each .
processing system uniquely, was determined to be the better way;

of communicating this intelligence to the reader. This approach

is more easily defended by the supportive material in the appendix;
" and individual loading estimates support workload redistribution
analysis which in all probability will be a consideration in satisfyinc
requirements.

" Estimate computational processing requirements for cach system or
facility increased. To construe that systems will be augmented or
! - facility utilization increased to accommodate the estimated increases

|
\
would be erroneous. For reasons of economies and/or efficiencies
and/or management some consolidation and standardization will take

v place thus reducing dependence upon one or another support facility.

% by distinquishing each system and/or support facility, those who will

, be responsible for resource development planning can better determine
. how requirements can be satisfied most effectively and cconomically.

2.4 FORECAST INTERACTIVE IMAGERY DISPLAY REQUIREMENTS

'2.4.1 OVERVIEW

|
|
2
Interactive imagery display requirements were developed l
for both the ERIPS and I-100 systems. o
. |

|

i

<

|

Because of its sophitication and exclusive use as an investiaatine
aid, the PMIS/DAS was not considered as a suitable resource upon
which a system could be developed.

R S g O e ey o T 0n S

Current baseline usage was collected (reference A4) and provided.
This was done so that actual usage together with the estimatcs of
the imagery processing workloads would best illustrate the soverity

B T

-
-

: of the workload impact upon one or the other systems. This is ¢
particular importance in the FY77-78 time frame when it may rot

be possible to increase capacity.
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3 ' ‘ " Information detailing how imagery display estimates were derived
can be found in A4. '

ERIPS imagery requirements are in IBM 360/75 CPU hours per week; .
2B and, as:stated previously, this usage is not part of computational
time.

1 | The ERIPS system as part of the IBM 360/75 system is such that when
' the two terminals are operating no other background workload can be
- processed. Actual central processor utilization is something less

than capability, however, the CPU for our purposes, is considered
L fully utilized. The hours given represent two terminals operating
' simmltaneously. |

B | Opération of the I-100 imagery system does permit some degree of

L§ background processing on the PDP 11/45 system. Howéver, since
EE there is no internal accounting of CPU or other PDP 11/45 system
resources, I-100 usage, as user elapsed time in wall clock hours,

is a suitable measure of utilization.

?

2.4.2 ERIPS FACILITY - IBM 360/75 .

Figure 2~10 is a tabulation by project of all ERIPS imagery display

usage estimates in hours/week.

Usage increases are seen to be rather linear over the FY77-82 time

frame with a slight tail off. This is a result of applying schedulin:
information and by deferring some small amounts of workload for later

or earlier processing.

Attempts to apply balancing efforts (transferring of portions of the
workload between ERIPS and I-100) will be discussed later in this

subsection. (2.4.4).

2-15
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" PORECAST IFGERY DISPLAY REMMIREMENTS
7 ERIPSTYPE (IBK CPIY HOURS/MCEK)

Pz

—-—tmp =

15.0

- FHP

17.1

17.1

(a)

17.7

JSME

2.5

.1

€.1

(a)
0,7

MISC.
SUPPORT

n.7

TOTAL.

30,9 26.0

T 0
Mredd

50,0

62.3

5,3

(a)

FIseRt 2-10
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approach which can satisfy the total various project needs prior to
development of the Earth Resources Data System (ERDS). One candidate
 substitute for imagery display requirements is the PMIS/DAS system.
Use of the PMIS/DAS alone, however, cannot satisfy interactive image
 61891ay user needs entirely. Pre or post PMIS/DAS usage would require
- processing by some other support processor(s). Should this method be
used to satisfy user needs it would, of necessity, be short term
because of the many manual steps of physical data handling involved
and the extended output product development times resulting therefrom.

Apparently providing solutions to the aforementioned problems in
this one resource category is a task of considerable efforts.

Whatever actions are taken, the available lead time to implement ~.ange
is brief; and the corrective actions taken, to be economical, must e
of lasting benefit.

2.5 FORECAST PHOTOGRAMMETRIC-CARTOGRAPHIC REQUIREMENTS

2.5.1 SUMMARY REQUIREMENTS

- Figure 2-12 is a tabulation of the quantity of photogrammetric-
cartographic products estimated to be requested collectively by all
projects between 1977 and FY82, These products were not tabulated
by project as are the other support service requests because it
would have resulted in the addition of differing kinds of elements
which has little meaning, and would tend to confuse rather than

clarify requirements.

The quantity of acquisitions nearly doubles from FY76 to FY77. This
large increase is not reflected in the photogrammetric-cartoaraphic
product quantities because a majority of these products are LACIE
updates and not generated newly from scratch. The first larce orowth
step which is of major significance will take place in FY79. 1In FY7)
an increase of almost twice the number of products will be required.

A majority of these products are generated from data acguircd at new
locations. The number of output products continues to grow till FY81,.

2-20
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" 2.4.3 EOD IMAGE PROCESSOR

. Figure 2-11 tabulates in hours per week the I-100 (PDP 11/45) usage
“..'by project.

-~

f;' N6te the nearly twofold increase in the estimate for 1-109 usage in
- PY77. This resulted even with some significant deferral of LACIE -

Phase III workload into FY78. Similar adjustment was also made with
the Food Multicrop Program (FMP), the Joint Soil Moisture Experiment
(JSME), and other workloads. In no way, however, were known schedule
start/finish dates violated.

2.4.4 SUMMARY CONCLUSIONS/IMPLICATIONS

The following comments are made to uncover the not so obvious severity
-of the forecast workload estimates. And perhaps in some way support
management and personnel in their efforts to resolve the existing and
potential problems affecting EOD support services.

It would appear that ERIPS requirements could be satisfied by simply
extending the operational periods incrementally to a full seven~day
three~shift operation in FY82. This is not however possible.

The IBM 360/75, in addition to 'driving' the ERIPS system, also
provides a substantial amount of needed ‘computational processing
support. '

Adding the estiﬁated FY78 GDSD facility computational support to the
FY78 ERIPS support totals 81.6 hours. Add to this scheduled and
unscheduled maintenance, processing priorities, operating and
applications systems maintenance, etc., and it becomes questionable
whether the 360/75 system usage for FY78 can be satisfied.

2=17
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FORECAST IPAGERY DISPLAY REAUIREIENTS
EOD TMAGE PROCESSOR (I1-100 TYPE - LOURS/VECK)

PROGRAM FYso | Fys1 FY82
1 (a)
LACIE 26,0 | 106.0 53.0
LACIE |
TRANSITION M3 101.3 hS.r 38,2 |
e | c106] 00| 10| 10| wo| we| we ]
RAP 1,0 3.7 5.0 | 12,5 2,5 1751 1.0 |
(a) 77
FiP : 3,1 3,1 35,31 3. g
(a) - 1
JSME - - 22, 4g.f bs,.€ AN IS I R
MISC. |
SUPPORT 30.0 . 20.0 26.5 L2.0 r2.0 (1.F ae,rt
i’ Dessesnamensm——n—" s auanam . d ‘
] TOTAL 190 1307 | 211.2 | 249.0 | 220.8 i BT
3 \aaevmmym— —— SRR — b
. 1 (a) ,
I FIGNPF ~-12
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‘ wdsé@brél df”tﬁg foiidwihqqoptions. or cohbtnations of, were considered.
'@ Off-load.a portion of the computational workload to an alternate

processor..

otf-load a portion o! the ERIPS to thc 1-100 system.

‘Bahance the ERIPS ha:dwa:e/softuare to0 permit background processing.
 Bxpand I-100 capacity. |

6££rloqd a portion of the I-100 workload onto the PMIS/DAS.

.Acquire additional imagery system.

Allocate stringently all available resources.

Raduée»requirements.

It is technically feasible to off-load some ERIPS activities to the
I-100 and conversely (balance workloads). However, the high usage
estimates for both imagery systems exceed the sum total of all current
imagery capacity.

Allocation of the available resources on the basis of priority would

be severely detremental to other projects. The LACIE extension program
alone, to which EOD is firmly committed, would use almost all image
display capacity.

Off-loading computational workloads raises the question, “"where to2?",

. Additional computational support, currently provided by non-EOD

facilities, may be difficult to obtain.

Hardvare/software augmentation and/or acquisition would have to expan’
image processing capability as well as image and computaticnal
processing capacities to permit workload redistribution.

Current combined reguirements for interactive imagery display exceceds

available times on the ERIPS and I-100 terminals. To alleviate this
resource conflict, effort is being directed toward finding an optional

2-19
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- ancillary data necassary in support of major projects.
- for these are based upon the JSME acquisition estimates. (See

|
LR

H‘Figuro 2=13 is a swmmary tabulation of the revised list of photo-

grammetric-cartographic products. Detailed estimates, by project,
for the first nine standard output products are available in the
appendix (A5-6,-14). The three new products are attributed to JSME
Estimates

reference A5-4,5) for details of volume determinations.)

2.5.2 SUMMARY CONCLUSIONS/IMPLICATIONS

The quantity of acquisitions increase twofold from FY76 to FY77. This
increase will be largely offset by the fact that a majority of photo-
carto products are LACIE updates and not generated from source Cata.
(Data had been previously processed and/or products gencrated.) The
first large growth step which is of major significance will take place
in FY79. An increase of almost twice the number of products will e
required in FY79 as a majority of tr« data will be from new locationrs,
The nuwnber of output procducts continues to grow till FYS81.

Despite efforts to temper photogrammetric-cartogranhic product types
and volumes, the increases from the FY76 actuals are significant.

Photo~-carto personnel and the LRP team concluded that the success or
failure of accomplishing the goals of future earth science programs
most probably rests upon the development and the autoration of movpint
sciences output products. It is not just a matter of large increasc:.
of output requirements but mainly in identification, isi:*ation . :d
application of automated proccsses for rapi. iracery anulysis an’
evaluation. Large data bases of digitized partitioned parameters,
¢.g. rainfall, soil type, temperature gradients, etc., would have to

be developed and maintained to facilitate processing functions as

computer registering, arca mcasurements, rectification, anc correlaticon,
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| —2 s FORECAST FIELD MEASUREMENT mr_;mms S
k7 2.6.1 SUMMARY REQUIREMENTS' ' N
T "A;Field measurement requirement workloads are shown in terms of missions
, :*taken by meteorological/ground truth teams and truck teams. Many of
f‘fthese missions will be performed by state universities and USDA county

 1' fpersonnel. Instrument calibrations, and data quallty and validity
- must 1arge1y be done at JSC.

‘2;5.2‘ SUMMARY 'CONCLUSIONS/IMPLICATIONS

A summary of field measurement requirements is shown in figure 2-14.
Field measurement support will continue to grow till the latter phases
; of Global Food and Fiber Program (GFFP), i.e., FY8l. Missions for

E both meteorological and truck teams will more than double by FY79.

A "A rather stable condition will be reached at that time and remain
until FY82.
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" imagery data to produce specialized film products.)

~an FRéO processor. Currently, this support is provided by the GDSD

. addition to EOD. The IDSD facility Building 12 also has a similarly

2.7 FORECAST FILM GENERATION REQUIREMENTS

2.7.1 SUMMARY REQUIREMENTS

The film generation requirement is a summarization of those determined
for each projéct identified in the workload forecast. No alternations
were made to these volumes excepting a 25% overhead determined as the
average time utilized for COM processing. (Processing of source

Figufe 2~-15. is a summary tabulation of the film generations forecast
for FY77 through FY82 in FR80 processing hours per week. Details on

the derivation of these estimates are fouvnd in appendix A7.

2.7.2 SUMMARY CONCLUSIONS/IMPLICATIONS

Although the FY77 estimate is significantly greater than FY76
utilization, the one shift per week average is considered operationally
manageable.

Film generation in the 1980's will obviously exceed the capacity of

facility Building 30 which has an FR80 servicing several users in

configured FY80. Current sum utilization of both these systems is

not known however, requirements, including those of other users (i.e.
SHUTTLE DRC), are known to be increasing. It can reasonably be
assumed therefore, that capacity will be provided as needed to
accommodate requirements for FY80 products.
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 FORECAST FILH, GENERATION® REGUIREPENTS (HOURS/NEEK)
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z e FORECAST FILM PROCESSING w B
'2.8.1 FILN PROCESSING SUMMARY = | o
EProcessing volumes are extrapolated’ directly from film generation
"f'estimates. Figure 2-16 tabulates the forecast film processing in
. rolls per week of both color and black and white film. Scheduling

- adjustments were applied to accommodate an inordinate volume increase
attributed to LACIE Phase III workloads which would exceed current
- Building 8 film processing capacity. A portion of that LACIE work-

' load was deferred to FY78.

Processing volumes for the 1980's grossly exceed the current capacity

- of Building 8 facilities. Details on the derivation of these estimates
~are found in Appendix AS8.
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2.9 FORECAST NON-ELECTRONIC DATA STORASGE GEMENT REQUIREMENTS

2.9.1 SUMMARY REQUIREMENTS

Figure 2-17 tabulates the volume estimates of data packets to be
maintained annually. Packets are synonymous with sites coveringl'
areas as small as a few hundred acres to tens of hundreds of square
miles. The volumé or bulk of information contained in a packet is
similarly variable from a few sheets to eight or ten inches of
computer listing, film products, typed copy, etc. Details on the
derivation of these estimates are found in Appendix A9.

' Note all annual estimates exceed the FY76 actual.

2.9.2 SUMMARY CONCLUSIONS/IMPLICATIONS

The physical handling of non-electronic data packets pose a perplexing
problem to EOD/SFB facility planning personnel. The maintenance of
these data elements and the generation of Photogrammetric-Cartographic
products are the two most problematic support service categories which
require'effective and economic long term solutions.
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3. METHODOLOGY

3.1 OVERVIEW

In describing an EOD workload, each program and project scheduled
by the Earth Resources Program Office was individually evaluated.

These were assessed with regard to prior commitment, emphasis,
priority, dependency, development schedule, complexity and magnitude
to determine what the workload would be, and the degree of EOD
involvement in the development phase of each program and project.

The source data volumes and minimal machine processing requirements
necessary to meet program objectives were determined from the
analysis of the workload processing phases.

Overall requirements were obtained by énalysis of prior experience,
derived assumptions, imposed constraints, given direction and those
scheduling adjustments necessary to allocate resources effectively
with minimal impact to any individual program or project.

3.2 DETERMINATION OF DATA SOURCES AND VOLUMES

The total volume of data flowing within EOD is the summation of

the data generated by the individual Earth Resource projects.

Project data volume can be estimated based on sensor characteristics,
project acquisition requirements, and processing requirements for
each subset of selected acquisitions. The acquisition was selected
as the parameter of reference through which support service workloads
for future programs may be assessed relative to currently imposed
support service workloads on existing programs.

The acquisition is defined as the total data acquired by a single
sensor platform from a selected site. Other variables which were
considered within the number of acquisitions included: the number
of frequency bands taken, the number of pixels recorded, the number

3-1
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""" of acquisitions selected for work and/or rework, the number of
ﬂ*:}~:fw crops in review, the nunber of agquisitions per biophase, and the
' . number of days in each growing season. In each case these
.. acquisition variables were considered individually as they tend to
. " affect suppb:t service requirements such as processing time, storage
! 'space, image display time and general data handling volumes.

3.3 SUPPORT SERVICES CATEGORIES DEFINITION

' Support of EOD activities in the development of methodology and its
" associated technology requires a variety of specialized processing
_services. These processing services inclpde those of a manual
nature as well as those provided by computer of other specialized
automated systems facilities. A study of the processing operations |
was performed to better comprehend methods, equipment and personnel’ |
qtilization in satisfying user requirements. The resultant was a
_rechnique by which processing support services could be partitioned
‘]into the following seven major categories,

;-a. Computational Processing

b. Interactive Imagery Display

¢. Photogrammetric/Cartographic
d. Field Measurements

e. Pilm Generation

f. PFilm Proces.:ng

g. Non-Electronic Data Storage/Management

3.3.1 COMPUTATIONAL PROCESSING

This classification applies to demand/batch computational processing
and associated support functions as is being performed by the Ground
Data Systems Division (GDSD), Institutional Data Systems Division (IDSD),
and Purdue as well as by EOD. The machines used include the IBM 360

' series, Univac 1100 series, and Digital PDP 11/45. Units to express 1
processor utilization are CPU hours, SUP hours, CCU hours, and elapsecd




clock hours. Other informational elements such as on/off-line storage
volumes, terminal connect time, etc., are collected as subsets of
this category. .o

3.3.2 INTERACTIVE IMAGERY DISPLAY

This is a category which includes the interactive processing,
analysis and display of imagery data. It is currently performed

on the ERIPS terminal system (which uses the IBM 360/75 computer)
and the GE Image-100 system (using the PDP 11/45 computer). It
includes the capability to process and investigate digital imagery
data which is projected onto a CRT screen for analysis. Utilization
of these systems is expressed in hours of terminal time. Both image
systems are driven by a digital processor. But only those processcr
resources needed to display imagery are included in this category.

3.3.3 PHOTOGRAMMETRIC/CARTOGRAPHIC

This category of support services applies to the generation of all
unique mapping and mapping sciences products neede¢ to satisfy Earth
resources studies. It includes mapping compilation and aerial
tcaiangulatior; orthophotography; photomosaicing and thematic mapping;
geometric image registration; mensuration and display; and sensor
performance evaluation and calibration. Although this service is
assisted by some automated devices, it is largely a manual function.
For this reason support service requirement units are identified as
the numbér of products as they relate to specific projects.

3.3.4 FIELD MEASUREMENTS

Field measurements support includes the instrumentation, preparatiorn,
acquisition and verification of earth resources ground truth data.

Four trucks and one helicopter are appropriately equipped to obtain
optical, mecteorological, agronomic, air quality, water quality, field
spectrometer and imaging data. The instruments associated with each of
these systems is operated and maintained by the corresponding ground
truth data teams at Purdue, University of Kansas, Texas A&M University
and Johnson Space Center. Units of measure for support scrvices are

given as truck or helicopter ground truth team missions.

et kot > i Mt ok



i in hours.

3.3.5 PILM GENERATION

Current earth resources technology relies heavily on the generation
of photographic imagery of most acquisitions. This category of
support services is provided by GDSD on the FR80 and associated
"production film conversion hardware and software. The products
consist of both color and black and white film exposed with various
types of processed and non-processed Aircraft and space vehicle
imagery. Measurement of utilization of these equipments are given

3.3.6 FPILM PROCESSING
Film processing is that category of support services in which the

t record maintenance and research assistance provided on these and
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» services are divided into two classes: Project and non-project

ol SET TR

exposed film is chemically treated (developed), sleeved, cut and
annotated. Resultant products are transparencies, proofs or prints
of imagery information. '

All film generated by the production film converter must be processed,
developed and packaged for use by the analysts. This support is
provided by the Photo Technology Laboratory in Building 8. Units of
support are given in rolls of film provessed.

3.3.7 NON-ELECTRONIC DATA STORAGE/MANAGEMENT i

This category of support services includes the requesting, receiving, i
distribution, storage and reference retrieval of physical data
products to and from the data user. Also included are the accountability,

other ancillary user reference data. Non-electronic data storage
related support. Project type of support will be covered in the

discussion of individusl program support requirements in section 4.G.
Non-project type of support is covered in section 2.0.

‘l
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'The "site" is used as a unit of measure for deriving project

related nonelectronic data storage workload reguirements. A
site is defined as an elemental area selected, by project, for
investigation. As identified by each project, a defined amount

. of non-electronic data is required to support the analysis and

evaluation of each site. The volume of this data was estimated
for each project and summed. Non-project related support is
estimated as a percentage of the project related support aciivities.

3.4 WORKLOAD ANALYSIS PROCESS

For each program, processing workloads were forecast employing

the conventional approach of assessing inputs based upen program
sensor source volumes and characteristics, and then determining
what interim and end-item output products were needed to satisfy
the program objectives. Input/output requirements were later
modified to reflect program and source data (sensor) schedules and
milestones. Where concurrently developing programs were in
contention for the same resource cataegory(s), further modifications
were performed when summarizing requirements.

3.4.1 BSOUPCE DATA VOLUMES
3.4.1.1 Overview

The purpose of this section is to descriie what was considered in
deriving those data estimates and by example illustrate the analysis
processes employed.

Cstimates of future data processing volumes based solely on current
volumes, without regard to sensor characteristics or individual

project processing requirements, would be relatively easily calculatec.
These estimates would also represent totally unrealistic processing
requirement levels. In this document forecast, analysis were performed
on each element of data to be processed. The data source character-
istics, project acquisition requirements, and other unique project

N " L. B Al ol PP S -
DU S N e e e e



is
i

e e T DM PWPCT T PO -

,mn.«;qv&-‘;‘-.u_, v

operating parameters were identified and evaluated to determine
a most reasonable assessment of the workload requirements. The
estimate volume of data input to specific resource categories
was treated within the text of that category under discussion.
This permitted analysis by category so that processing of source
data, used by more than one program, was not tallied twice.

3.4.1.2 Processing Volume Assessment

Considerations such as non-linearity, necessary degree or extent
of investigative study, science technology advancement, improved
aids and tools, and more efficient processing systems were all
applied to each project.

For example: the Landsat data presently used by LACIE consists of
4 spectral bands containing 117 by 196 pixels (bytes) in each :
acquisition. Based upon FY1976 workloads and making adjustment ]

for more bands and differing number of pixels per acquisition, the
workload for each processing function was calculated. In the early
years these workloads were, in most cases, linearily extrapolated, 5
however, when dealing with the 1979 through 1982 period, adjustments
were made to lessen the workload because of improved methods and
technology usages. For LACIE it was assumed that all acquisitions
were used as training sites whereas in later programs (such as

Multicrop) training acquisitions were reduced to only 20%. This
assumed improved algorithms and more extensive use of automated

M emd e e ae ik

equipment.

It was further discovered that system verification and test activitiec
are primarily confined to standard LACIE sized Landsat sample segments,
whereas exploratory studies use these plus both full frame Landsat and
aircraft data. Exploratory studies also tend to work only a small
portion of the overall number of acquisitions but to work them several
times. This again contrasts with the mode of operation used by

3-6
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“maystems verification and test personnel. The latter teams work
. ‘nearly all of the standard, (117 X 196 pixels), LACIE Landsat
"sample segment acquisitions, but tend to work them only once. It

~ ‘should be noted that a majority of the acquisitions worked are
 'common to both groups. These considerations were applied in the
 ”1nvest1gations of all resource categories for each individual program.

"3.4.1.3 Pre and Post Processing Volume Assessment

‘7It became apparent that data management and storage volumes estimates
‘were essential input to other planning activities. Therefore, in
deriving data volume estimates for the seven resource categories,
project and non-project oriented management and storage volume
requirements estimates were included as an integral part of the
analysis in each applicable area. )

3.4.2 WORKLOAD BASELINE INVESTIGATIONS

T Ty T

Support sefvices provided during FY”6 to LACIE, FAP, RAP, JSME,

other miscellaneous programs and RMOs were used as a reference haseline.
The new processing requirements and data volumes were integrated witn
the baseline to estimate and determine forecast capacities and new
capabilities. Available projections of resource requirements provided
by EOD personnel were also assessed and, when applicable, used to

modify initial estimates.

3.4.3 PROGRAM ASSUMPTIONS

As a matter of practicality for a smooth flow of data, balanced task
workloads and avoiding potential scheduled milestone conflicts, it

was necessary to make certain assumptions concerning the interrclation-

ship of programs. The following is a list of these assumpticns.,

e Global Food and Fiber Program (GFFP) will be the major EOD involve-
ment in future. Soon to be initiated, this work will overlap with
the LACIE transition program.

3-7
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E ® Forestry and Rangeland Renewable Resource Inventory (FRRRI)
3 E will be performed at only a slightly increased level above that
' E used by FAP in FY77.

® Transferring of low cost technology to various, state and
f federal agencies, as currently done by RAP, will continue
at about the current FY76 level.

® The principle work performed on the Joint Soil Moisture Experiment
] (JSME) will be in support of other programs which require soil
moisture inputs as ancillary data. Only a small nucleus of

effort will exist independent of other programs.

® Aircraft and ground truth data will continue to support new
programs at much the same rate and level as is currently being
provided.

RN AR I Y G ST

3.5 WORKLOAD REQUIREMENTS CONVERSION TO SUPPORT SERVICES

Section 3.3 defined the suppcrt service categories and associated
usage units. This section describes how these units were obtained

T s e s e v

and the implied interrelationship which exists between .them.

As previously explained, the parameter "acquisition" is used to
estimate future program source data volumes to support service
workload requirements. A forecast of computational processing
and image display usage requirements was based on the number of
acquisitions required to develop, verify and test each program;
the number of pixels (bytes) present in each acquisition; and the
amount of processing time currently required by each computer to
analyze each phase of the input data.

The transfer or assignment of workload (workload balancing efforts)
was considered and employed when advantageous. In these cases
capabilities, capacities and execution times of the various computinq'
systems were adjusted to correspond to the specific type of task

performed.

«3




It was determined that users of the I-100 system require on the
average, 2 hours of terminal time to process a single LACIE
acquisition. Somewhat different kinds of processing are done
on the ERIPS terminal system where the amounts of terminal time
are dependent upon exactly what processing is performed. It
should be noted, that the IBM 360/75 does not perform background
processing while ERIPS is activated whereas the PDP 11/45 does
perform auxillary processing while the I-100 is in use.

ekt O LN MERELES 4 AL At A L
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Each acquisition or collection of acquisitions dictates one or

3 more specific mapping science output products. These vary according
- to the type output product, the geographic location of the
acquisitions, the phase of the program, and the availability of
existing similar products.

1 Field measurements provides a source for ground truth data. These
: data are taken at a selected set of Intensive Test Sites, blind
sites and experimental farms during spring and fall seasons. A

5 mission (or acquisition data take) represents a known amount of -

’ preparation, performance, post verification, and validation which
was used to forecast field measurement support service workload
requirements.

Support service categories, film generation and film processing,
both process tasically the same data. This data volume is one-for-
one related to the number of acquisitions. Each acquisition defines
a definite amount of images. This translates directly to film
exposures (rolls) made which must be processed outside EOD. The
extension of this volume of output products dictates the amount of

equipment utilization requirements.

Non-electronic data are collected in site packets where a single
site may have 9 acquisitions. However, the average number of
acquisitions per site during J.ACIE Phase III was 5.5. Although some
non-electronic data is handled on an acquisition by acquisition

basis, for the most part these data are considered as being handled

3-9
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on a site by site basis. These data consist of imagery, maps and
multitudes of other ancillary data which aids the user in the
evaluation of each selected site. The number of selected sites

and acquisitions is determined on a program by program basis.

This study assesses the non-electronic data stofage/management
based on the number of sites selected for work and the basic library
research functions necessary to support the project.
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5 . requirements analysis was then taken where,

- Data sources are qualified and quantified,
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;_4-1 lists ehosa projeets which will comprise the EOD
amat thn n@st £$ve years. Figure 4-2 immediately

fallaningﬂis an'evant“achedule depicting project development

atart(ﬁnﬂ dates.s The figure also shows the data sources availa-

ility schedulé. 1 ' ;

This. section dsvelops workload requirements and the corresponding
vprocessing requiremants for each of the identified projects
'individuallz.A Experience with completed and current on-going
ptograms establishes a basis for the analysis process. Where

. applicable. program support services have been identified and

' assigned to either exploratory studies (ES) or systems verification

‘and test (SVT) workloads. A traditional approach to workload

g Rl d e B

= . output and interim products identified, and

- resource capabilities and capacities are determined. ;

- An abbreviafed form of the spacecraft data sensor characteristics
is listed in figure 4-3.

"Supportive rationale appears where applicable within the text or
conveniently referenced in a preceding part of the document to
maintain continuity and enhance comprehensiveness. Detailed

supportive material is to be found in the appendix, appropriately
referenced.
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4.1.1 OVERVIEW

4.1 LACIE - PHASE III

LACIE is an interagency experiment which uses Earth Resources
technology and meteorological information to: demonutrate an
economically important application of repetitive multispectral
remote sensing from space; and to test and validate technology
which could provide timely estimates of wheat production.

To date the LACIE has developed and tested area, yield, and
production estimate techniques over a limited region employing
a quasi-operational system. Phase III development of the LACIE

' program .involves the further refinement of spectral analysis

techniques using all eight LACIE selected countries and the extended
use of crop area, yield, and production estimates in at least six
of these countries.

Currently a majority of EOD resources are being consumed in support
of LACIE. There is no reason to assume that program emphasis will
change until LACIE Phase III has been terminated in March 1978.

The predominance of EOD resources utilized by LACIE makes LACIE a natural

first choice for workload analysis. The detail known about LACIE,
as compared with the detail known about other future programs, has
lead to more extensive treatment of its projected processing
requirements than that of the other projects.

4.1.2 DATA

4.1.2.1 S8ites, Acquisitions, ITSs and Blind Sites

From the LACIE RESULTS meeting it was determined that 3,047 perspective

sites will be selected from Landsat 2 in conducting LACIE Phase III.
This volume of data is represented by 16,900 equivalent LACIE

acquisitions which will be received, processed, and analyzed by EOD
during the 1977 crop year.

\
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- ~#+le2+2 Bytes (8 Bit) Storage S ,
" A single eguivalent Landsat acquisition consists of 4 bands

. (frequencies or channels) containing 3240 lines (rows) of 2240

" pixels (columns). Equivalent LACIE acquisitions (sample segments)
 selected from the Landsat data are comprised of 196 lines of 117
pixels.each. This means that a single LACIE sample segment is

. represented by 91,728 pixels of electronic radiance data.

On the basis of 16,900 acquisitions, a storage space of 1550 X 105
8-bit bytes would be required for the imagery data alone. Although

- additional storage space is necessary for the fields, history,
ancillary, statistics, results and overhead data, they are relatively
incidental (perhaps 2 or 3%) as compared to the imagery storage

space requirements. '

4.1.3 COMPUTATIONAL PROCESSING
4.1.3.1 Overview ggl g%%LQI;JAGE 1

1.3, ALITY

This category is intended for all processing performed on digital
computing systems used for applications, systems development and
production, exclusive of interactive imagery proéessing and
maintenance. Interactive imagery processing is covered in the
“Interactive Imagery Display® category. All computational processing
facilities used (EOD, GDSD, IDSD, COMSHARE and Pnfdue) are included
in this category. Capacity utilization of each system is measured
 in units characteristic of that Processing System.

4.1.3.2 Current (Baseline) Resource Utilization

The following paragraphs are based on actual FY76 usages obtained
from year end computer usage/cost summary.*

* LEC memo to T. H. Smith, Jr./TF, from W. E. Trump, dated
19 July 1976.

Subject: Summary IDSD Computer Usage/Cost for Month Ending 6/30/76 ‘

4-6
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4.1.3.2.1 EOD Support Processing Facility

Use of the Building 17 Digital PDP 11/45 system for LACIE - Phase II
computational processing averaged 71 clock hours/week. These were
utilized as follows:

- TF3 LACIE Rxploratory Studies (ES) - 2 hours
- TP4 Systems Validation Testing (8SVT) - 29 hours
- CAS Crop Aggregation Subsystem - 40 hours

4.1.3.2.2 GDSD Building 30 Pacility ' = :

The large mass storage of electronic data (i.e., images, fields,
history, etc.) and its management is performed in Building 30.

The updating, maintenance and control of this LACIE Phase II data,
required (on the average) 22 IBM 360/75 CPU hours/week plus a
substantial number of support personnel. Although some of this
time was used for exploratory studies, the large majority was used
for LACIE systems verification and test.

4.1.3.2.3 1IDSD Building 12 Facility

The IDSD Univac 1100 Series computers were used during LACIE

Phase II both for exploratory studies, and systems verification

and test. It was used principally for operation of the LARSYS-

EOD system. This system enables the users to generate classifications,
histograms, graymaps, and a multitude of other statistical algorithms.
Records show that weekly averages during FY76 were:

SYSTEM EXPLORATORY STUDIES SYSTEMS VERIFICATION & TEST
Exec 2 hours 7.0 0.9
Exec 8 SUP hours 2.4 4.6
Exec 8 demand SUP hours 1.6 0.7
4-7
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- Note thaﬁ the serial processing operating system, Exec 2, measures
7 utilization in hours of Central Processor Time (CPU). Exec 8, a
»  multi-processing. operating system, measures utilization in standard
units of processing (SUP) , an accounting algorithm which include
chaxges for other computational resources such as main memory, file
- storage volume, number of accesses to storage peripherals, etc.,
-in addition to CPU. These units are not equatable. The capacity
of an Bxec 8 system can vary between .7 SUP /hour and 1.3 SUP /hour
dependent upon hardware configuration and computational resources
used.

B

e oM ke e e e L

Also note demand usage (access to the system via a terminal device)

ics measured in SUP. This is not a representative of Terminal Connect
Time, the period spent working at the terminal. Connect time is in
‘the order of 5 to as much as 30 times greater than SUP dependent
upon what processing is being performed and the individual using

the terminal.

e . P

4.1.3.2.4 COMSHARE l

COMSHARE was used exclusively for LACIE Phase II operations status
and tracking of aequisitions as they pass through different phases
of analysis and interpretation. Based on the computer CPU charges
submitted by COMSHARE, an average of 4.8 hours per week werec used :
for status and tracking in FY76. i

T Y P T

4.2.3.2.5 Purdue LARS

The LARS computer facility was used for a variety cf LACIE Phase Il
tasks. Some of these tasks were similar to those performed on the

IDSD facilities. PY76 records show an average of 4.6 CPU hours per
week usage.

4-8
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4.1.3.3 Forecast Resource Utilization

To ‘nitiate the development of ILACIE - Phase III computational
processing requirements, all LACIE - Phase 1I workload processing
functions and resource utilizations were gathered and analyzed.

In all cases estimates were derived by the Long Range Planning (LRP)
team; and in some cases independent estimates were provided by the
EOD user/analysts. From these, a Phase III workload and its
processing requirements were constructed.

Schedules show that LACIE will be completed by the end of the second
quarter FY78. The number of acquisitions taken is significantly
larger for LACIE Phase III (16,900) than with Phase II (2,300). A
simple ratio, of FY76 resource utilization/number of acquisitions
using estimates for FY77, produced inordinate resource use levcls.
Investigation of most recent processing performance levels suagested
the estimate FY77 usages will remain at their average FY76 levels.
The rationale supporting a throughput increcase with 10 increase in
usage levels is based upon rates currently being encc ntered and
satisfied, with little or no impact, equalina those forecast for FY77.
This is due to l) improved personnel technology and capability, 2)
improved procedures, 3) reuse of products generated earlier in the
program and 4) upgraded machine capabhility.

The performance improvements experienced are expected to continue;
and upon anzlysis, some additional, though moderate, improvements
can be anticipated in future.

4.1.3.3.1 EOD Support Processing Facility

EOD data uscrs estimate LACIE Phase 1II data will require support
processing an average of 21 hours per week during FY77 and 19.6
hours/week during the first half of FY78. 1In addition, CAS us~rs
have requested 40 hours/week for aggregation and report aencration.

4-9
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The LRP team estimates PDP 11/45 Support Processor usages of 75
hours/week (10 hours for exploratory studies, 20 hcurs for systems
verification and test and 45 hours for CAS). This level of usage
will be required by LACIE till its completion.

The LRP team estimates were determined after investigating FY76

PDP 11/45 usage during the several developmental stages of LACIE -
Phase II. Usage was moderately low in the initial stages and rose
to a peak during the last quarter of FY76. The peak level is more
representative of the 'processing load anticipated with LACIE - Phase
III development and was therefore used as a basis for projections.

4,1.3.3.2 GDSD Building 30 Facility

EOD analysts estimate IBM 360/75 usage will averége 26.8 hours/week
in FY77 and 20.0 hours/week in FY78. The LRP team estimates an
increase to 30 hours/week (current usage rate) during the balance
of the LACIE program. All of this time is dedicated to systems
verification and test.

4.1.3.3.3 1IDSD Building 12 Facility

EOD analysts estimate average weekly hours IDSD computer Exploratory
Studies (ES) and Systems Verification and Test (SVT) usages as follows:

1st half

FY77 - FY78
ES SVT ES SVT
Exec 2 hours 11.6 2.0 11.6 2.0
Exec 8 SUP hours 2.4 8.1 2.4 3.6
Exec 8 demand SUP hours 0.6 1.8 0.6 1.7

The LRP team estimates average weekly usages as:
FY77 and 1st half of FY78

ES sve
Exac 2 hours 7.0 0.9
Exec 8 SUP hours 2.4 4.6
Exec 8 demand SUP hours 1.6 0.7

4-10
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As in the previous discussions (Re IBM 360/75 and PDP 1l1/45 usage),
Building 12 Univac 1100 series last quarter FY76 usage was
substantially higher than the FY76 average. Most likely this was
what influenced the EOD analysts to increase their FY77, FY78 usage
estimates. The LRP team reasoned that any increases in LACIE
exploratory studies should be accountable to LACIE transition
activities. Also, increased LACIE system verification and test
workloads should be performed on the PDP 11/45 Support Processor.
(The LRP team estimates accounted for this in their earlier
calculations).

4.1.3.3.4 COMSHARE

Based on LACIE status and tracking costs incurred during the FY
transition quarter, a forecast of 13.6 IBM 360/75 hours/week would

be required for LACIE Phase III status and tracking. Starting with
February 1, 1977, however, LACIF status and tracking was done on the

PDP 11/45. Status and tracking usage of the 11/45 as compared to

the 360/75 is estimated to run approximately 1.65 times as long.

Thus, EOD Support Processing Facility for status and tracking processing
is forecast at 22.4 CPU hours/week.

EOD status and tracking personnel are currently requesting 40 hours/
week on the Support Processor. When the new disk is installed on
the support processor the usage time should reduce to approximately
25 CPU hours/week. Heavy usages by other higher priority users can
significantly increase the run times by a factor of three or four.

4.1.3.3.5 Purdue LARS

The EOD analysts estimated their average weekly LARS usage in terminal
hours rather than CPU hours. These values were 41.1 hours for the
balance of LACIE program. Forty-one hours of terminal time is
essentially equivalent to the LRP team estimate of 4.6 CPU hours/
week (1.2 for ES and 3.4 for SVT).

4-11
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- 4.1.4 INTERACTIVE IMAGERY DISPLAY

This category is intended for all interactive processing, analysis

: and display of imagery data. Terminal time usages include applications
15 and systems development as well as production. Interactive Imagery
Display Processing is provided on the ERIPS/IBM 360/75 dual terminal
system in Building 30 and on the Image-100/PDP 11/45 single terminal
system in Building 17.

At < )

4.1.4.1 Current (Baseline) Resource Utilization

Actual FY76 usages were obtained from year-end terminal usage/cost

1 summaries for the ERIPS and current terminal scheduled and used

reports for the Image-100. i

¥ 4.1.4.1.1 ERIPS Building 30 Facility

L The ERIPS imagery terminal system provides interactive imagery

. processing and analysis capability with direct access to the entire ;
| LACIE data base. Its capabilities are costly in terms of computing ;
system resources such as central processing unit, mass storage |
volume and accessability, etc. Two ERIPS terminals can be operated
’! simultaneously but, when either terminal is in use, the 360/75

§ computer system cannot accommodate other workload. The average
ERIPS terminal usage time during FY76 was 60 hours/week. Since two
terminals are operated at the same time, actual utilization was 30
1 CPU hours of IBM 360/75, i.e., 12 hours for exploratory studies and
18 hours for systems verification and test. '

4.1.4.1.2 EOD Image Processing Facility

The Image Processing System (I-100) has capabilities similar to

but somewhat different than the ERIPS system. Together they provide
a spectrum of capabilities neither one can fully satisfy, e.g., I-100
system does not have direct access to the large data base on the
360/75 system; ERIPS system is not suitable for the analysis of small

areas.

4-12




s e ST SR R T ORRE e

s ,“m-.m-uwW

The I-100 terminal in Building 17 was used 56 hours/week in the
later LACIE Phase II training, analysis, and program development
phases. This time is divided into 30 hours for systems verification
and test training, and 26 hours for exploratory studies analysis.

4.1.4.2 PForecast Resource Utilization’

Procedure 1 will be used for LACIE Phase III data analysis. No
performance history exists by which the effects of Procedure 1 can
be accessed. Discussions with responsible procedure 1 developers
combine with actual FY76 usages established a reasonable basis from
which user support service requirement workloads on interactive
image display terminals were forecast.

The following paragraphs describe the interactive image display

terminal time usage estimates.

4.1.4.2.1 ERIPS Building 30 Facility

During LACIE Phase III the ERIPS terminals will be used to analyze
and evaluate yields in several areas throughout the world. LACIE
systems analysts indicate that LACIE Phase III Procedure 1 will
have minimal effect on existing LACIE Phase II techniques ceveloped
for use on ERIPS. To satisfy the major LACIE goals as identified
in the LACIE Phase III operations plan, it is estimated that ERIPS
terminal usage will continue during FY76.

The increased workload implied by the additional number of sites and
acquisitions taken during FY77 and FY78 is offset by 1) working

fewer countries, 2) improved technology and 3) improved procedures.

YT ¥ e e -
ke . .

ERIPS dual console weekly average usage estimates are:

USERS
Exploratory Studies (ES) 12 hr
Systems Verification and Test (SVT) 22 hr
Total 34 hr
4-13
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4.1.4.2.2 EOD Image Processing Facility

The I-100 terminal will be used to demonstrate and evaluate-
performance of the LACIE Procedure I Hybrid Image Analysis system.
Since no performance history exists for this workload, the LACIE
Phase III scope sﬁudy report Image-100 options document was used
as a reference. I-100 usage per week is estimated as follows:

USERS
Exploratory Studies (ES) 26 hr
Systems Verification and Test (SVT) 80 hr

Total 106 hr

4.1.5 PHOTOGRAMMETRIC/CARTOGRAPHIC

4.1.5.1 Overview

This resource category was established for those products produced :
by the Cartographic Technology Laboratory and EOD personnel collocated
in Building 17.

The Photogrammetric/Cartographic requirements are unique among all -

of the support service categories. To the potential data user/
requestor it offers almost an infinite variety of output product é
types and sizes. This is a potential hazard, i.e., requests can
quickly exceed manpower limits and yet not fully satisfy the |
requestors need. ;

To minimize this problem photogrammetric - cartographic personnel

have selected a somewhat standardized group of current output
products (reference A6) on which a forecast is made. As required,
some non-standard products will be supplied on an individual request
basis.

4-14
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There are several prqcesses used, some fully automated, some
partially automated, and all requiring a significant degree of
manual efforts. The forecast for this category is assessed
relative to the semi-standardized types and quantities of each

output product generated. Determination of equipment capabilities

and capacities, and manpower staffing and skills levels will be
addressed later by a resources development plan.

4.1.5.2 Current (Baseline) Resource Utilization

The following list identifies the types and quantity of output
products generated in FY76 to support the LACIE Phase II program.

PRODUCTS CUANTITY
® Sample Segment Location/Relocation (Segment) 1633
® ITS Update - Ground Truth (Sites) 36
® Photomosaics 160
® Area Measurements (Sites) 184
® Partitioning Overlays 12

4.1.5.3 Forecast Resource Utilization

LACIE Phase III output product estimates were made after analysis
of project requirements and consultations with cognizant photo-
grammetric/cartographic personnel. Product quantities were not
simply adjusted according to increases or decreases in the number
of sites or acquisitions. Each product was examined from its
individual utility and need in the development of the project.
The use of partitioning ‘'overlays' developed in FY76 will be
greatly cxpanded.in FY77; in addition two new product types were
added in FY77, viz., 'Boundary Detection Overlays' and 'Digital
Imagery Registration'. Product quantities for FY73 are expected
to run at about three fourths the FY77 level. A large number of
these products will be produced in FY78 to support documentation
for the wrap-up of LACIE activities. Fstimate product types and
volumes are:

e A a4 b ek B s i s a4
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PRODUCTS FY77 FY78
® Sample Segment Location/Relocation 1785 1339
(Segment)
® ITS update - Ground Truth (Sites) 8 6
® Photomosaics , 179 134
® Area Measurements (Sites) 117 . 88
® Boundary Detection (Overlays) 595 446
® Partitioning Overlays 1785 1339
e Digital Imagery Registration (Landsat 89 67
Images)

4,1.6 FIELD MEASUREMENTS
4.1.6.1 Overview

Up to four truck teams and one helicopter team have been assigned

to perform field measurements tasks. The field measurements teams
make various trips to the field to acquire ground truth and helicopter
data in support of each project. A single team leaving its base
location, traveling to a selected site(s), acquiring site data and
returning to its base location, constitutes a mission. One mission
may include the visitation and data acquisition of several sites.

Prior to each mission a team will maintain, test, calibrate and
prepare the instrumentation for travel. During a mission the team
will sample, read and record all approved data items applicable to
each corresponding site. Post mission team activities involve the
verification of proper sensor instrumentation performance, quality
evaluation and calibration of the data cullected. Estimates of the
workload for this support service category is a function of the
number of missions, type of the measurements to be taken, and
complexity of each measurement.

L e —p . U S




Ground truth.test sites are selected for these projects independently.
Where possible, common test sites are used by more than one project.
The projects identify the type, quantity and the seasonal or growing
‘period needed from each site.

It is assumed that Field Measurement support services will be
provided for all Research, Test and Evaluation (RT&E) projects
in development. '

4.1.6.2 Current (Baseline) Resource Utilization

During FY76 the Field Measurements teams conducted 13 truck missions
and 24 helicopter meteorological/ground truth missicns in support of i
LACIE Phase II. Measurements taken during these missions include: |
1) Meteorological Data Collection, 2) Optical Depth Data Collection,

v 3) Field Spectrometer Data Collection, 4) Agronometric Data Collection,
E and 5) Soil Data Sample Collection.

i 4.1.6.3 Forecast Resourcoe Utilization

After analysis of project requirements and consultations with

cognizant personnél in the field measurements discipline, it was
determined that LACIE would need the same number of missions (37)
in FY77 as were conducted in FY76. Only half that many wissions
! would be needed in FY78. 1In addition to the measurements currently f

I T T U T

taken, three new types will be acquired in FY77 and FY78, viz., air

quality data, water quality data, and thematic mapper data collections.

Some amount of instrument augmentation will be required to collect i
i; these new data. Requirements in terms of specific equipment and/or
! manpower must default to the development of the Field Measurement
Implementation Plan.

4.1.7 FILM GENERATION

4.1.7.1 Overview

GDSD provides a facility in Building 30 where electronic data recorded

4-17
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on computer compatible tapes are converted to exposed film
imagery. The facility is called the production f£ilm converter
(PFC) . Two types of film products are provided by this support
service: 1) Landsat Photo Imagery and 2) Computer on Microfische
(COM). The COM films contain tabulations and plots of the
resultant processing analysis. Processing of the Landsat Fhoto
Imagery, the development of film exposures, is performed by the
Photo Technology Division (PTD) and is covered under the film
processing support service category. (Reference Section 3.1.8)
Processing of COM products is performed by GDSD and the corresponding
workload assigned accordingly.

Five different Landsat imagery film products are currently being
produced for LACIE.

Product 1 - Color infrared

2

Enhanced color

4 - Black-and-whitec onc image for each of the bands (channels}
8 - Black-and-white classification map

12 - Black-and-white field boundary overlay

4.1.7.2 Current (Baseline) Resource Utilization

The time required by the PFC to produce each LACIE film imagery
product is as follows:

4-18
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PRODUCT  MINUTES/ACQUISITION TYPE OF FIIM QUANTITY/ACQUISITION

1 1.0 color 1
2 1.0 color 1
4 0.33 B&W 4
8 | 0.33 B&W 1

1

12 0.33 B&W

These times reflect: 1) recently updated processing times, 2) PFC
setup and change over times and, 3) film load and unload times.

GDSD both generates and processes all COM 'film products. After
review of the quantities and processing methods used to provide
COM products, the LRP team estimated that.a 25% workload increase
must be added to compensate for COM product support service
requirements.

4.1.7.3 Forecast Resource Utilization

The average amount of time required to generate exposed film .or
each acquisition of Landsat imagery is 4.0 minutes.

The 16,900 acquisitions to be taken during LACIE Phase III represent
a workload in FY77 that will exceed the processing capacity of the
PFC. Fortunately many of the film products are not critical to
Phase III development activities so that periodic backlogs are
tolerable. Film products would therefore be generated over an 18
month time frame extending into mid FY78. The workload volume
estimate for FY78 is considerably less and would not be impacted.

The estimate average hours of PFC processing time required to

generate the film, including a 25% overhead for COM products, is
18.1 hours per week through mid FY78.

4-19
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4.1.8 FILM PROCESSING

4.1.8.1 Overview

Film processing is performed by the Photo Technology Division

(commonly referred to as the Photo Technology Lab) in Building 8.
Processing is done on a roll by roll basis.

The operations include the chemical treatment of each roll of exposed
film to produce a transparency black and white and/or color roll of
developed imagery. Image rolls are then sleeved, enclosed in plastic,
as protection against scratching and smudging during handling. The
rolls are then cut into segments of acquisition size to be used by
the analysts. A film color or tone (in the case of black and white)
reference chart accompanies each roll shipped to Building 17. 1In
Building 17 groups of these products and other auxillary products

are assembled into packet folders and issued to the analysts.

4.1.8.2 Forecast Resource Utilization

A single roll of film can contain up to 220 images. LACIE - Phase III
acquisitions contain digital imagery data from which two color and six
black and white image products are required to be generated. Sixteen
thousand aine hundred acquisitions processed over an 18 month period
is approximately 220 weekly. This would result in two rolls of color
and six rolls of black and white film handled weekly.

In actual operations, however, film must be exposed to new imagery
on a daily rather than weekly basis in order to stay in step with
real time data acquisition rates. Partially exposed rolls of black
and white and/or colc: film are sent to PTD daily. Partial exposed
rolls require the same development time as fully exposed rolls.
Therefore, on the average, one roll of black and white and 3 rolls
of color film are processed daily by PTD.

{
i
i
Y
!




Ll d g o e s (M i

sy Ve

Rt S

4.1.9 NON-ELECTRONIC DATA STORAGE/MANAGEMENT
4.1.9.1 Overview

This category encompasses those activities associated with the
collection, distribution, storage and accountability of all
physical data such as magnetic tapes, photo imagery products,
various maps, crop calendars, computer printouts, etc. A large
part of the non-electronic data storage/management activities
(operations) were determined from the number of sites and quantity
of ancillary and documentation data required by the user/analyst.
Research, reference documentation and ancillary data handling not
associated with site volume correlation were added as a percentage
of the operations support.

Due to the accumulative nature of earth resource projects the volume
of non-electronic data continues to increase as the project matures.
Even after the projects are completed large reference files must be
stored, indexed and maintained for a considerable period of time.

4.1.9.2 Forecast Resource Utilization

The LACIE review meeting document states that for LACIE Phase III

3047 sites will be selected for acquisition. Each site will require
separate non-electronic data accountability. Non-electronic data
packet volume is estimated at 3047 packets. Non-operations support

is forecast at 30% of the operations support or 910 packet equivalents.

The long range planning activities to follow in other documentation
will determine the physical space, storage media, management techniques,
personnel, etc., requirements needed to accommodate this volune of
LACIE Phase 1II packets plus other packets to be created for other
projects.

4-21

|

i
?
|




o G A €7 K Sy g

4.2 LACIE TRANSITION
4.2.1 OVERVIEW

LACIE Transition (herein referred to as LACIE X) is the project
developed for transfer of operational technology from EOD to the
U.S. Department of Agriculture. The transfer is divided into four
phases during which time, production, ar~a and yield estimation
operations technology will be validated and implemented by the user
advanced system, PAYES, operation.

4.2.2 DATA

4.2.2.1 Sites, Acauigitions, ITSs, and Blind Sites

Early estimates of LACIE X indicate that more than 2500 sites will
be worked during the first two years and about 1000 sites will be
analyzed during the second two ycars of LACIE transition. If we
assume that the ratio of acquisitions per site for LACIE X remains
approximately the same as in LACIE Phase II, and the number of
intensive test sites and blind sites remain at the ratio of LACIE
Phase III level, the following estimates can bec made:

F178 FY79 FY80 FY81
Sites 2,504 2,703 1,202 1,000
Acquisitions 15,024 l6,218 7,212 6,000
ITS 27 29 13 11
Blind Sites 223 240 108 20

4.2.2.2 Bytes (8 Bit) Storage

Acquisitions made during LACIE X will be five band Landsat C data
type. From the acquisitions projected in the preceding paragraph
the byte storage space requirements, given in megabytes are:

FY78 FY79 FY80 Fysl |
1,770 2,030 850 710 i
i
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4.2.3 COMPUTATIONAL PROCESSING _
4.2.3.1 Overview 3

This category includes computational processing required by LACIE X
for technology davelopment, operations, user advanced system
development, and research, test and development.

Computational processing support services may not continue to be !
supplied by the same facilities which are currently providing theae
resources. Por ease of understanding, the LRP team forecast future
requirements, for this category, in terms of todays facilities. On
this basis, LACIE X support services requirements are defined in
terms of EOD, GDSD, IDSD, and Purdue as indicated below.

4.2.3.2 Porecast Resource Utilization

Because of the similarity which exists between LACIE and LACIE X,
workloads for LACIE X are extrapolated/interpolated from past,
present and forecast LACIE workloads.

Since status and tracking (S&T) is no longer being done on COMSHARE
but rather on the PDP 1ll1/4%5 Support Processor, it is included in the
following estimates. These estimates are given in average hours
per week.

Computational System FY78 FY79 FY80 FY81
® EOD Support Processing Facility 86.9 hr 93.5 hr 41.6 hr 35.1 ar
® GDSD Building 30 Facility 26.7 hr 28.8 hr 12.9 hr 10.8 hr
e IDSD Building 12 Facility
Exec 2 7.0 hr 7.6 hr 3.4 hr 2.8 hr
Exec 8 6.2 hr 6.7 hr 3.0 hr 2.5 ar
Exec 8 demand 2.1 hr 2.2 hr 1.0 hr 0.9 hr
® Purdue LARS 4.1 hr 4.4 hr 2.0 hr 1.6 hr
4-23
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4.2.4 INTERACTIVE IMAGE DISPLAY

The usage times identified in the following paragraph are based

on estimated analysis times projected for Procedure I Hybrid system
during FY78 and FY79 and a forecast for a stand alone system during
FY80 and FY8l. The FRIPS is given in dual terminal usage time and
the I-100 in single terminal usage time.

4.2.4.]1 Baseline Resource Utilization

The Procedure I method of image display has no history of performance
to use as a basis of forecast, therefore, technical analyst estimates
are used. Although an attempt has been made to accurately access the
mechanical steps involved in the Hybrid System Procedure 1 in terms
of user terminal time required, further adjustmentcs will be necessary
when actual operation times become available.

4.2.4.2 Forecast Resource Utilization

The followino LACIE X Interactive Display support requirement
estimates were maGe on the same basis as were the ILACIE Phase III

_estimates. Results are given in average hours per week (adjusted

for dual console in the case of ERIPS).

IMAGE SYSTEM FY78 FY79 FY80 FY81
ERIPS Building 30 Facility 30 hr 33 hr 15 hr 12 hr
EOD Image Processing Facility 94 hr 102 hr 46 hr 38 hr

4.2.5 PHOTOGRAMMETRIC/CARTOGRAPHIC

4.2.5.1 Forecast Resource Utilization

The types of mapping sciences products needed for LACIE X are the
same as those needed for LACIE and are assumed to be proportionate
in quantity.

A4
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PRODUCT " PY78 FY79 " FY80 PY81

® Sample Segment Location/ 1677 833 376 1000
Relocation (Segment)
@ ITS update - Ground Truth (Sites) 18 9 4 11
& Photomosaics ' 168 83 38 100
, ® Area Measurements (Sites) 150 74 34 | 90
f ® Boundary Detection (Overlays) 559" 278 125 333
@ Partitioning Overlays 1677 833 376 1000
° Digital Imagery Registration 84 42 19 50

: (Landsat Images)

e
o i G e (.

4.2.6 FIELD MEASUREMENTS

Field measurements will provide LACIE X support services similar
to those requested for LACIE Phase IlI.

-

4.2.6.1 Forecast Resource Utilization

ot ey o

As in LACIE Phase III, air quality data, water quality data and
thematic mapper data will be added to the currently required types %
; of data. During FY78 and FY79 field measurement support requirements ;
i will continue at approximately the LACIE Phase III level, i.e., 35 %,
to 37 missions per year. In FY80 and FY81 field measurements support %4
is expected to decrease to about half that value. To a alrge degree 3;
these estimates were based on the relative number of acquisitions ij

T PO ey .

B R O (R RO

per year compared to LACIE Phase III.

4.2.7 FILM GENERATION

4.2.7.1 Baseline Resource Utilization

At this time there is no reason to assume that the number of types of
film products will be any diff. :nt than a proportionate amount of
what is currently being forecast for LACIE Phase III. The additional
band (channel) added to the four bands presently acquired by Landsat 2
will produce another product 4 (black-and-white) image. Each additicnal i
product 4 increases film generation time by 0.33 minutes per acquisition."
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4.2.7.2 Forecast Resource Utilization

The following listing shows the forecast of f£ilm generation
requirements for LACIE X during its four transition phases. A

twenty five percent addition has been made to compensate for COM
product generation. Generation time is given in hours per week.

FY78 FY79 FY80 FYgl

4.2.8 FILM PROCESSING

4.2.8.1 PForecast Resource Utilization

Film processing requirements for color, and black and white film

transparencies are estimated using the same acquisition numbers
identified by paragraph 4.2.2.1 The weekly average number of rolls
of film required for processing are:

FY78 FY79 FY80 FY81
F&W (Rolls) 9,2 9.9 4.4 3.7
Color (Rolls) 2.6 2.8 1.3 1.0

It was assumed that daily rolls of film only partially filled with
LACIE X imagery exposures will be used to generate imagery products
required by concurrently operating FEOD projects. Therefore, no

adjustment must be made to the weckly average roll values.

4.2.9 NON-ELECTRONIC DATA STORAGE/MANAGEMENT

LACIE X non-electronic data storage workload estimates are based on
the volume of sites selected for evaluation, and the quantity of
ancillary and documentation data required by the LACIE analysts.

4-26
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4.2.9.1 Forecast Resource Utilization

As in LACIE, so in LACIE X, non-site oriented efforts in this area
are estimated at 30% of the site support requirements. Adjusted
non-electronic data storage/management workload in terms of packet

eqtivalents is given below.

FY78 FY79 FY80 FY8l ,
o £
{
3255 3514 1563 1300 g
4-27
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4.3 FORESTRY APPLICATIONS PROGRAM (FAP)

@ Productivity and-Yield

T T e

4.3.1 OVERVIEW

The objecgive of the Forestry Applications Program (FAP) is to
identify, develop, test, and evaluate remote sensing methods and ;
techniques that may have significance for Forest Service goals. - ;

The FAP began in August 1971 as a joint venture of NASA/JSC and
the Southern Region of the Forest Service. Since then, the FAP
has taken on a more national-scale interest, with expanded Forest

Service cooperation and participation at the Headquarters level and
Regional Offices. The FAP project consists of five major tasks.

These tasks include:

® Classification and Area Determination

® Econometric
® Technology Assessment

® ASVT (Forest and Rangelands Resource Assessment System)

Best estimates currently show the Classification and Area Determination,
now in progress, will be completed at the end of FY80. The Productivity
and Yield Subsystem will be initiated early in FY78 with the vegetation/
habitat vigor model and terminate at the end of FY82. The Technology
Assessment, using Landsat telemetry for baseline, will commence in the
first quarter FY79 and end, following the initial analysis of data

from the Shuttle Imaging Radar, last quarter FY83. The Forest and
Rangelands Resource Assessment System (FRRAS) will initiate its pilot
project starting FY79, shift to full ASVT in FY80, and be completed

with technology transfer in FY83, All FAP activities after the
beginning of FY79 will be done within the confines of the Global Food
and Fiber Program (GFFP). However, for the purposes of forecasting,

the whole collection of EOD forestry applications projects will be
covered in this section.




“4.3.2.1  sites, A

* ' FAP exploratory stndies currently analyze ten selected ti.mber and
»“ﬁ“g:assland areas. Landsat 1, aircraft overflight, and ground truth ‘

" Aata are acquired for each area for one spring and one fall acquisi~'4

¥»'ftion. A typical area consists of a 30 by 30 mile area of approximately

© 30 equivalent LACIE acquisitions. 1In total the .current FAP data volume

i g is 600 equivalent LACIE acquisitions, 4 intensive test sites and 9 -

‘ equivalent blind sites. This level is expected to be maintained until

‘ FY80. With the FRRAS ASVT initiation in FY80, approximatelyvlzs areas

Y will be analyzed increasing the data volume to 7500 equivalent LACIE

3 1 acquisitions 50 ITSs and 113 blind sites per yea;.

; In mid FY8l Landsat D data will be available and will ‘supplant
E A ' Landsat C data. With the increased reéolution of Landsat D data,
a pixel will be now representative of about .14 acres rather than
the 1:l1 as in the case of Landsat C. Taking into account the video
display capabilities, the number of equivalent LACIE acquisitions
i will increase by 6.9 times that of Landsat C. This increase will
be offset by either reduced user resolution or reducing the number
of areas analyzed. The number of equivalent LACIE acquisitions will
_ remain at 7500. '

4.3.2.2 Bytes (8 Bit) Storage

i Prior to FRRAS ASVT approximately 30 megabytes of storage per year
will be required. During FY80 and 81, ASVT activity levels will
increase byte storage requirements to 4300 megabytes per year.
Further increases in storage requirements may occur as a result of
e the Landsat D's increased resolution. Storage requirements during
| this time (FY82-FY83) could jump to 28,880 megabytes per year.

Total mass storage requirements, selection of the storage media,
determination of on/off-line needs, management, and other data handling
considerations for this document pose a challenging problem to the
follow~-on planning activities.
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4.3.3 COMPUTATIONAL PROCESSING

 The computational processing required for FAP are provided by
EOD, GDSD, and IDSD support services. No Computational Processing
.. estimates were available from the EOD analysts. The LRP team made
its estimates based on past and present support level requirements
and the number of equivalent LACIE acquisitions being analyzed. It
was assumed that current workload requirement levels would continue ’
1 through the end of FY79. As the FRRAS ASVT becomes operational in
~ FY80 and until it is completed, the support level would increase by
twelve fold due to the increased number of areas to be analyzed.
LACIE workload levels were used as a reference for workload forecasting.

ig The following chart lists the average weekly processing usage estimates.

;
)
; Computational System " FY77-FY78 FY80-FY83

! EOD Support Processing Facility* 3.5 hr 43.2 hr :
% GDSD Building 30 Facility 1.1 hr 13.3 hr 3
- IDSD Building 12 Facility
| Exec 2 0.28 hr 3.5 hr
i Exec 8 0.24 hr 3.1 hr
i f Exec 8 demand 0.10 hr 1.0 hr

i 4.3.4 INTERACTIVE IMAGE DISPLAY

P

It is assumed that workloads will continue through FY79 at the
y current level. During FY80 through FY82 the workload is assumed
to increase proportionally (according to equivalent LACIE acquisitions)

to the LACIE Phase III workload requirements based on a stand alone
type image processor.

The usage times identified below include applications and systems
development and production. ERIPS estimates are given in dual terminal
11 usage time per week and the I-100 in single terminal usage time per wecok,

pET—
ERe. 5 R

L i b A P i | I e

ﬁ; * The EOD systems and facilities workload estimate includes operaticnal
) status and tracking requirements.
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IMAGE SYSTEM FY77-FY?79 FY80~-FY82

ERIPS Building 30 Facility 1.5 hr 15.0 hr
EOD Image Processing Facility 10.0 hr 47.0 hr

Increasing demand for imagery resources are imposing more stringent
allocations based on priorities. Currently, the FAP personnel are
being requested to more utilize imagery resources available on the
PMIS/DAS system. It is not known at this time how useful the PMIS/DAS
will be and what impact this will have on the equipment workload
estimates given.

4.3.5 PHOTOGRAMMETRIC/CARTOGRAPHIC

The following paragraphs identify the number and types of mapping
science products necessary to support FAP and FRRAS. Estimates are
based on the number of sites, acquisitions, and pixels required for
each product generated. Volumes forecast were not based on FY76
quantities as much as on product need discussions with FAP and
Photogrammetric/Cartographic personnel.

PRODUCTS FY77 FY78-FY79 FY80 FY81-FY83
Sites Location/Relocation 300 75 3575 958
ITS Update - Ground Truth (sites) 4 41 47 13
Photomosaics 30 8 357 24
Area Measurements (sites) 9 2 106 28
Boundary Detection (overlays) 100 25 1192 313
Orthophotos 25 6 286 75
Change Detection (overlays) 30 ' 8 358 94
Digital Imagery Registration 15 | 4 179 47

(Landsat images)

Atlas Map Production 10 10 125 125

The last item shown above (Atlas Map Production) may not be requircd.

If required, it will involve the generation of maps covering 125,000,00Q

4-31

J¢

- — .4 D T & PV

P I T D T o ST U Sy

i

A



Wwimm" o b e ik S fatiiai el tan g

acres of forest and grasslands. Based on techniques currently used
this represents an inordinate amount of manpower. The description
of what this entails, where it would be done, how it would be

accomplished, and similar questions are left to be answered by later
investigations.

4.3.6 FIELD MEASUREMENTS

L]

Field Measurement support service requirements for FAP are forecast

on the basis of the estimated number, of intensive test sites (or
equivalent type of site), the location of these sites, and requirements
similar to those identified for LACIE ground truth data. It is
estimated that the intensive test sites (ITS) will be clustered such
that four helicopter team missions per jear will be required in the
FY77-FY79 time frame. Expansion of ITS for FY80 through FY83 will

increase helicopter team missions to twice the FY77 level, viz. eight
missions per year.

P P I S TP I

e e

4.3.7 FILM GENERATION AND FILM PROCESSING

The estimates for these support services were calculated using the

same relationships that were established in LACIE. Film generation 7
estimates are as follows:

i e A e At

FY77 FY78=-FY79 FYS80~-FY83
Film Generation 1.0 hr/week 1.25 hr/week 15.6 hr/weck
Film Processing: |
Black and White 0.3 rolls/wk 0.4 rolls/wk 3.8 rolls/wk i
Color 0.1 rolls/wk 0.1 rolls/wk 1.3 rolls’wk ’

4.3.8 NON-ELECTRONIC DATA STORAGE/MANAGEMENT

In order to access a reasonable and consistent workload forecast for
this category it was assumed that a level of support services required
by FAP would be proportional to LACIE according to actual areas é
analyzed. To this amount, 30% was added to account for non-site related f%
3

rens s SRR 5 A b AR A A

support requirements. The total non-electronic data storage/management
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4.4 REGIONAL APPLICATIONS ggggggg gggg)
_-4.4.1 OVERVIEW

™o objective of the Regional Applicationl Project (RAP) is to test
 and document state-of-the-art procedures for the transfer of cost=
effective, operational applications in remote sensing technology »
satistying selected information needs of Texas, other states, and

regional users. In response to needs for coastal zone management
in Texas, and in conjunction with agencies in the State of Texas,
the RAP has developed a variety of regional resource studies and
applications. Some applications are:

® Coastal Zone Mapping

® Watershed Evaluation

e Land Classification

@ Wildlife Habitat Mapping

In 1969, the Texas Bureau of Economic Geology (BEG) developed the
Environmental Atlas. Since then, interest in the project has
increased significantly. Recent events indicate that beginning as
early as mid FY77 the State of Texas and the Earth Resources Program
Office may jointly fund the RAP as an ASVT.

4.4.2 DATA

RAP data volumes are expected to remain at the current level till
FY79. Program objectives imply that the data volume used for analysis
beginning in FY79 will increase by two and one half times. This new
1.vel of data volume will continue through FY82. This volume increase
will affect a corresponding increase in data products. The types of
RAP products required to support an ASVT will differ somewhat from
current RT&E products. Presently no facility exists or is planned to
be developed outside EOD for providing the RAP products.
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' ;*Tha'cutrene data source for RAP is Landsat 2. Landsat C and D data
will be used as they become availabla.

- 4.4.2.1 8ites, Acquisitions, ITSs and Blind Sites

Consultations with RAP personnel disclosed that effectively 1500
equivalent LACIE acquisitions from Landsats 1 and 2, S5 equivalent
intensive test sites and 23 equivalent blind sites were analyzed

in FY76. This same level of data acquisition will continue through
FY78. At that time the equivalent LACIE acquisition,equivalent ITS
and equivalent blind site rate,are expected to increase by a factor
of 2.5 times. This rate will continue through the balance of the
RAP ASVT.

4.4.2.2 Bytes (8 Bit) Storage

1500 equivalent LACIE acquisitions for Landsat 2 will require 140
megabytes of storage during FY77. With Landsat C becoming operational,
FY78 storage requirements will increase slightly to 175 megabytes.
Increased RAP activity beginning PY79 will force imagery storage
requirements to jump to 440 megabytes per year through FY80. FY8l

and FY82 will see further increases to 3500 megabytes per year due

to the increased resolution and reflective band.

= mame m oo pe e B

i : 4.4.3 COMPUTATIONAL PROCESSING

Currently the RAP computational processing support is provided by |
EOD, IDSD, and Purdue type services. The LRP team estimates are |
based on previously stated program milestones and sensor operation |
schedules. In contrast with current LACIE operations, it was assumed
that none of the RAP ASVT computations would be done by GDSD. ]

The listings below show a growth of 25% computational processing
requirements between FY77 and FY78. This is the result of Landsat C
becoming operational with its one thermal band of additional data.
The computational processing requirement increase of two and one half
times between FY78 and FY79 is caused by an estimated increase in the
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number of sites needed to complete the second part of RAP ASVT.
Introduction of Landsat D data with its much increased resolution

and additional reflective band data will further increase computational
processing requirements by almost 7 times between FYB0 and FY81.

COMPUTATIONAL SYSTEM FY77 FY78 FY79-FY80 FY81-FY82
EOD Support Processing 1.0 1.25 3.1 20.8

Facility (hr/week)
IDSD Building 12 Pacility

Exec 2 (hr/week) 0.4 0.5 1.2 8.4
Exec 8 (hr/week) 1.0 1.25 3.1 20.8
Exec 8 demand (hr/wk) 0.9 1.1 2.8 18.8
Purdue LARS (hr/week) 1.0 1.25 3.1 20.8

4.4.4 INTERACTIVE IMAGERY DISPLAY

The RAP is a candidate project which might use the PMIS/DAS system

to satisfy its interactive image display requirements. Because of

the many unknown factors involved in substituting the PMIS/DAS for

the 1-100, it was decided to make the RAP interactive image display
workload forecast in terms of the known ERIPS and I-100 type terminals
only.

The RAP usage requirement times listed below includes applications
and system development, and production. The LRP team assured the
same loading effect as described in paragraph 4.4.3 except that
Landsat D data would not cause an increase in image system usage.
ERIPS is given in dual terminal usage time in hours per week and
the I-100 in single terminal usage time in hours per week.

IMAGE SYSTEM FY77 FY78 FY79=-FY8_
ERIPS Building 30 Pacility (hr/week) 1 1.25 3.1
EOD Image Processing Facility (hr/weck) 4 5 12.5
4-36
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4.4.5 PHOTOGRAMMETRIC/CARTOGRAPHIC

The following lists the types and number of mapping science products
required to support RAP through FY82. It is assumed that the use of
Landsat C and Landsat D data will have minimal effect on the number
of mapping science products required by RAP. The increased number
of sites needed for the second part of RAP ASVT, however, will cause
an increase of two and one half times the number of prcducts between
FY78 and FY79.

: PRODUCTS _ FY77 FY78 FY79 FY80-FY¥82
8ite Location/Relocation 140 35 245 88
ITS Update - Ground Truth (Sites) 5 1 19 3
Photomosaics 14 4 25 o
Area Measurements (Sites) 23 6 41 15
Boundary Detection (Overlays) 47 12 | 82 30
orthophotos 11 3 20 7
Change Detection (Overlays) 14 4 25 9
Digital Imagery Registration 7 2 13 5

(Landsat images)
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4.4.6 PIELD usasuanunuws | ,
ﬁ_'consultatiou with RAP personnel indicata that a selection of 5.
- major site locations for- study are a reasonable estimate for

- FY77 and FY78, During the FY79 through PYS2 time frame due .to
incmeased afforts, qn estﬁmata of 10 sites were forecast.

© . 'The dature of the,nhr programs and their objectives are such that
on the average, one mission will be required for each intensive
test site once a year. Data collected from these sites are a prime
source of reliable reference information needed to satisfy RAP

-~ program objectives. Ground truth data obtained for RAP may differ
significantly from that collected for LACIE type programs. This .
would imply'that5 although aJmission would still collect data for
more than one program, new disciplines and perhaps different equip-
ment may be a requirement.

It is expected, that one of the state universities will provide a
major portion of the on-site field measurements data acquisition
support effort. This will provide blind site evaluation data with
independent objectivity as well as economical labor costs. Pre and
post field measurement mission instrument test and célibration, and
data quality evaluation and validation will be performed by JSC
personnel. '

4.4.7 FILM GENERATION AND FILM PROCESSING

The amounts of film generation support services (in hours per week)
and film processing support services (in rolls per week) needed by
RAP was estimated on a basis similar to LACIE. Increased sensor
resolution resulting from Landsat D will correspondingly increase
support services required during the FY81-82 time frame. The
following estimates were forecast:

FY77-FY78 FY79-FY80 FY81-FY82

Film Generation 0.2 hr/week 0.8 hr/week 6.4 hr/week

Film Processing
Black and White 0.1 rolls/wk 0.2 rolls/wk 1.5 rolls/wk
Color - 0.1 rolls/wk 0.4 rolls,wk
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4.4.8 NON-ELECTRONIC DATA STORAGE/MANAGEMENT

It is assumed that the non-electronic data storage/management
support services required by RAP during the ASVT phase will be

proportionate to the LACIE requirements relative to the number of

scene acquisitions. The following includes both site and non-site

support requirements in terms of packet equivaients.

FY77-FY78 FY79-FY82

182 455
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| 4.5 GLOBAL FOOD AND FIEER PROGRAM (GFFP)
"4.5.1 OVERVIEW
 Ths arpose of the Global Food and Fiber Program (GFFP) is to
" monitor from space the earth's changing potential to produce food,

fiber, and water; and to aid mankind in more fully utilizing this
production capability in(heeting world wide demand for thesé resources.
In fulfilling this objective, the GFFP will respond to the needs of
the USDA, DCI, DOS, USACOE, appropriate state agencies, international
organizations and private companies by defining, developing, and
implementing observations program systems required to maintain world
wide inventories. Special emphasis will be placed on world crops,
national forest and grasslands. After successful transfer of the
LACIE wheat assessment technology into the USDA, LACIE techniques
will be extended to other major food and fiber crops as well as

water resources. This collective program will constitute the GFFP.

Current plans show the GFFP being initiated in the first quarter
FY79. At that time the Forestry Applications Program (FAP), the

Food Multicrop Project (FMP), the Wild Land Vegetation and Recreation
Resources Inventory (WVRI), Radar Agriculture Project (Radar Ag),

and Water Shed Flood Control (WSFC) will comprise the Global Food

and Fiber Program (GFFP). The GFFP is scheduled to run through the
end of FY82. Since the FAP/FRRAS portion of GFFP was covered under
the FAP section of this document, and the WVRI, Radar Ag and WSFC

- is covered under the Miscellaneous EOD Support Programs of this

document, only the FMP will be discussed herein.

4.5.2 DATA

4.5.2.1 Sites, Acquisitions, ITSs, and Blind Sites

4.5.2.1.1 Baseline Resources Utilization

The FMP forecast was based on the LACIE program development experience.
Multicrop technigues and technology will be developed using Landsat C
and D type data.
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4.5.2.1.2 Porecast Resource Utilization

The LRP Team assumed that 4 crops would be analyzed during the
agricultural multicrop portion of GFFP. On the surface it would
appear that analysis data for all four crops could be obtained

during the same acquisition. To some degree this common data
acquisition is possible, however, two circumstances prevent this

from happening in all cases. First, crops have biophases which occur
at different times during the year. Second, different crops are
grown in different geographical regions. Because of these factors,
the LRP team assumed that four crops would require the same number

of acquisitions, ITSs, and blind sites during the initial phase of
FMP (FY79&FY80) as were required for LACIE Phase III. It also
assumed that the number of equivalent LACIE acquisitions would
increase to two and one half times this many during the advanced phases
of FMP (FY81 and FY82). These values are listed below:

FY79-FY80 FY81-FY82
Sites 3,047 7,618
Acquisitions 16,900 42,250
ITS 30 75
Blindsites 250 : 625

These values tend to agree with earlier ERDSS estimates of 1,350
acquisitions per month during early years of the program but are
significantly less than that predicted by ERDSS (7,000 acquisitions
per month) in the fully operational years of FMP.

4.5.2.2 Bytes (8 Bit) Storage

Acquisitions taken in FY79 and FY80 will be¢ 5 band Landsat C data
with 80 meter resolution. Acquisitions made in FY81 and FY82 will
be six band Landsat D data which has 30 meter resolution. Fased
on the number of acquisitions projected above, the byte storage
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4.5.3 COMPUTATIONAL PROCESSING

For the advanced phases of FMP, computational processing support
services may not be supplied by the same facilities currently
providing these resources. For ease of understanding, however, the
LRP team forecast future requirements for this category in terms of
todays facilities. On this basis, FMP support service requirements
will be defined in terms of EOD, GDSD, IDSD, and Purdue.

4.5.3.1 Baseline Resource Utilization

Because of the similarity of experience factor which exists between
LACIE Phase II ASVT activities and the early agricultural multicrop
activities (FY79-FY80), their support service requirements are
assumed to be equal, regardless of number of acquisitions. The

program experience factors which exist for LACIE Phase III more nearly
represent those expected during the latter part (FY81-FY82) of the
FMP. During this time frame the support service requirements are
assumed to be proportional to LACIE Plrase III according to equivalent
LACIE acquisitions.

4.5.3.2 Forecast Resources Utilization

JERT B

The following agricultural multicrop computational processing support
requirement estimates are given in average hours per week.

COMPUTATIONAL SYSTEM FY79-FY80 FY81-FY82
EOD Support Processing Facility (hr/wk) 71 188
GDSD Building 30 Facility (hr/wk) 22 75
IDSD Building 12 Facility
Exec 2 (hr/wk) 7.9 19.8
Exec 8 (hr/wk) 7.0 17.5
Exec 8 (hr/wk) 2.3 5.8
Purdue/LARS (hr/wk) 4.6 11.5
4-43
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4.5.4 INTERACTIVE IMAGERY DISPLAY

AR R =

The usage times identified in the followi'y paragraphs include
applications and systems development, and production. The ERIPS
is given in dual terminal usage time and the I-100 in single
terminal usage time.

S TSR

e

Rl o

4.5. «.1 Baseline Resource Utilization

SR

i The man-machine interactive element of image display does not allow
: these support services to be estimated linearly based on past usage
as does computer processing. Instead this category of support
services will be estimated on projected user involvement for each
acquisition.
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4.5.4.2 Forecast Resource Utilization

4.5.4.2.1 Early Agricultural Multicrop Activities (FY79-FY80)

Based on current trends evidenced by LACIE Phase III, about half

of the image display workload for early agricultural multicrop
activities will be done on ERIPS and the other half of the I-100.

Of the 16,900 acquisitions estimated for early multicrop activities,
20% will be training and 80% ordinary. Five percent of the training
and twenty-five percent of the ordinary acquisitions will require
interactive imagery review.

Using projected LACIE Phase III usage times, terminal sessions are
estimated to take about one hour per acquisition. It is assumed
that the additional band of Landsat C data (five band) will have no
impact on image analysis terminal time.

4.5.4.2.2 Later Agricultural Multicrop Activities (FYB81-FY§2)

These workloads will be split half on the ERIPS and half on the I-100.
The percentage of training and ordinary acquisitions will remain at
20/80. Two additional assumptions were made in order to complete
this estimate: 1) Procedure and skill increase would reduce the
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" number of acquisitions needed for interactive work to ten pereéh¥

of the ordinary acquisitions from the earlier 25 percent, and 2)
Increased resolution and number of bands from Landsat D will be
offset by newly developed analysis techniques and/or reduced amount
of data analyzed.

4.5.4.2.3 Resulting Forecast

The following Interactive Imagery Display support requirement
estimates are given in average hours per week (adjusted for dual
console in the case of ERIPS).

IMAGE SYSTEM FY79-FY80 FYS1-FY82
ERIPS Building 30 Facility (hr/week) 17.1 18.3

EOD Image Processing Facility (hr/week) 34.1 36.5

4.5.5 PHOTOGRAMMETRIC/CARTOGRAPHIC

4.5.5.1 Baseline Resource Utilization

Each mapping sciences product needed for FMP is based on sites,

acquisitions, intensive test sites, blind sites, and products needed

to satisfy a support requirement similar to that in LACIE.

4.5.5.2 Forecast Resource Utilization

The following quantities for each type product identified was
estimated, based on similar requirements of LACIE. Two basic
groupings of agricultural multicrop support efforts were defined:

1) early activities (FY79-FY80) and 2) later activities (FY81-FY82).

PRODUCTS FY79 FY80 . FY81 FY82
® Sample/Segment Location/ 2285 762 4333 1950
Relocation (Segment)
e ITS Update - Ground Truth 23 7 52 19
(Sites)
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¢ Photomosaics 305 76 433 191
® Area Measurements (Sites) 188 62 437 156
® Boundary Detection (Overlays) 1018 254 1444 635
® Partitioning (Overlays) 3047 762 4333 1905
® Digital Imagery Registration 153 38 217 926

(Landsat Images)

4.5.6 FIELD MEASUREMENTS

4.5.6.1 Baseline Resource Utilization

Field Measurements support requirements were¢ estimated on the basis
of LACIE FY76 usages.

4.5.6.2 Forecast Resource Utilization

As the early agricultural multicrop program develops and matures,
the general types and amounts of data collected at each site will
not change significantly from those collected for LACIE Phase III.
However, the number of RT&E truck missions does increase to 27 due
to the wide geographical coverage needed. The number of helicopter
missions also increases to 34 for the same reason.

The following is the listing of the number of Field Measurement
missiong projected co the end of FY82.

MISSIONS FY79 FY80 FY81 FYB82
Truck 23 27 27 23
Helicopter 28 34 34 28

4.5.7 FILM GENERATION

4.5.7.1 Baseline Resource Utilization

It is assumed that the number of types of film products will he the
same as is currently being forecast for LACIE Phase III. The adcded
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resolution attained by the Landsat D reflective sensors will not

- affect the amount of £ilm generated. However, each additional band

(channel) added to the four bands presently acquired by Landsat 2
will produce another product 4 (black-and-white) image. Each
additional product 4 increases film generation time by 0.33 minutes
per acguisition.

4.5.7.2 Forecast Resource Utilization

The results of this estimate are shown in the following listing.
Required time is given in average number of hours per week.

FY79-FY80 FY8l1-FY82
36.6 hr 109.8 hr

4.5.8 PILM PROCESSING

Film processing requirements for color, and black and white film
transparencies were estimated using the same acquisition numbers
identified by paragraph 4.5.7.2. The weekly average number of rolls
of film required for processing are:

EQCD USERS §¥79-FY80 g!Bl-PYSZ
e Black and White 10.3 29.5
® Color 3.0 7.4

4.5.9 NON-ELECTRONIC DATA STORAGE/MANAGEMENT

As forecast for all previous programs the non-electronic data
storage/management support service requirements are a function of
packet equivalents. Agricultural multicrop packet equivalents are
equal to the number of forecast sites plus 30% for non-operational
support. This amounts to 3,960 packet equivalents for FY79 and FY80
and 9,900 packet equivalents for FY81 and FY82.
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4.6 JOINT SOIL MOISTURE EXPERIMENT (JSME)

4.6.1 OVERVIEW \

The Joint Soil Moisture Experiment (JSME) is a combination of

several smaller tasks designed to measure the moisture content

of various soil types under varying earth surface conditione. JSME
will use ground truth, aircraft, seasat, and shuttle microwave sensor
data to develop soil moisture technology for agriculture applications.
The major emphasis of the JSME experiment is to provide needed
ancillary data to all plant growth/yield earth resources study and
applications programs. Technology developed and proven by this
experiment will be transferred to the user agencies along with cach
prime program application.

e a

v

JSME exploratory studies have been conducted by EOD since July 1974.
LACIE applications for JSME support have been identified and are
currently in development. Until Seasat is launched and operating
in May of 1978, JSME will rely on ground truth data :taken by the o
field measurement teams and aircraft data gathered by the aircraft
program. A large volume of JSME data will be provided by Shuttle
microwave instrumentation in the early 1980°'s.
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4.6.2 DATA

4.6.2.1 Sites, Acquisitions, ITSs and Biind Sites

4.6.2.1.1 Baseline Resource Utilization §

During FY76, three sites were seclected for JSME ground truth and
aircraft data to be taken. A total of six truck missions were
accomplished at these sitces. During each of these missions, sensor :
data and soil samples were acquired and processed. Aircraft Jdata lé
were taken over only two of the sites during three of these missions.




4.6.2.1.2 Porecast Resource Utilization

During FY77 it is estimated that approximately 12 truck and aircraft
acquisitions will be made. Much of this data will be used to develop
ancillary support of LACIE. Projections for FY78, 79, 80 and first
half of FY8l indicate that JSME data will be acquired twice per year
at approximately 250 equivalent LACIE or GPPP blind sites and an
estimated 75 intensive test sites. Preliminary sShuttle flight plans
show multi-pass JSME data will be acquired at 470 selected sites in
support of several earth resource inventory assessment programs.
Total JSME equivalent LACIE acquisitions are estimated to be no less
than two passes per site or 940 per year.

4.6.2.2 Bytes (8 Bit) Storage

4.6.2.2.1 Porecast Resource Utilization

Based on the minimal volume of truck and aircraft data acquired

during the PY77 through mid FY78 time frame, storage regquirements
will approach 1.2 X 106 bytes. Seasat will be added as a cata source
starting mid PY78. Its poor resolution and limited spectral bands
will constitute an increase of only 50% in data storage requirements
through FY82. This brings the mid PY78 to mid FY91 (Pre-Shuttle
operations) storage requirements to 1.8 X 106 bytes per year. During
the shuttle program, JSME data volumes grow dramatically. The Shuttle
thematic mapper will produce 1.5 X 108 bytes of data per year.

4.6.3 COMPUTATIONAL PROCESSING
4.6.3.1 Overview

JSME computational processing support requirements are divided into
three differing program support activities: 1) FY77 to mid FY78,
support of LACIE, 2) mid PY78 through mid FY8l, esupport of LACIE
transition prior to shuttle and 3, mid PY81 through FY82, support of
GFFP, using shuttle data. The required support services will be
provided by EOD and IDSD.
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4.6.3.2 Current (Baseline) Resource Utilization

In PY76 the EOD JSME data analysts did not employ the PDP 11/45
systems. They did, however, avail themselves of IDSD 1100 scries
systems processing support, averaging:

Exec 2 0.3 hours/week
Exec 8 0.1 hours/week
Exec 8 demand 0.1 hours/week

4.6.3.3 Forecast Resource Utilization
4.6.3.3.1 LACIE Support (FY?77 to mid FY78)

JSME data analysts have estimated the average weekly LACIE support
level requirements to be as follows:

EOD Support Processing Facility 0.5 hours
IDSD Building 12 PFacility

Exec 2 0.5

Exec 8 0.3

Exec 8 demand 0.2

After further discussions with JSME analysts and LACIE personnel,
the LRP team felt these estimates were too conservative relative
to program objectives and schedules. Recent NASA project changcs
tends to substantis’.e these concerns. LRP team average weekly
support recquirem. .ts estimates are:

EOD Support Processing Facility 2.0 hr
INDSD Building 12 Facility
Exec 2 1.2 hr
Bxec 8 1.0 hr
Excc 8 demand 0.8 hr

4.6.3.3.2 Pre-Shuttle Support (Mid FY78 through Mid FY&1)

As the JSME develops useful ancillary data for LACIE, the multi-

program pre-shuttle support requirements will increase significantiy.
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Conservatively, the demand f£.r JSME processing support is estimated
at double the FY77 level. This increased demand is the result of
participating in soil moisture content algorithms for approximately
250 blind sites and 75 ITS's. Estimates are:

EOD Support Processing Facility 4.0 hours/week

~ IDSD Building 12 Facility

Exec 2 2.4 hours/week
Exec 8 2.0 hours/week
Exec 8 demand 1.6 hours/week

4.6.3.3.3 Shuttle Support (Mid FY81-FY82)

With the substantial increases of microwave sensor soil moisture

data from shuttle, a requirement for data filtering prior to analysis
and/or processing should be assumed. With some selective filtering
of this data combined with increased personnel experience and upgraded
computational system capability, computational processing support can
be expected to increase, conservatively, by 100%. These values are:

EOD Support Processing Facility 8.0 hours/week
IDSD Building 12 Facility
Exec 2 4.8 hours/week
Exec 8 4.0 hours/week
Exec 8 demand 3.2 hours/week

4.6.3.3.4 Other Support Workload

In addition to processing data, there are status and tracking support
requirements. These are a part of and included in the individual
programs being supported by JSME and not in JSME itself.

4.6.4 INTERACTIVE IMAGERY DISPLAY

4,6.4.1 Baseline Resource Utilization

No ERIPS or I-100 support was used or needed during FY76. All
interactive image displays were done on the PMIS/DAS in Building 17.
Estimates given in the following paragraphs consider the amount of
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JSME support supplied by the PMIS DAS and the growth in JSME data
activity identified in the preceeding paragraphs. It,is‘assumed“

that the processing currently done on the PMIS DAS will be doﬁe*on 

~an I-100 type system after mid FY78. The ERIPS system would then be
-~ employed as a quick look facility to reduce site selection and.

registration with all other imagery display functions being performed
on 'l:he'I-].OO. .

4.6.4.2 Forecast Resource Utilization

, The following JSME interactive imagery display support requirement

estimates are given in average hours per week (adjusted for dual
consoles in the case of ERIPS).

4.6.4.2.1 Pre-Shuttle Support (Mid FY78 through Mid FY¥§1)

Employing the ERIPS terminal as a quick look facility, assume site
selection takes one half hour per acquisition. To work 250 blind

sites and 75 ITS's will require 1.6 hours per week of ERIPS time,
(Two terminals).

The I-100 would then be used extensively to perform the evaluation
of ancillary data inputs to the multi-programs as seasonal soil
moisture content estimates. Assuming terminal analysis evaluation
time is 2 hours per site for the 325 sites, the I-100 would be used
12.5 hours per week. ‘

4.6.4.2.2 Shuttle Support (Mid FY81-FY82)

The same rationale for growth rate is used here as was used in the
computational processing section. Shuttle multi-program suppori is
estimated to increase by 100%8. It therefore follows that ERIPS
usage time would be 3.2 hours per week and the I-100 terminal usage
time would be 25,0 hours/week.
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'4.6.5 PHOTOGRAMMETRIC/CARTOGRAPHIC

"4.6.5.1 Overview

In addition to the current types of mapping science products, several
new types of products will be required by JSME. The following quantity
and types of products are generated by the JSME program in support of

}other Earth resources programs. These mapping sciences products are

in addition to the products developed by other projects or programs.

The types and quantities of products were identified and estimated

by analysis of JSME user requirements and current similar LACIE

product requirements. This analysis was extended and applied to include
other JSME supported projects.

4.6.5.2 Types of Mapping Sciences Products

The new or modified JSME products which will be required include:
® Photomosaics

® Area Measurements (siics)

® Boundary Detection

e Orthophotos

® Digital Imagery Registration

® Soil Moisture Content Map

® Percent Soil Moisture Contour Line Map

® Soil Moisture Depth Profiles

4.6.5.3 Quantities and Projects Using the Products

JSME will be supporting LACIE Phase III, LACIE X, F2., RAP and FMP.
The quantity of JSME mapping sciences products required to support
these programs is proportional to the number of Sites, ITSs and Blind
Sites used by the programs. It was assumed that five percent of the
data will require JSME ancillary prcducts as follows:
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PRODUCTS
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"FY?7  FY78 FY79  FYS80  FYSl  FY82
Photomosaics ‘11 16 17 24 - 32 15
Boundary Detection = 37 52 57 79 106 49
(Overlays) )
: Orthophotos 9 12 14 19 25 12
¥
| Digital Imagery 5 8 8 12 16 7
§ Registration (Landsat
; Images)
| Soil Moisture 111 156 172 238 318 147
% Content '
| Percent Soil 11 16 17 24 32 15
; Moisture Contour
g Maps
Soil Moisture Depth 8 12 15 12 29 10

Profiles

% 4.6.6 FIELD MEASUREMENTS

Just as was done for photogrammetric/car
field measurement requirement estimates
supporting programs. Best estimates ind
University and the University of Kansas
will each make 6 JSME missions per year

period in support of the various earth r

4.6.7 FILM GENERATION AND FILM PROCESSI

JSME does not use the Landsat data, howe
type and quantity of photo imagery requi
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systems verification and test program.
number of hours per week required for fi
the average number of film rolls per wee
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tographic support, combined
are made for all JSME

icate that the Texas A&M
ground truth truck teams
during the FY77 through FY82
esources programs.

NG

ver, it is assumed that the
red to support the EOD

programs will be 5% of the amount required to support the correspondinag i

Below is shown the average
lm generation by the PFC and
k required to be processed.
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FY77
FY78
FY79
FY80
FY81

FYS82

FILM FILM
GENERATION BLACK & WHITE
1.0 hours 8.3 rolls

1.8 hours 0.6 rolls

3.3 hours 1.0 rolls

3.3 hours 0.9 rolls

7.1 hours 1.9 rolls

6.6 hours 1.7 rolls

4.6.,8 NON-ELECTRONIC DATA STORAGE/MANAGEMENT

The JSME non-—-electronic data storage/management support service
requirements are assumed to be proportionate to the LACIE requirements.
The proportionality is directly related to the number equivalent LACIE
sites. Both site and non-site support requirements are included in

the following chart.

The workload values are given in packet

equivalents.
FY77 FY78-Mid FY81 Mid FY81-FY82
8 421 611
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4.7 MISCELLANEOUS EOD SUPPORT PROGRAMS

4.7.1 OVERVIEW

This subsection is provided for all other programs and projects
considered as candidates for EOD support services and about which
little definition exists. It includes:

= Wild Land Vegetation and Recreation Resources Inventory (WVRI)
- Radar Agriculture Project (Radar Ag)
- SEASAT Project (SEASAT)

- Applications Explorer Mission (AEM)

- Multi-Sensor Correlation and Application

- Water Shed Flood Control

- Tropical Area Monitor
- Land Area Subsidence
- Special Project Support

- General Project Support

Some of these projects may develop into very large programs; others
may be worked as a small project or integrated into an existing

project or eliminated altogether.

4.7.2 TATA

Because of the unidentified sources and unknown quantities of data

to be generated by each of these projects, it is unreasonable to
forecast project data volumes individually. A forecast for the

entire group, based upon historical development records of similar
types of projects and the levels of support services utilized, would
more closely approximate those which will be experienced in the future.
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The sum workload contributed by these Miscellaneous EOD Support

 programs is considerably less than LACIE - Phase III, LACIE Transition

or GFFP, however, it is significant enough to warrant inclusion. This
workload together with the preceding workloads gives a total EOD
workload forecast with which to plan and develop future support

services.

4.7.2.1 Sites, Acquisitions, ITSs, and Blind Sites

Acquisitions for this group of programs would have little or no

value unless placed in proper perspective. The current and projected
values for the number of acquisitions are not necessarily real but
they do represent a proportionally real amount of support services
required to complete projected tasks. Estimates of the number of .
equivalent sites, acquisitions, intensive test sites and blind sites
are as follows with the FY76 base given:

EQUIVALENT FY76 FY77 FY78 - FY79 FY80 F¥81 and 82
Sites 5 17 29 75 160 270
Acquisitions 28 100 175 450 950 1,600
ITS - 1 1 2 3 5
Blind Sites - 2 3 8 16 27

4.7.2.2 Bytes (8 Bit) Storage

In deriving the storage estimate using the estimated number of
acquisitions previously given, the following assumptions were made:

® The forecast acquisitions will be taken with Landsat 2-C-D, AEM,
Seasat and Shuttle senscors during their corresponding schedule«l
operational periods.

® Each acquisition will contain the same number of pixels as the
standard equivalent LAC1E acquisition.

® Storage volume for aircraft data is trivial by comparison.
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Thetsﬂots. bassd upon ths acquisition estimstas. data storsgs
fsquirsmsnts, in megsbytss. are:

mv Y79 CE¥B0 - FYS1-FY82
10.4 21 z sz 8 110, 1 498.0

" 4. 3 COMPUTATIONAL PROCESSING

"Computational processing for this group will require only EOD and
IDSD type support services.

4.7.3.1 Baseline Resources Utilization

Experience has shown that the growth of computer processing require- :
ments for programs such as those included here increases somewhat '
less than linearily with increases in the number of acquisitions
analyzed. Personnel and machine technique and technology continue
to improve. Improvement should be such that the ratio of support
requirements of these projects would be proportioned to the square
root of the ratio of the number of acquisitions for each project
relative to current LACIE usages.

A0 e P O, Y  osres TN e

4.7.3.2 Porecast Resource Utilization

Since no PDP 11/45 .,data was available for FY76, FY77 was selected
as the reference year. IDSD usage numbers for FY76 do exist and
were adjusted to the reference year, FY77. EOD analyst estimates,
where available, are included. Results of these projections in

hours per week foliow: Axﬁggsr LRP TEAM

COMPUTATIONAL SYSTEM FY77 FY77 FY/8 FY79 FY80 FY81-FY82

EOD Support Processing 13.0 13.0  17.2 27.6 40.1 52.0

Facility (hours/week)

IDSD Building 12 Facility ,
Exec 8 (hours/week) 2.5 2.0 2.6 4.2 6.2 .0
Exec 8 demand (hr/week) 0 1.8 2.4 3.8 5.5 o2
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4.7.4 INTERACTIVE IMAGERY DISPLAY

The same rationale as used in estimating computational processing

support service requirements was used to develop estimates of imagery
"support services. The usage times include applications and systems

development, and production. ERIPS is given in dual terminal usage
time in hours per week and the I-100 in single terminal usage time
in hours per week.

EOD ANALYSTS LRP TEAM
IMAGE SYSTEM FY77 FY78 FY77 FY78 FY79 FY80 FY81-FY82
ERIPS Building 0 0.3 0.5 0.7 1.1 1.5 2.0
30 Facility
EOD Image 52.0 50.5 20.0 26.5 42.0 6l.6 80.0C
Processing
Facility

The EOD image processor terminal user predictions, i.e., 52.0 and
50.5 hours per week during FY77 and FY78, respectively, is considered
unrealistic. Other higher priority users as LACIE - Phase III most
certainly will preempt this resource.

ERIPS will be used only to cluster and classify data from the large

IBM 360/75 data base and configure it for work on the I-100. The I-100
terminal will be used extensively for image analysis rather than the
ERIPS terminal due to the convenience of its location and the case
with which users can make real time usage scheduling trades.

4.7.5 PHOTOGRAMMETRIC/CARTOGRAPHIC

Estimates of types and quantities of mapping science products are
based on LACIE, FAP, and RAP workloads proportioned according to the
relative number of sites and acquisitions for the comparative programs.
It is estimated that one ground truth test site will be selected for
every 100 acquisitions.

4-59

/¥




AT TR T T TS

PRODUCTS | - E¥17 . FY18  PFY79  FY80  FYS1-F¥82

8ite Loeagion/kelqcatio& 17 29 75 160 270

' ITS Update - Ground Truth 1 1 2 3 5
(Sites) ‘

Photomosaics ." | 2 3 8 16 27
Area Measurements (Sites) | 2 3 8 16 27
Boundary Detection (Overlays) 6 10 25 53 920
Partitioning (Overlays) 17 29 75 160 270
Oxrthophotos 1l 2 6 13 22
Change Detection (Overlays) 2 3 8 l6 27
Digital Imagery Registration 1 2 4 8 14

(Landsat Images)

4.7 . 6 FIELD MEASUREMENTS

The number of field measurement missions forecast is based on the
estimated number of ground truth test sites identified in paragraph
4.7.5. These sites will be clustered such that each helicopter
mission will include up to 3 sites and each truck mission will include
up to 4 sites. The results of these estimates follow:

FY77 FY78 FY79 FY80 FY81-FY82
Truck 1 1 1 3 4
Helicopter 1 1 2 3 6

4.7.7 FILM GENERATION AND FILM PROCESSING

Hours of film generation time and rolls of film processing support
were estimated using the same relationship identified in LACIE.

The resulting weekly average projections are given in the following
list:

4-60

Sl aa e e e s iy d




- FY77 FY18 FY79  FY80-Mid FY81 MidFY8l-:y82

Film Generation 0.2 0.3 0.8 1.6 3.0
(hours/waek)

Film Processing:

(rolls/week)
Black & White 0.1 0.1 0.3 0.6 1.1
Color - - 0.1 0.2 0.3

4.7.8 ON-ELECTRONIC DATA STORAGE/MANAGEMENT

The number of packet equivalents necessary to support these progran
requirements is estimated by the number of equivalent sites.

The estimate is based on ratios existant within the currently
running programs. The following list shows the resultant number of
packets per year.

FY77 FY78 FY79 FY80 FY81-FY82
ﬁ__—“
22 38 96 208 351
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SUPPORT SERVICE REQUIREMENTS FORECAST
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. AemIXAL
N VOLUME OF DATA ACTIVITY
 SITES, ACQUISITIONS, INTENSIVE TEBST SITES AND BLIND SITES (PER YZAR)

LACIB: Source - LACIE Results Meeting Handout 1/26/77

#I - (92 sites, 2299 acquisitions, 6 ITS
PII - 1683 sites, 9300 acquisitions, 30 ITS, 170 blind sites
g5 - 3047 sites, 16,900 acquisitions, 30 IT8, 250 blind sitee”

LACIE X Y77
‘ LACIB §III =
SITES REPERENCE PY78 FY79 PYS80 FY81
o USGP 600 600 600 600 -
e ITS 34 . 34 34 34 -
164 164 164 164 -
® USSR 1949 - - - -
e US - - - - 1000
e India 100 626 626 - -
e Argentina - 165 165 - . -
® Canada 105 108 - - -
® China 100 810 810 - -
® Australia S - - 257 257 -
® Bragil - - 47 47 -
@ Exploratory - - - 100 -
Total 3047 2504 2703 1202 lo00
Acquisitions per '
site X6 X6 X6 N6
Acquisitions 15,024 16,218 7,212 6,000

Assume proportional number of ITS and blind sites as LACIE.

ITS 27 29 13 11
Blind Sites 223 240 108 920
Al-1
108
mammman
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PAP
Nunber of areas = Total Survey = 125 X 10° Acres , 125 Areas
Area Sigze 10" Acres

e FY77-FPY79
10 Areas = 10 sites

10 hreas X 2 times/year X 30 miles X 30 miles = 600 Equivalent
Equivalent LACIE Acquisition = 5 miles X 6 miles LACIFT Acquisitions

ITS = 4; Blind sites = 250 X 600
' 16,900

-9

e FY80-FY83
125 Areas = 125 sites
600 X 125 Areas
10 Areas

i

= 7500 Equivalent LACIE Acquisition

IT8 = 4 X 125 _ o Plind sites = 9 X 125
10 10

= 113

RAD

e PY76 - 140 Landsat scenes = 140 sites
140 Landsat Scene acquisitions @ 250,000 pixels each

LACIE Scene acquisition size = 117 X 196 = 22,932 pixcls

Equivalent LACIE acquisitions = 140 X 250,000 = 1526
22,932

Egquivalent ITS = §

Equivalent Blind Sites = 250 X 1526 = 23
16,900

@ FY77 - FY78 Same as FY76 = 1526 equivalent LACILE acquisitions:
5 equivalent ITS and 23 equivalent blind sites.

® FY79 - FY82 Effort increase by 2.5 times
Sites = 140 X 2.5 = 350
Equivalent LACIE acquisitions = 1526 X 2.5 = 3815
Equivalent ITS = 5 X 2.5 = 12
Equivalent blind sites = 23 X 2.5 = 8

Al=-2
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,@6&6: Assume 4 crops, with varying biophases and qeodogical 1q_;

© LACIE h III refezence o

- ® =PY79-mid FY8l (Landsat C - Early FMP)

® -mid FY81-FY82 (Landsat D-Full operational FMP)

e FY77

e FY78 - FY82

_cattons.v' .
. Barly FMp uses Lnndsat c e
rull operatiom rap uses Landsat D"

.
%
¥
:
-
3
:
i
£
¥

Sites - 3047, Acquisitions - 16,900
ITS - 30, Blind Sites - 250

Same as LACIE Phase III ; .

Sites = 3047 X 2% = 7618
Acquisitions = 16,900 X 2% = 42, 250
ITS = 30 X 2% = 75

Blind sites = 250 X 2% = 625

JSME

® FY76
Sites - 3
Acquisitions - 6

ITS - 3 - all 3 sites were ITS's
Blind Sites - uses ITSs for blind sites

Sites - Same as FY76 -3
Acquisitions = 3 sites X 2 missions X 2 data takes/mission = 12

ITS & blind sites - Same as FY76

- Sites = Support Program ITSs + blind sites

Al-3
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FY78 A . FY79 FY80 Fy8l FY82

LACIE 250 . 269 121 101

FAP 13 : 13 163 163 163
RAP 28 70 70 70 70
FMP - 280 280 491 700
Subtotal 29T 632, 037 835 933
Shuttle*  -- - e 235 470
Total 291 632 633 1060 1303

- Acquisitions = sites X 2 missions/year (2 seasons)
~ ITSs = 12/year

-~ Blind Sites - use blind sites

*Shuttle has 470 selected microwave data take sites

MISCELLANEOUS PROGRAMS

- Estimates based on discussion with SR&T and T&E personnel

relative to Paraguay historical data and future radar

agriculture, SEASAT, and multi-sensor studies.

EQUIVALENT FY76 FY7/ FY78 FY79 FY80 FYS81&FY82

Sites 5 17 29 75 160 270 1

Acquisitions 28 100 175 450 950 1600 L

ITS - 1 1 2 3 5 f;

Blind Sites - 2 3 8 16 27 E
1

Al-4
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. memoIX a2
STORAGE asou:nnunnws - 8-BIT svies .

1683 Sites X 50 fields X5 verticies X 3 coordinate ID ke
1683 X 750 = 1.3 X 10° bytes '

History. cillary, Results, Stats. and Overhead
‘Bstimate 1 X 10

Total Image £ 8.5 x 10°

® Phase IIlI:

22932 pixels X 4 bands 16,900 Acquisition = 15.5 x 10% bytes

LACIE X

22932 pixels X 5 bands X Acquisitions + 3% overhead =

| FY78 FY79 FY80 FY8l
Acquisitions 14,994 16,218 7,212 6,006
Bytes. 1.77 x 10°  2.03 x 10°  .851 x 10° .708 x 10°
FaP

FY77 | FY78-FY79 FY80-81 FY82-83
Data Source Landsat 1 Landsat C Landsat C Landsat D
Bands 4 5 5 6
Resolution 1.0 1.0 1.0 6.7
Multiplier
Acquisition 1.0 1.0 12.5
Multiplier

A2-1
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o FY77: 0.275 X 10° Bytes

e FY76: ‘10 Areas X 30 miles X 30 miles X 22932 X 4 bands + 3% overhcad

T 5 miles X 6 miles
= 0.275 % 10® bytes . -

e FY78-79: 0.275 bytes X 5 bands = 0.344 x 10°

4 bands -

'bytes

8 X 125 areas = 4.3 X ;08 bytes

e FY80-8l: 0.344 X 10
’ 10 areas ~

e F¥82-83: 9.0 X 10° X 6.7 resolution multiplier = 28.8 X 10° bytes

RAP

FY?77 FY78-FY81 FY82
Data Source B Landsat 2 Landsat C Landsat D
Bands 4 5 6
Resolution Multiplier l.0 1.0 6.7
Effort Multiplier 1.0  1.0/2.5 2.5

® FY76 - 140 Landsat Scenes X (500 X 500 pixels) X 4 Bands + 3%
overhead =

1.4 x 10° Bytes

® FY77 - Same as FY76 - 1.4 X 10° Bytes

e FY78 1.4 X 10% X 5.Bands = 1.75 x 10% Bytes

4 Bands

8 8

e FY79-FY80 - 1.75 X 10" X 2.5 effort multiplier = 4.4 X 10" Bytes

o FYB1-FY82 - 4.4 X 10° X 6 Bands X 6.7 resolution multipler =

5 Bands

35.4 X 108 Bytes

Ga I G )
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- BMP

‘ ;j g FY79-PYSO S
;;Tr_;~ 16,900 Acq X5 bands X 117 X 196 + 38 overhead = 19 4 X 10 bytas R

e Fvsi-rvs2’ e LT e R
42,250 X 6 bands X (29 meteregz X 117 X 196 + 38 overhead = . - .
. (30 meters) SRR B s )

203 % 10% bytes
JSME

e FY?7 (Aircraft Only)
1
576,000 pixels/mission X 2 missions = 1.15 X 10° bytes

LA

® FY78-mid FYS81 (Alrcraft*Seasat) . _
1.15 x 10% + 0.6 x 105 pixels = 1.75 x 10° bytes

TR

e Mid FY81-FY82 (Shuttle)
Thematic mapper:
940 Acquisitions X 22932 pixels/Acq. X 7 bands + 3% overhead =
1.51 x 108 Bytes

DA R DAL At o S Sl i A

R M

MISCELLANEOUS PROGRAMS

;

® FY76 and 77
? Landsat 2: 117 X 196 X 4 bands X 100 acq. = 9.2 X 10° Bytes
S A.C.: 1.2 x 10° = 1.2 x 10°

Total = 10.4 x 10° Bytes

FY78-1980

Landsat C FY78: 117 X 196 X 5 X 175
FY79: 117 X 196 X 5 X 450
FY80: 117 X 196 X 5 X 950

30.0 X 10° Bytes

51.6 X 10° Bytes
108.9 X 106 Bytes

A/C: = 1.2 x 10° Bytes
A2-3
4
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o FY81l and 82 (Landsat D (2/3) and Shuttle (1/3) V
. - " Landsat D+ 117 X 196 X 6 X 1600 X 2/3 = 137.6 x 10° Bytes'f ok
Shuttle: . 1/100 SIR and Thematic Mapper = 360 X 108

, A‘ .’,},
Total = 498 X 105 BYtgs o

ra
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APPENDIX A3
COMPUTATIONAL PROCESSING REQUIREMENTS (HOURS/WEEK)

I

- BASELINE RESOURCE UTILISATION : . : o
. Weekly applications de»alopment an@ pxoductionai oomputational v
"-5hours (Bxclusive of inte:active imagery_procesaing -and operatian}

system dewlomnt;. Lo e e
| LoE ‘1_[; N
"“‘s‘. .

e EOD SUPPORT PROCBSSING (PDP 11/45)
o - LACIE

i | TF3 (BS) . 2
| TF4 (SVT) 29
ol R “cas _40
b | . Total M

e GDSD BUILDING'30 FACILITY (360/75)
- LACIE -
TF3 (ES) -
TF4 (SVT) 22
Total 22

e IDSD BUILDING 12 FACILITY (Ul1100 SERIES)

- LACIE : Conversion Constants

TF3 (ES) 11.0 1.0 Exec 2 Hr = 0.7 Exec 8 Hr

TF4 (SVT) 6.2 1.0 Exec 8 Demand Hr = 2.0 Exec 8 Hr
- JSME, TF5 (ES) 0.5 1.0 Exec 8 Hr = 0.78 IBM 360/75 Hr

- RAP, TFS (ES) 2.3

- FAP, TF5 (ES) 0.6

- Other, TF5 (ES) 2.8
Total 23.4

e Comshare
- LACIE
FYT charges per month: Storage $1,800

g
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Connect 1,100

DBEM

 FYT Rate
Processing Costs
$2200 - full charge rate
- 6900°) X% charge rate
6900
$16,000/month X 12 months = $3700/week
52 weeks/year

COMSHARE computer charges are 10.5¢/CPU sec
. $3700/week

Qué:y‘
Batch

$.105/CPU sec X 60 sec/min X 60 min/hr

1976 Baseline = 70K X 9.8 = 4.8 hr/week
' 144K ’

® Purdue/LARS
$5300/month @ $265/hr = 20 hr/month

1,200 $2,200
1, 00 F ullrate

6,900 - § rate
$12,000 X 12 months = |

$144K/year -

RS

= 9.766 hr/week

Hours usage per week = 20 X 12 = 4.6 hr/week

52

A3-2
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| )y d

" Cost/Yr ¥ $63,600

' CPU HR/MO ¥ 20

m o T TR TR TR R RN, R T

LARS (PURDUE TERMINAL)

$/CPU HR = $265 )
Average Cost/Mo ¥ $5300

Average connect time/mo % 224 Hr
Connect time/Yr ¥ 2928 Hrs

A3-4
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FORECAST RESOURCE UTILIZATION

LACIE Phase III - Based on LACIE Phase II values

® EOD Support Processing Facility (PDP 11/45)

- LRP Estimates
TF3 10 hr.
TF4 20 hr.
CAS 45 hr.

75 hr./week

- LEOD Estimates*
FY77~-TF3 and 4 21.0 hr.
CAS 40.0 hr.

Total 61.0 hr./week

}, FY78-TF3 and 4 19.6 hr.
CAS 40,0 hr.

Total 59.6 hr./weck

® GSDS Building 30 Facility (360/75)

- LRP Estimates (No TF3 usaqc)

Same as LACIE @TI maximum, i.c., 30 hr./week

- EOD Estimates*
FY77 26.8
FY78 20.0

and Project Requirements.
July 1, 1976 - July 1, 1978; Reviscd June 28,

A3-5

* EOD lLong Range Computer 7Time Estimates. Branch Requirements
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@ 1IDSD Building 12 Pacility (Ull00 Beries)
. = LRP Estimates

PY?77 and 78
- B8 Ve TOTAL
Bxec 2 7.0 0.9 7.9
Exec 8 ‘ 4 4.6 7.0
EX8D 1.6 0.7 2,3
| - EOD Estimates*
1 FY77 ES svT TOTAL
| Exec 2 11.6 2.0 13.6
: Exec 8 2.4 8.1 10.5
%\ Exec 8D 0.6 1.8 2.4
| FY78
| Exec 2 11.6 2.0 13.6
| Exec 8 2.4 3.6 6.0
Exec 8D 0.6 1.7 2.3

® COMSHARE - Based on FYT Usages and number of Acquisitions for
SVT only.

-~ LRP Estimates - EOD Support Processing Pacility (11/45)

200K « 9.8 « 13.6 hr./week X 1.65 (11/45 multiplier) = 22.4 hr/week
144K ,

@ Purdue/LARS

- LRP Estimates
4.6 hr/week

A3-6
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- EOD Estimates*
41.1 hr./week (Terminal time)

LACIE X
REF FY78 FY79 Fyso FY8l

% Acquiéitions relative

The following usage requirements are given in hours/week. ‘ i
® EOD Support Processing Pacility (PDP 11/45)

-TF3 10.0 8.9 9.6 4.3 3.6
-TF4 20.0 1708 1903 8-6 702
-s&T 22.4 2002 21.5 903 801 H
~Total 97.4 86.9  93.5  41.6  35.1 |

g ‘ e GDSD Building 30 Pacility (IBM 360/75)
: ' -All ASVT usage 30.0 26.7 28.8 12.9 10.8

e IDSD Building 12 Pacility (U100 Series)
- Exec 2 hours

ES 7.0 6.2 6.7 3.0 2.5
SVT 0.9 0.8 0.9 0.4 0.3
Total 7.9 7.0 7.6 3.4 2.8

- Exec 8 SUP hours

ES 2.4 2.1 2.3 1.0 0.9
SVT 4.6 4.1 4.4 2.0 1.6
Total 7.0 6.2 6.7 3.0 2.5 :
f P
: - Exec 8 demand SUP hours .
: ES 1.6 1.4 1.5 0.7 0.6 | |
r SVT 0.7 0.7 0.7 0.3 0.3 |

Total 2.3 2.1 2.2




88 102 1.1 - 1.1 005 0-4 |
- ST _ 3-‘ 3.0 303 1.5 1.2
Total 4.6 41 4 2.0 1.6
AR
e EOD Support Processing Pacility (PDP 11/45)
PY77=-FY79
600 X [75 + 22.4 (s&t)] = 3.5 hr./week
16,900
FYB80-FPY82
7500 X 97.4 hr/week = 43.2 hr/week
16,900 '

® GDSD Building 30 Facility (IRM 360/75)
PY77-PY79
600 X 30 hr/week = 1.1 hr/week
16,900

FYB0-FY82
7500 X 30 hr/week = 13.3 hr/week
16,900

e 1IDSD Building 12 Pacility (Ull100 Series)
PY?77-PY79
-Bxec 2 600 X 7.9 = .28 hr/week

’

Exec 8 " X 7.0 = .24 hr/week
Exec 8D v X 2.3 = ,10 hr/week
PYBO-PFY83
Exec 2 7500 X 7.9 = 3,5 hr/wee)
16,900
Exec 8 . ® X 7.0 = 3.1 hr/veek
Exec 8D v X 2.3 = 1.0 hr/week
A3-8
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Notes: FY77 - Landsat 2 -~ Same as now. -
' ' FY78 - Landsat C (5 bands in place of 4 for Landsat 2)
FY79-FY80 - 2.5 times increase in effort
FY81-FY82 - Landsat D (30 meter resolution and 6 bands)
FY76 FY77 FY78 FY79-80 FY81~82

EOD Support Proc 0 1.0 1.25 3.1 20.8
Facility (PDP 11/45) _

IDSD Building 'C
Support (U1l1l00 €aries)

Exec 2 0.4 0.4 0.5 1.25 8.4
Exec 8 1.0 1.0 1.25 3.1 20.8
Exec 8D 0.9 0.9 1.13 . 2.8 18.8
Purdue LARS 1.0 1.0 1.25 3.1 20.8

FMP (Food Multicrop Program) - Agricultural Multicrop.
- FY79-Mid FY8l1 (early phase)
FMP Support = LACIE Phase II Support

® EOD Support Processing Facility (PDP 11/45) - 71 hr/week
e GDSD (Bldg. 30) Facility (IBM 360/75) - 22 hr/week
e IDSD (Bldg. 12) Facility (Ul100 Series)

Exec 2 7.9 hr/week
Exec 8 7.0 hr/week
Exec 8D 2.3 hr/week
® Purdue 4.6 hr/week

- Mid FY81-FY82 (later phase)
FMP Support - 2.5 X LACIE Phase III Support

N TP N L T I 17V

® FEOD Support Processing Facility = 2.5 X 71 = 178 hr/week
e GDSD (Bldg. 30) Facility = 2.5 X 30 = 75 hr/week

A3-9
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e IDSD (Bldg. 12) Facility N

' Bxec 2 . = 2,5X 7.9 =19.8 hr/week

. _ Exec 8 = 2.5 X 7.0 = 17.5 hr/week
Exec 8D = 2.5 X 2.3 = 5.8 hr/week

e Purdue/LARS - = 2,5 X 4.6 = 11.5 hr/week

v JSME | )
FY77- (LACIE Support & T & E )
e EOD Support Processing Fa2ility (PDP 11/45)
EOD Estimates* ’ LRP Estimates
0.5 hr/week 2 hr/week

® GDSD (Bldg. 30) Facility (360/75)
None ) None

e IDSD (Bldg. 12) Facility (U1100 Series)

" Exec 2 0.5 hr/week 0.5 hr/week
Exec 8 0.3 hr/week‘ 0.4 hr/week
Exec 8D 0.2 hr/week 0.1 hr/week
FY78 - FY82 Ref  FY78  FY79  FY80  FY8l  FY82

% Acquisition relative

to LACIE ﬂiII (9300 Acq) 1.0 .063 .136 .136 .228 .302

® EOD Support Processing Facility (PDP 11/45)

71 4.5 9.7 9.7 16.2 21.

e IDSD (Bldg 12) Facility (Ull00 Series)

Exec 2 7.9 0.5 1.1 1.1 1.8
Exec 8 7.0 0.4 1.0 1.0 1.6
Exec 8D 2.3 0.1 0.3 0.3 0.5

* EOD Long Range Computer Time Estimates. Branch Requirements and

Project Requirements. July 1, 1976-July 1, 1978; Revised June 28,
1976

A3-10
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. MISCELLANEOUS PROGRAMS o
/7' Includes Radar Ag., Water shed flood control centers, ttopical area
“monitor, land area subsidance, multi-gsensor correlations and applieations

4”specia1 project suppo:t. general project support, etc.

dfbfjnob‘Suppqrt Processing Pacility (PDP 11/45)

LRP ESTIMATES = . EOD ESTIMATES**
1977 - 13 hr/week 13.0 hr/week

78 1.32 X 12 = 17.2
79 2.12 X 13 = 27.6
80 3.08 X 13 = 4.01
8l & 82 4 X 13 = 52.0

® GDSD (Bldg. 30) Facility (IBM 360/75)
None '

e IDSD (Bldg. 30) Facility (Ul100 Series)
1976 - Exec 2-2.8 hr/week
Baseline:

1977 - Exec 2 1.5 Iixec 2 2.8
Exec 8 2.0 Exec 8 2.5
. Exec 8D 1.8 Exec 8D

Total 5.3 hr/week

1978 - Exec 2 -1.32 X 1.5 = 2.0 hr/week
Exec 8 - 1.32 X 2.0 = 2.6 hr/week
Exec 8D - 1.32 X 1.8 = 2.4 hr/week

* Estimates based on the square root of increases in number of
acquisitions over the FY77 to FY82 time frame. (Representing

increased personnel technology and upgraded procedures).
175 = 1.32; 450 = 2.1; 950 = 3.08 and 1600 = 4.0
100 100 100 100

** EOD Long Range Computer Time Estimates. Branch Requirements and
Project Requirements. July 1, 1976 - July 1, 1978; Revised June 28,
1976.
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1979 -

1980 -

1981 &

LRP

2.1 X 1.5 = 3.2 hr/week
2.1 X 2.0 = 4.2 hr/week

2.1 X 1.8 = 3.8 hr/week

3.08 X 1.5 = 4.6 hr/week
3.08 X 2.0 = 6.2 hr/week
3.08 X 1.8 = 5.5 hr/week
1982

4X 1.5 = 6.0 h;/week
4X 2.0 = 8.0 hr/week
4X 1.8 7.2 hr/week
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APPENDIX A4 -
INTERACTIVE IMAGERY DISPLAY REQUIREMENTS (HOURS/WEEK)

BASELINE RESOURCE UTILIZATION

Weekly Interactive Imagery Display and Applications Development
~ terminal timet (exclusive of Maintenance and Operations System
Development) . ,

£xie |  Applications ‘

USER I-100 Prog, Dev. I-100 ERIPS*

LACIE TF3 (ES) ‘ .
Requested 24 10 12
Scheduled 16 10 : 12
Used 16 10 , 12

LACIE TF4 (SVT) . .
Requested 13 26 18%%
Scheduled 10 20 . 18
Used 10 20 18

FAP TF5 (ES)
Requested 14 - -
Scheduled 10 - -
Used 10 - -

RAP TF5 (ES)
Requested 4 - -
Scheduled 4 - -
Used 4 - -

Subtotal 40 30 30

Misc. (PM, SISO,
LEC DRs and Disk

Preserve)
Requested 45.5
Scheduled 42.5
Used ‘ 42.5

Total
Requested 136.5 36 30
Available 120.0 30 30
Used 112.5 30 30

* Two terminals are operated at same time.

** Two hours more used by MPAD for Ops.

+ Based on 2nd week August PDP 11/45 requests/schedule/use on I-100
and ERIPS

Ad-1
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FORECAST RESOURCE UTILIZATION

T - edbbis [l

LACIE PHASE III

e ERIPS

* EOD Long Range Computer Time Estimates. Branch Requirements and

- LRP Estimates - Based on discussions with LACIE Ops Team
TF3 (ES)
LACIE Phase II = 12 hr/week

TF4 (SVT)

Assume 10% of Acqg. will be reworked

Total Acqg. - I-100 Acq. = ERIP Acq. work

(16,900 - 5500) 10% = 1140 Acg. X 1 hr/Acq. = 11 hr/week

52 weeks/yr X 2 consoles

Total 23 hr/week
-EOD Estimates*
TF3 (ES) 15 hr/week
TF4 (SVT) 35 hr/week
Total 50 hr/week 3

I-100
- LRP Estimates - Based on discussions with LACIE Cps Team
TF3 (ES) - Assume all full frame Landsat images will be worked
' on ERIPS and all data segment images will be worked
I-loo -

!
4
H
{
!
i
!
H
1
i
4
1

- Assume workload will continue at LACIE Phase II 1level, i.e.,é

16 + 10 = 26 hr/week §
TF4 (SVT) - Based on LACIE Phase III, I-100 Usage Study
4160 Acg. X 2 hr/Acg. = 80 hr/week
52 week/yr Total 106 hr/week

Project Requirements. July 1, 1976 - July 1, 1978; Revised June 28,
1976.
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LACIE

@It o
" BASE Y78 FY79

% - 100 89 96

® ERIPS 23 . 20.5 22.0

® I-100 106 94.3 101.8

o
FAP
® PFY76

- ERIPS 1.5 hr/week

I-100 10 h:x/week

FY77 through FY79 - Same as FY76 i.e.

FY80~-FY82
ERIPS
7500 x 34
16,900

15 hr/week

I-100
7500 X 106 = 47 hr/week
16,900

-

RAP

LRP Estimate

e FY77
ERIPS 2 hr/week = 1 hr/week
2 consoles

I-100 current level - 4 hr/week

® FY78 (Landsat C - 5 bands)
ERIPS 1.25 hr/week
I-100 5 hr/week

A4-3
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e FY79-82 (Task increase by 2.5 times - Increased resolution of
Landsat D assumed to be nn effect).

= ERIPS 3.1 hr/week
- I-100 12.5 hr/week

FMP

e FY79-Mid FYS81
Assume - 50% of work on ERIPS and 50% on I-100
- 20% training and 80% ordinary segments

- 5% of training must be reworked
- 25% of ordinary must be reworked

- Reworks require 1 hour each on a terminal

16,900 20% (Training) X 5% reworked = 170 Acquisitions
16,900 X 80% (ordinary) X 25% reworked = 3380 Acquisitions
3550 Acquisitions

”

- ERIPS: 3550 Acq. X 1 hr X 50% = 17.1 hr/week
52 weeks/yr X 2 consoles

Y PP T TP It

- I-100: 3550 Acg. X 1 hr X 50% = 34.1 hr/week
52 X 1 console i

e Mid FY81-FY82
Assume - 50% or work on ERIPS and 50% on I-100
20% training and 80% ordinary segments

5% training must be reworked

10% ordinary must be reworked (Increase skill and procedures)

Reworks require 1 hour each on a terminal

42250 X 20% X 5% reworked = 420 Acquisition
42250 X 80% X 10% reworked = 3380 Acquisition
3800 Acquisition
- ERIPS: 3800 X 1 X 50% = 18.3 hr/week
52 X 2
- I-100: 3800 X 1 X 50% = 36.5 hr/week
52 X1

A4-4




e PFY76-PYTT | :
Uses PMIS/DAS
e PY78
- ERIPS 582 Acquisitions X % hours/Acquisition'

. = 2.8 hr/week
52 weeks/yr X 2 consoles :

- 1100 582 Acqg X 2 hr/Acq

= 22.4 hr/week

53 weeks/yr
e FY79 '
- ERIPS 1264 Acqg X % hr/Acq
= 6.1 hr/week
52 weeks/yr X 2 consoles
- I-100 1264 Acg X 2 hr/Acqg

= 48.6 hr/week
52 weeks/yr

e FYB80 - Same as FY79

e FY81
- ERIPS 2120 Acqg X % hr/Acq
= 9,7 hr/week
52 weeks/yr X 2 consoles
- I-100 2120 Acg X 2 hr/Acq _ 81.5 hr/week
52 weeks/yr -
o FY82
- ERIPS 2806 Acq X % hr/Acq
52 wks/yr X 2 consoles ~ 13.5 hr/week
. § - I-/v0 2806 Acg X 2 hr/Acd . 07,9 hr/week
52 wks/yr
A4-5
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NISCELLANEOUS PROGRAM

lIncludeé Radar Ag., water shed flood control studies, tropical area
monitor, land area subsidance, multi-sensor correlations and applicationsg
special project, support, general project support, atc.

- BEstimates based on the square root of increases in number of
-acquisitions over the FY77 to FY82 frame. (Representing increased
personnel technology and upgraded procedures).

® ERIPS
- LRP Estimate’
FY77 - 1 hr/week = 0.5 hr/week
2 consoles

FY78 - 0.5 X 1.32 = 0.65 hr/week

FY79 and 80 - 0.5 X 2.1 = 1.05 hr/week
FY8l - 0.5 X 5.08 = 1.54 hr/week

FY82 = 0.5 X 4.0 = 2.0 hr/week

- EOD Estimates**

1977 - None
1978 - 0.3 hr/week
1979-1982 = No estimate

e I-100
- LRP Estimate’
1977 - 20.0 hr/week

1978 -~ 20.0 X 1.32 = 26.5 hr/week
FY79 and 80

20.0 X 2.1 = 42.0 hr/week
FY81 - 20.0 X 3.08 = 61.6 hr/week
FY82 - 20.0 X 4.0 = 80.0 hr/week

* 175 = 1.32; 450 = 2.1; 950 = 3.08; 1600 = 4.0
100 100 100 100
Estimates based on thec square root of increases in number of |

acquisitions over the FY77 to FY82 time frame. (Represcnting

increased personnel technology and upgraded procedures).
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' = EOD Est;matol**

1977 1978
General: 1654 = 31.8 hr/week 30.2 hr/week
. -;;- .

Special: 260 X 4 = 20.0 hr/week 20.0 hr/week

53
Multi-Sensor: = ,20 hr/week «3 hr/week
Total = 52.0 hr/week 50.5 hr/week

1979 through 1982 - No Estimate

Programming Development for Applications

® Currently we are using 30 hr per week I-100 time for program

development.
Assume constant level of this program Gevelopment will be
required on the I-100 or equivalent for the various T&E and

pilot production projects.
In addition starting in FY77 ERIPS will regquire program development

applications of 5 hr/week and increasing to 10 hr/week from FY79

through FY82.
The hour usages here are based on current, well known types of
equipmen+. i.e., I-100 and ERIPS terminal usages. However, as

ERIPS replacement comes on, probably the I-100 time will be used

on the ERIPS replacement.

** EOD Long Range Computer Time Estimates. Branch Requirements

and Project Requirements. July 1, 1976 - July 1, 1978; Revised

June 28, 1976.
A4
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|  APPENDIX AS

BASELINE
® Site Location/Relocation = New 8ites + 25% rework old sites
® IT8 Updates = New IT8 + 25% rework ITS
o Phoﬁomosa;ca = 10 sites/mosaic (New and rework sites only)
® Area Measurements = New blind sites + 25% rework old sites
® Boundary overlays = 3 sites/boundary overlay (New and rework
sites only)
® Partitioning Overlays = Site Location/relocation
® Digital Imagery Registration = 5% of total sites
® Orthophotos = 8% of sites
® Change detection = 10% of sites
i ® Atlas Map production = one per area
| Equivalent
Sites 1TSs Blind sites
LACIE-FY76 1683 30 170
LACIE Phase IIl
e PY77 3047 30 250
PY76 (1683) (30) (177)
New 1364 0 73
25% rework 421 8 44
Balance for FY77 1785 8 117
D ® PY78 (75% of FY77) 1339 6 £8
A5-1
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LACIE X

FY78

Repeats*

New

25% rework
Balance for FY78

FY79

Repeats*

New

25% rework
Balancé for FY79

FYS0

Repeats*

lew

25% revork
Balance for FY80

e FY8lL All New

2504
1401

276
1677

2703

209

624

833

1202

100

276

376

1000

11

118

25
34

90

* See LACIE X Site Location on Forecast Acquisition Shcets

AS5-2
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Rework (25%)

e FYi?
® FY78-FY79 (FY77 level)
e FY80

PY77 (Repeats)

New

25% Rowork

Balance for Y80

e FY8l-FYu3s (FY80)
25% Rework

RAP

e FY7?
® FY78 (25% rework)

e PY79
PY77 (Repeats)
New
25% rework

Balance for FY79

PYB80-PY82 (PY79)
25% revork

PMP

e PY?9

25¢ overlay with LACIE

New

id
[
L]

300
300

3750

(300)

3450
75
3525

3750
938

140
35

350
140
210

35
245

350
88

3047

(762)

2285

A5-3

Equivalent

- IT8s

46

13

-

(-]

13

30

£
23

" Blind S8ites

9
2

113

—0)
104

106

113
28

23

58
(23)
35

41

5¢

250
(62)_
188
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JSME

FY82

FY80

FY81

Sites

ITS

Equiv&lent

" Sites - IT8s

3047 30

25% rework 762 7

7618 75

F¥30 (Repeats) (3047) (30)

New 3571 45

258 rework _ 762 7

Balance for FY81 4333 ' 52

25% rework 1905 19
FY77 FY78 FY79 FYS0 FY81

LACIE 1785 1339 - - -
LACIE X - 1677 833 376 1000
FAP 300 75 75 3525 938
RAP 140 35 245 88 88
FMP - - 2285 762 4333
Total 2225 3116 3438 4751 6359
5% for JSME 111 156 172 238 318
LACIE 8 6 - - -
LACIE X - 18 9 4 11
FAP 4 1 1 a7 13
RAP 5 1 9 3
FMP - - 23 52
Total 17 26 42 61 79
5% for JSME 1 1 2 3 4
A5-4
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Blind Sites

250
62

625
(250)

375

62

437

156

FY82




e Blind Sites |
-, uaciE | 117 88 -

“FY77 PYI8  FY19

LACIE X L. 150 74

FAP o 9 2 2 - 106 28

RAP 23 6 4 15 15

<MP L - T 188 62 437 !

Total 149 246 305 247 570 199

5% for JSME 8 12 15 12 29 10
Miscellaneous Programs
Assumed all Miscellaneous Program products are new each year.
Worked FY77 FY78 FY79 FY8) FY81-FY82
Sites 17 29 75 160 270
ITS 1l 1 2 3 5
Blind Sites 2 3 8 16 27

A5-5
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SITE LOCATION/RELOCATION

PROGRAM | FY76 FY77 FY78 | FY79 FYS0 | FY81 FY82

LACIE 1633 1785 | 1336

LACIE

TRANSITION| 1502 1622 721 £n0

FAP 15 300 75 75 3575 936 | 03¢

RAP | 140 35 245 i 5e 8"

FiP 2285 762 | 4333 | 1085n

JSME - - ; - _ _ _

MISC. o A .

SUPPORT 7 17 20 75 160 |0 |

TOTAL 1€70 2242 298N 1302 530€ 6220 | 30u¢

ph-€
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LACIE

o msueaws T

LACIE

TRANSITIONI

-

29

FAP

RAP

19

FitP

23

JSME

MISC.
SUPPORT

TOTAL

30

18

36

4

A5-7
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PHOTOMOSAICS

ide

| PROGRAM FY76 FY77 FY73 FY79 FY30 FY81 FY82
LACIE 160 179 134
LACIE |
TRANSITION} 150 162 72 R0
FAP Z 30 3 3 357 ay a4
RAP 5 5 4 25 9 9 Q
EMp 305 3 433 101
JSME - 11 1€ 17 24 32 15
MISC.
TOTAL 1€7 227 315 525 554 €85 33¢
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AREA MEASUREMENTS
PROGRAM | FY76 FY77 Fy7s | FYze FYso | FY8l FY82
LACIE 177 1n7 88
LACIE
TRANSITION 25| M0 | 108 %0
FAP 2 9 ? 2 106 98 28
RAP 5 23 6 41 15 15 15
FHP 188 €2 437 156
JSME . ] ] i ) ) )
MISC.
SUPPORT - 2 3 8 1€ 27 27 |
TOTAL 184 151 322 579 307 507 29¢ g
AS- §
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FY30

s .. BOUNDARY DETECT,I»ONA e e

FY8l

Y82

240

100

25

25

1192

313

e T T AT T ey a

v

12

82

- 30

30

30

FiP

1018

254

1444

635

JSME

37

52

57

79

106

147

MISC.
SUPPORT

——

10

25

53

90

an

TOTAL

“F Y

ISR YA P
DL

785

104¢

1738

1848

2183

1215

A5-10
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PARTITIONING OVERLAYS

PROGRAM FY76 FY77 FY78 FY79 FY30 FY81 FY82
LACIE 12 1785 1339
LACIE .
TRANSITION 1502 1622 721 600
FAP - - - - - - -
RAP - - - - - - -
FiP 3047 7€2 4333 1905
JOME - - - - - - -
MISC. .
SUPPORT - 17 29 75 160 270 270
TOTAL 12 1802 2370 b7ul 1643 5203 2175
A5-11




CRTHOPHOTOS

—————— — - {
PROGRAM FY76 FY77 FY78 | FY79 FYso | Fysl FYs2
/ |
LACIE i v
LACIE | i
TRANSITION] _ _ _ _
|
FAP : 25 3 6 286 75 75 |
1] R » 1 3 20 7 7 7 i
f :
; FMP _ B )
|
RIS _ Q 12 14 19 25 12
i
| MISC.
SUPPGRT - 1 $ b 13 72 22
]
TOTAL 0 46 23 46 325 129 11F




CHANGE DETECTION
(OVERLAYS)

PROGRAM FY76 FY77 FY78 FY79 FY30 FY81 FY82

ﬁ_

LACIE i . i

LACIE
TRANSITION]| - - - -

FAP 18 30 8 8 358 94 U

RAP 18 14 4 25 Y Q Q

FMP - - - -

JSME N N N - - - -

MISC.
SUPPORT - 2 3 8 1¢ 27 27

TOTAL 36 e 15 41 383 130 130

A5-13
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DIGITAL IMAGE REGISTRATION

(LAHDSAT IMAGES)

FY78

|| Procran | Fv7e FY79 Figo | FY81 | Fve2 |
LACIE - 89 &7 |

] acie '

. {| TRaNsITION 75 31 3¢ 3n
FAP 15 ! l 179 L7 47
RAP 7 2 13 ; 5 :
enp 153 30 217 o
JSME - 5 8 8 12 1€ 7
MISC. ) 1 .
SUPPORT 1 ? 4 8 ; 1
TOTAL 117 158 263 283 373 100

Pi-1
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APPEIDIX A6

FICLD MEASURERCHT REQUIPTILNTS

~ R
[ PRocRan | FY7S FY77 Fy7s | FY79 FY50
13T 137 7T
LACIE M UM 121
1 ucie 6T TR
;| TRANSITION) 12V M 1 oM
| Fap 2 m Ui wo| e 8! & |
|
| RAP - 5M oM 10M 10M 10M 0
237 Yal 271 237 |
.| FHP 28M M 34M 28N
; !
| S 6T 12 121 11 | 121 121 121
| misc. 17 17 1T 37 4T g
- | SUPPORT - M M M M M e |
% 19T 26T 267 woT | 4ot o7 307
2 g TOTAL 26M 34M 34 6eM 67M 70 om |
©§ T - TRUCK TEAMS
| M - METEOROLOGICAL/GROUND TRUTH TEAM
t
EJ AC'l Llr ?fﬁﬁ H
BLLNS IAUNITS
;ﬁ? Uy
- _ U —————————————NR A




; APPENDIX A7
PILM GENERATION REQUIREMENTS

Product ¢ 1 Time Reg to Generate 1.0 min,
; 2 1.0
4 «33 X 4 images 1.33
8 .33

12 .33
Total Landsat 2 Time per Acg. 4.00 min.

Landsat C S bands .33
4.33 min.

Landsat D 6 bands .33
4.66 min.

A LT Y TN T Y [T Ty

| LACIE PII

4 min/Acqg X 9300 Acqg X 1.25 overhead = 14.9 hr/week

60 min/hr X 52 wk/yr

LACIE fIII .
! e FY77-Mid FY78 4 X 16,900 X 1.25 = 18.1 hr
2 60 X 78 wk/lk years
? LACIE X

e FY78 = 4.33 min/Acq X 15,024 Acq + 25% overhead

60 min/hr X 52 weeks/yecar
= 20.9 X 1.25 = 26.1 hr/weck

o FY79 = FY79 Acq X FY78 workload
FY78 Acq
= 16,218 X 26.1 = 27.8 hr/week
15,024

e PFYB0 7212 X 26.1 = 12.5 hr/wecek
15,024

e FY81 6000 X 2uv 1 = 10.4 hr/weck
15,024

R e
N

A7-1
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FAP

e PY?77
4.33 Min(Acq,x 600 Acq X 1.25 (overhead) = 1.0 hr/week
50 min/ki X 52 weeks

e FY78-79
.8 X5 bands X 1.25 (overhead) = 1.25 hr/week
3 4 hands

e FY80-FY83
1.0 X 125 Areas X 1.25 (overhead) = 15.6 hr/weck
10 Areas -

RAP

e FY77 :
4.33 Min/Acq X 140 Acg = 0.2 hr/weck
60 min/hr X 52 weeks ‘

F e FY78 (Landsat C - 5 bands)
.2 hr/week X 5 baands = .25 hr/week
] 4 bands

® FY79-FYB80 (Increcased effort)
.25 hr/week X 2.5 + 25% overhead = 0.8 hr/week i

® FY81-FY82 (Landsat D - 6 bands and 6.7 times resolution)
0.8 hr/week X 6 bands X 6.7 = 6.4 hr/week
5 bands

PMP

e PY79-Mid FY81
4.33 Min/Acg X 16,900 Acqg X 5 bands + 25% overhcad = 36.6 hr/weck }
60 min/hr X 52 weeks 4 bands &

A7=-2




® Mid FY81-FY82

-~

36.6 hr/week X 6 bands X 42,250 = 109.8 hr/week

OTHER
- Landsat 2

- Landsat C

e FY78 4.33 X 175 X 1.25

60

X 52

® FY79 4.33 X 450 X 1.25

60

X 52

e FY80 4.33 X 950 X 1.25

60

X 52

L]

e FY77 4 X 100 X 1.25 = 0.16 hr/week
60 X 52

0.3 hr/week

0.8 hr/week

1.6 hr/weck

60 X 52

A7-3

e FY81-82 4.66 X 1600 X 1.25 = 3.0 hr/week

152

5 bands 16,900 e

JSME FY77 FY78 FY79 FY80 FY81 FY82
LACIE 18.1 9.0 - - - -
LACIE X - 26.1 27.8 12.5 10.4 -
FAP 1.0 1.25 1.25' 15.6 15.6 15.6
RAP 0.2 0.25 0.8 0.8 6.4 - 6.4
FMP - - 36.6 36.6 109.8 109.8

Total 19.3 36.6 66.25 65.5 142.2 131.8
5¢ for JSME 1.0 1.8 3.3 3.3 7.1 6.6

e FY76 4 Min/Acqg X 28 Acqg X 1.25 (overhead) = 0.04 hr/week
6N Min/hr X 52 weeks/year
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. Landsat 2
Landsat C 5 bands

Landsat D 6 bands

# of rolls = § of Acq X # of Images/Acq
52 wk/yr X 220 Images/Roll

LACIE g11

B&W 9300 Acqg X 6 images = 4.9 rolls
52 X 220

Color 9300 X 2 = 1.6 rolls/week
52 X 220

- LACIE @III

® FY77-Mid FY78
B&W 16,900 X 6 images X 12 mos = 5.9 rolls/week
52 X 220 18 mos

Color 16,900 X 2 X 12 mos = 2 rolls/week
52 X 220 18 mos

A8~1
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LACIE X
e FY78
Ba&W 15,024 X 7 images = 9.2 rolls/week

52 X 220
Color 15,024 X 2 imgqes = 2.6 rolls/week

52 X 220
‘e FY79 '
B&W 16,218 X 9.2 = 9.9 rolls/week
15,024
Color 16,218 X 2.6 = 2.8 rolls/week
15,024
e FY80
B&W 7212 X 9.2 = 4.4 rolls/week
15,024
Color 7212 X 2.6 = 1.25 rolls/week
15,024
o FY8l
B&W 6000 X 9.2 = 3.7 rolls/week
15,024
Color 6000 X 2.6 = 1.0 rolls/week
15,024
FAP
e FY77

B&W 600 Acqg X 6 B&W images = 0.3 rolls/week
220 images/roll X 52 wk/yr '

Color 600 X 2 color images = 0.1 rolls/week

220 X 52

A8-2
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@ FY18-FY79
B&W 600 X 7 BeW images = 0.37 rolls/week
222 X 52 '

Color = Same as FY77 = 0.1 rolls/week

e FY80-FY83
BeW FY78 Quantity X 12.5 = 0.3 X 12.5 = 3.75 rolls/week
Color = 0.1 X 12.5 = 1.25 rolls/week

RAP

e FY77 ~
B&W 140 Acg X 6 B&W images = .07 rolls/week
220 Images/roll X 52 weeks/year

Color 140 Acqg X 2 color images = .02 rolls/week
220 images/roll X 52 wk/yr

e FY78 (Landsat C)
B&W 140 X 7 = .08 rolls/week
220 X 52

Color 140 X 2 = .02 rolls/week
220 X 50

® FY79-80 (2.5 times effort)
B&W .08 X 2.5 = 0.2 rolls B&W/week
Color .02 X 2.5 = 0.06 rolls/week

e FY81-82 (Landsat D)
B&W 0.20 X 8 B&W images X 6.7 = 1.5 rolls/week
7 B&W images
Color 0.06 X 6.7 = 0.4 rolls/week

FMP
e FY79-FY80
B&W 16,900 Acqg X 7 B&W images = 10.3 rolls/week

220 images/roll X 52 wk/yr

Color 16,900 Acg X 2 Color Images = 3.0 rolls/week
220 X 52 '

A8-3
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e FY81-FY¥82
B&W 432,250 X 8 = 29.5 rolls/week

220 X 52
Color 42,250 X 2 = 7.4 rolls/week
220 X 52
JSME.
e BsW FY77 FY78 FY79 FY80 FY81 FY82
LACIE 509 3-0 - - - -
LACIE x - 9.2 9.9 4.4 3.7 -
FAP 0.3 0.4 0.4 3.8 3.8 3.8
RAP 0.1 0.1 0.2 0.2 1.5 1.5
MCP - - 10.3 10.3 29.5 29.5
Total 6.3 12.7 20.8 18.7 38.5 34.8
5% for JSME 0.3 0.6 1.0 0.9 1.9 1.7 §
® Color f
LACIE 2.0 1.0 - - - - :
LACIE X - 2.7 2.9 1.3 1.1 -
FAP 0.1 0.1 0.1 1.3 1.3
RAP - - 0.1 0-1 004 004
MCP - - 3.0 3.0 7.4 7.4
Total 2.1 3.8 6.1 5.7 10.2 9.1
5% for JSME 0.1 . . . 0.5 0.5
QEEEB Rolls Rolls
Landsat_z B&W Cq;gg'
® FY76 28 X 6 = 0.015 0.005
52 X 220 i
® FY77 100 X 6 = 0.05 0.017 :
52 X 220 :
A8-4 ;
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Landsat C

FY78 175 X 7 = 0.1
52 X 220

FY79 450 X 7 = 0.3
52 X 220

FY80 950 X 7 = 0.6
52 X 220

Landsat D
FY81-FY82 1600 X8 = 1.1

52 X 220
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APPENDIX A9
NON=ELECTRONIC DATA REQUIREMENTS

- Total equivalent non-electronic data packets = (operational +
non-operational) equivalent non-electronic data packets

- Equivalent operational non-electronic data packets = number of
sites (or areas) under investigation

= Equivalent non-operational non-clectronic data packets = 30% of
equivalent operational non-electronic data products

LACIE Phase III

e FY77-Mid FY78
- Operational 3047

- Non-operational = 3047 X .3 914

Equivalent non-electronic data
packets 3061

LACIE X

e FY78
- Operational 2504

- Non-operational = 2504 X 0.3 751 ‘
Equivalent packets 3255 '

e FY79

4
- Operational 2703 )
- Non-operational = 2703 X 0.3 811 ?f
Equivalent packets 3514
e FY80 J |
- Operational 1202 1

- Non-operational = 1202 X 0.3 361
1563

A9-1

/3¥

sonsmtu_ = T S T R

PPNV R R IR SR




e rwai

- Operational B 1000
- = Non-operational = 1000 X 0.3 300

Equivalent packets 1300

FAP

e FY77-FY79
- Operational 10 areas X 2 times/year 20

; - Non-operational = 20 X 0.3 6
Equivalent packets 26

e FY80-FY83 :

- Operational 125 X 2 times 250

- Non-operational 250 X 0.3 75

Equivalent packets 325

RAP

e FY77-FY78

e FY79-FY82

Equivalent packets 3961

A9-2

- Operational 140
- Non-operational 140 X 0.3 42
3 Equivalent packets 182

- Operational - 350
- Non-operational 350 X 0.3 105
Equivalent packets 455
- FMP
® FY79-FY80
~ Operational 3047
- Non-operational = 3042 X 0.3 914
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e FY81-FY82
- Operational

- Non-operational = 7618 X 0.3

JSME (RT&E only)

® FY77
- Operational

~ Non-operational

e FY78-Mid FYS8l
- Operational

- Non-operational
e Mid FY81-FY82

- Operational

- Non-operational

MISCELLANEOUS PROGRAMS

e FY77 17 X 1.3
e FY78 29 X 1.3
e FY79 75 X 1.3
e FY80 160 X.1.3

FY81-FY82 270 X 1.3

B P

B e LT LU P R

7618
2285
Equivalent packets 9903
6
6 X 0.3
Equivalent packets
325
325 X 0.3 96
Equivalent packets 421
470
470 X 0.3 141
Equivalent packets 611

1}

22 equivalent packets
38 equivalent packets
96 equivalent packets
208 equivalent packets

351 equivalent packets
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