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1. DESCRIPTION

Described in this paper is a computer program that detects outliers in a
univariate data set. This program, called SOD (statistical outliers
detection), is capable of detecting as many as 19 outliers in a data set. It
is written in FORTRAN and can be run in either an interactive or batch mode.

The SOD software consists of a main program and a subroutine. The main
program (1) reads the data file, (2) writes the initial section of the report,
and 3) iterates sequentially for testing the next number of potential
outliers. The subroutine (1) calculates the test-critical values based on the
number of potential outljers being tested and compares these to the observed
values of test statistics and (2) gives the number of observations tested,
total number of observations considered, mean, standard deviation, extreme
observation, critical value, and computed test statistics. Also, it prints
the number of observations declared as outliers and their values.

The number of potential outliers may be specified by the user or selected by
the program. Though there is no limitation on the number of observations, it
is not advisable to use it when there are more than 100 observations.

It is assumed that the set of observations is from a population which has a
normal distribution. A significance level of 5 percent is assumed in develop-
ing the statistical test. If one or more observations do not conform to the
hypothesis that all observations are from a common population, these observa-
tions are declared as outliers by the statistical test procedure. Refer to
appendix A for a brief outline of the test procedure. Details of the
procedure are described in references 4 and 6. The iterative procedure used
for specifying the number of potential outliers is discussed in appendix A,
and a program listing is given in appendix B.

It should be mentioned that the observations declared as outliers are not
necessarily “"bad" data points, but may be indicative of a nonnormal or
multimodal distribution; hence, outlying observations should.not necessarily
be rejected, but must be treated cautiously.
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2. USER GUIDE

The SOD program is operative on the PDP Support Processor at NASA/JSC,
Houston.

To use the program, the i3év signs on to the computer by simultaneously

depressing the controi key (CMTR) and C key to begin the following dialogue:

MCR HEL [130,1] (carriage return)

TASK NAME>SOIL M (carriage return)

YOUR NAME>User's name (carriage return)?
MCR>PIP SOD .IN=DATA .DAT2 (carriage return)
MCR>RUN SOD (escape)

The report will be written on the line printer.

1It may be necessary to simultaneously depress the CNTR and C keys.

2The data should have been kevpunched previously and entered into a file
(DATA.DAT) with the following format:

TITLE FOR REPORT

VALUE 1

VALUE 2

VALUE 3

VALUE 4

Each number should include a decimal point.
VALUE N

e e e
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3. EXAMPLE

The following exampte illustrates the SOD program.
MCR>HEL [130.1]
TASK NAME>SOIL M

YOUR NAME>HORTON
MCRMPIP SOD.IN=DANIEL .DAT
MCR>RUN SOD$

- DANIEL (1959)

0.0
L 0.028

- .056

- .084
-.098
.126
.168
.196
.225
-.253
.295
-.309
.393
.407
} 421

1435
1463
2477
i 547 ' i
660
744
Z.748
- 1758
- 814 ;
‘ -.814 4
- 398
1.080
-1.305
2.147
~2.666
~3.143

ENTER NUMBER OF ITERATIONS AS A 2 DIGIT NUMBER OR
ENTER BLANKS FOR DEFAULT = SQUARE OF NUMBER OF POINTS

SOD -- "STOP
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j TABLE 1.- COMPUTER OUTPUT FROM SOD
{
% DANIEL (1989)
£ OBSERVATIONS
S 0,0000 0402ARN «0,AS60 ~0,0844¢ “0,n580 9.1200
{ 0.1682 0s.1980 . 0,32S¢ #0,2530. .. . .0,2950 =0,30%0.
) | .
} ! ¢,393¢C 0.4070 n.u219 0,4390 U,8630 wU4l/0
90,5470 0,600 0,744p 0, 7440 e, 7880 0,314dg
«0,8140 0,894 1,aR00 ol ,3059 2.147Y “2,8b80
«3, 1430
é ! NOPTS ¢ 31
MEANS & o0,31317
STANCARD LEVIATION ¢ t,0nnat
{ , NUMBER 0F TOTAL NIIMRFR STANDSFD ExTREmE esv UNLITICAL T1EST
| : POTENTIAL ODRSESVATIOMS uk dy NEVIATLION  JHSERVATIUN VALUES
: QUTLIJERS
L 5 39 “h l 317 1 0001 e3, 1430 LI ER! 5,308
6 3¢ “h 031U n, R4S -2, 6004 $,1234 2,8208
] 29 f, 1595 0,8932 2,1479 f.utle d,b5b2
b 25 Y IEE 0,35754 «1,3u50 2.2l 7 2,55¢08
’ & 27 A 27 0.,5264 1, U800 L,Y842 2,495
i & 26 *A 00Tk 0,49350 -h A9HY 1,8003 €, 4408
; $ 3 “A, 1317 1,000 =3,1430 . 3,011t 55,2508
5 30 “n 0318 0,R435 -?,0b0y §,12384 2,8049
8 25 ne 895 0,69482 2, 1ulo J.utle 2d,5477
S PA “neN15t 0,%7454 11,3050 2,2417 €.5%09
S 27 fe327 0,5%202 1,0800 1,788°2 e 4708
E ;. ) 4 31 =n, 1317 1,()(101' «3,1630 5,011 3,20/6
[ : h 50 “nN3LY 0,8438 «2,80bY J.1234 2,782u4
b u /9 0e1595 n,b942 2,147y S.utls 2,b840
f ; 4 25 “n D15 n,57%4 1,305y 2.2417 2,500
' 3 3 “h l317 ILLE -3,143¢ 30000 S8z T
3 30 “a.0314 i B43S =2, 68060y 3, 1254 €,7547
3 29 A N5IS 0,6942 2,147 31,0118 2,5549
t |
; QUTLIERS = 3
POINTS = =3.143 2,646 2,147
AGE IS
ORIGINAL PU ALITY

e
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APPENDIX A

AN ITERATIVE PROCEDURE FOR DETECTING MULTIPLE QUTLIERS

A.1 THE STATISTICAL TEST

Given a set of N observations, suppose one wishes to test the null hypothesis
of no outiiers present in the data set against the alternative hypothesis
that from one to k outliers exist, where k is specified in advance. This

may be done by constructing a sequence of subsets of the data,

(Al, A2, IETIN Ak}, where A; is the full set of data and the subset Aj,q is
formed by deleting from A; the cbservation farthest away from the mean of A;
(i =1, 2, eoe, k = 1). For each subset, the extreme studentized deviate
(ESD) statistic is defined to be the maximum of the absolute values of the
studentized residuals. (A studentized residual is the deviation of an
observation from the sample mean divided by the sample standard deviation.)

lLet t; be the ESD from the ith subset, Aj. Then corresponding to each t; is a
critical value A; such that either (a) t; < Aj for 1 < i <k, or (b) t; > A
for 1< i< handty <x; fori>hwherel <h<k. If (a) occurs, the
hypothesis is accepted that there are no outliers; in case (b), the data are

declared to have h outliers, with the observations deleted to form Ap,; as the
outliers.

A.2 CHOICE FOR k

The critical values Aj in SOD were constructed for the 5-percent significance
level by numerical simulation using normally distributed data. These values
are not independent of k; in fact, for a fixed value of i, they increase
monotonically with k. As a consequence, even if the basic data are normally
distributed, the power of the test against a fixed number of outliers
decreases as k increases so that grossly overspecifying k may result in the
failure to detect some or even all outliers. On the uther hand, if k is
underspecified, it is more likely that up to k outliers will be detected,

f&yk’
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but additional ones will not be found since the test assumes no more than k
outliers are present. In either case, power is lost by using an inappropriate
% value of k.

| f If the underlying distribution of the data is nonnormal, especially i#* 1% is

; ? multimodal, the test will have a tendency to find many "outliers"; hence, if

’ this situation occurs, even for fairly large k, one should be suspicious about
the distribution of the data and look for underiying mechanisms which might
have made the data multimodal or highly skewed.

The following two examples illustrate some of the above points.

Exampie 1: Soil moisture was measured at a depth interval of 5 to 9 cen-
timeters for a wheat field near Colby, Kansas, on July 18, 1978. The
following gravemetric measurements of water content in percentage of dry
weight were obtained from 17 points within the field:

T T T T e R TR T TR T T

5.9, 6.4, 5.6, 7.5, 6.7, 4.0, 5.3, 5.5, 5.5, 3.5, 4.6, 10.5, 5.7,
7.3, 5.2, 9.7, 4.0

| v Two observations, 10.5 and 9.7, are suspicious, and one wants to know whether
i or not they could be regarded as outliers. An application of the test

| procedure with k = 2 declares these two observations as outliers; however,

) looking at the data and then choosing k alters the significance level of the
test by an unpredictable amount. It is interesting to see what would have
happened had k been chosen (in advance) as 1, 2, 3, or 4.

Table A-1 provides the computed ESD test statistic, tj, and the corresponding
5-percent critical value, Ak (i =1, 2, «ee, k) for different cases.
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TABLE A-1.- ESD STATISTICS AND CRITICAL VALUES

Extreme ESD Critical value (Aj y)

Subset | observation | statistic

(ti) k=1t k=2]k=3]k=24
2

A1 1C. 3 2.365 2.61 2.74 2.86 .93
Ap 9.7 2.549 2.39 2.53 2.57
A3 7.5 1.722 2.35 2.44
Ay 7.3 1.728 2.34
Number of outliers declared 0 2 2 0

From this table, it can be seen that, if the number of potential outliers were
specified as either 1 or 4, none of the observations would have been declared
as an outlier since ty < Ay  for all i. In the other two cases, tp = 2.549
exceeds both Ap.2 = 2.39 and hp,3 = 2.53; hence, the two observations, 9.7 and
10.5, would be flagged as outiiers. Thus, suspected observations may not be
flagged as outliers by the test when k is under- or over-specified.

Example 2: The following soil moisture observations were obtained for a corn
field near Colby, Kansas, on July 18, 1978, from the top soil layer (0- to
l-centimeter interval). In this case, gravemetric measurements of water
content in percentages of dry weight were taken from 35 randomly selected
points within the field: |

il.5, 3.2, 19.2, 21.6, 5.7, 24.6, 2.1, 3.4, 4.4, 3.7, 4.2, 7.9,

7.1, 2.6, 3.5, 8.9, 1.8, 2.4, 6.0, 2.8, 29.2, 29.1, 19.6, 1.4
4.4, 4.4, 2.9, 4.7, 3.2, 3.8, 2.6, 4.4, 4.6, 4.7, 4.6

?

At the top layer, soil moisture can be affected by a number of heterogeneous
factors; thus, the observations which appear to be outliers may very well be
legitimate.
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Numerical ordering results in the following data set:

1.4, 1.8, 2.1, 2.4, .6, 2.6, 2.8, 2.9, 3.2, 3.2, 3.4, 3.5, 3.7,
3.8, 4.2, 4.4, 4.4, 4.4, 4.4, 4.6, 4.6, 4.7, 4.7, 5.7, 6.0, 7.1,
7.9, 8.9, 11.5, 19.2, 19.6, 21.6, 24.6, 29.1, 29.2

A quick glance shows that at least one significant gap occurs — between 11.5
and 19.2. Six observations are greater than or equal to 19.2. Wheq the test
procedure is applied assuming k = 6, these six observations are declared out-
liers. Furthermore, its repeated application with k = 2, 3, <<+, 10 resulted
in every additional extreme observation being flagged as an outlier. The
flagged observations are 7.1, 7.9, 8.9, 11.5, 19.2, 19.6, 21.6, 24.6, 29.1,
and 29.2. The first four of these observations should not be regarded as
outliers since water content in this range was found to be quite reasonable
for places at higher ground on the particular day of measurement. In this
case, the blind applications of the test leads to the identification of false
outliers. It must be recognized that these four observations simply cannot be
Tumped together with the remaining 25 observations and analyzed usi- data
analysis techniques based on normal and/or unimodal models.

Ideally, one should not look at the data before specifying k. Rosner (1975),
among ovhers, suggested the use of a certain percentage of the number of
observations to specify k. Barnett and Lewis (1978) proposed that a
fractional power of N may be used for k. In the author's own work [Chhikara
(1979)1, the rule of k =N, to the nearest integer, was employed and often
proved quite satisfactory. Presently, this rule is extended to safeguard
against errors of undetected outliers as described in the next section. While
this modified method undoubtedly alters the signifiance level of the test, it
still provides a useful device for screening data with no prior information.
If outliers are detected using this procedure, one should not blindly accept
such a declaration; instead, this should be taken as a starting point for
further investigations about the cause of the suspected observations.




A.3 AN ITERATIVE METHOD

Start with k =/N and compute the ESD test statistics. When the statistics t;
and the critical values Aj,k are compared, one of the following cases arises.

(a) ty > Mk h < k, and t, <A K (h+1)<i<k

(b) t, <A 1<1i<k

(c) tk 2 Ak,k

The test procedure described in section A.l1 would declare h outliers in case
(a), none in case (b), and k outliers in case (c). It is reasonable to assume
that all potential outliers in the data were detected in case (a); and, hence,
no further application of the procedure is needed. On the other hand, as we
have seen, some outliers may have remained undetected in the other two cases;
i.e., in case (b), the critical values Xi,k would have been smalier had a
lesser number been specified for k; whereas, in case (c), additional extreme
observations might have been declared as outliers had the test been made for
more than k extreme observations. This suggests that an iterative procedure
should be used to decrease k in case (b) and increase k in case (c). When k
is decreased successively by one, a set of smaller critical values is being
used, thus increasing the power of the test for declaring outliers. In case
(b), the decision to stop iterating is made when t, 2 Ah,k (0 < h < k) which
results in h outliers being decliared. in case (c), In case (c), k is
increased sucessively so that more extreme observations are tested as
potential outliers. The test procedure is iterated until

trej 2 Akag,kti+l
and Brgtl € Mergel,kegel

with the number of jterations not to exceed a certain preset limit. The
number of outliers declared is then set equal to (k + j).
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The critical values estimated by the SOD computer program are based on
smoothing functions which fit the Monte Carlo-estimated critical values for
k=1, 2, «#=, 19, and N < 100. Thus, one can apply the test procedure to
detect as many as 19 outliers in a data set of up to 100 observations. How-
ever, as pointed out by Chhikara and Feiveson (1980), one would rarely need to
consider testing for more than a few outliers. Since, at most, 50 percent of

" a set of observations can be thought of as outliers, the SOD program specifies

k < min (1,19), where I is the largest integer less than or equal to N/2, for
the upper bound on the number of iterations.

When using the iterative procedure to obtain k, the significance level of the
test increases from 5 percent. Any such increase would depend upon the data
size; however, it is inmsignificant for large samples since the critical values
become insensitive to k in such situations.

A.4 EXAMPLES

Returning to Example 1 in section A.2, it is easily seen that the iterative
test procedure will start by specifying k = 4 under the N rule and then will
consider k = 3, since no outliers are declared in the first case. Because

ty > A 3, it will stop and declare two outliers for the data in Example 1.

In the case of Example 2, the procedure will continue iterating from the

initial case of k = 6 to the last case of k = 11, declaring 10 outliers, since
t1p9 > *10,11 and tyy < AM1,11° However, as mentioned earlier, the 10 outlying
observations are not necessarily outliers and flagging them using the test
procedure reflects primarily on the data distribution being probably nonnormal
and at Teast biomodal.

Example 3: Daniel (1959) reported the following data consisting of 31
contrasts in order of absolute value in a 25 experiment:

0.000, 0.028, -0.056, -0.084, -0.098, 0.126, 0.168, 0.196, 0.225,
-0.253, 0.295, -0.309, 0.393, 0.407, 0.421, 0.435, 0.463, -0.477,
0.547, 0.660, 0.744, -0.744, -0.758, -0.814, -0.814, -0.898, 1.080,
-1.305, 2.147, -2.666, and -3.143.
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The test procedure started with k = 6 by the +/N rule and declared the last
three points as outliers. The results, as output from the SOD computer pro-
gram, are presented in table A-2 and show for each iteration: (a) the number
of potential outliers specified; (b) the number of observations and the mean
and standard deviation for each subset, (c) the extreme observation and the
corresponding computed ESD statistic; (d) the 5-percent critical values; (e)
the number of outliers declared; and (f) the outliers.

TABLE A-2.- STATISTICAL OUTLIER DETECTION (EXAMPLE 3)

Number of
potential Number of Standard Extreme Critical
outliers observations Mean deviation observation ESD value
6 31 -0.1317 1.0001 -3.1430 3.0111  3.3025
30 -0.0314 0.8435 -2.6660 3.1234  2.8205
29 0.0595 0.6932 2.1470 3.0116 2.6562
28 -0.0151 0.5754 -1.3050 2.2417  2.5568
27 0.0327 0.5268 1.0800 1.9882 2.4936
26 -0.0076 0.4930 -0.8980 1.8063 2.4406

Number of outliers = 3

Outlying data points = -3.143, -2.666, 2.147

Interestingly, all three points, 2.147, -2.666, and -3.143 [which previously
have been considered highly discordant on the null normal distribution; e.g.,
refer to Barnett (1978)], were flagged here as outliers even though the test-
ing of a greater number of outliers was considered. Furthermore, the iter-
ative procedure would have considered smaller values of k, thus increasing
the power of the test, had these data points not been detected in the first
instance.

A.5 CONCLUSION

The proposed iterative method deals with the problem of specifying the number
of outliers being tested and should minimize the error that otherwise would

hn.-AMMM



occur in not detecting outliers when they exist in a data set. Although the
chances of declaring false outliers may increase, the program still provides
useful information for data screening prior to subsequent analysis.

Although the iterative test procedure is considered using the ESD test statis-
tic, the basic approach can be adapted for any of the test statistics pro-
posed in the literature; e.g., studentized range (STR), kurtosis (KUR), and
R-statistic (RST). Details on these test statistics can be found in Rosner
(1975).

It is desirable to determine the actual significance level reached by the
iterative test procedure, particularly for small sample sizes. Also needed is
an evaluation of its power agains. the non-null hypothesis of a smaller number
of outliers. A theoretical solution is probably intractable; therefore, one
should attempt to make these evaluations by using the Monte Carlo technigue.
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COMMON A“G.Y.ARK.A“I.BKK;EKl.NPLﬁ(IOOQ).QjIQOQJ.IUEUKnlbéyﬁln,

EYPPK ,EXPPKY,|'STEGT,NUTLLIE(LUL)

QIMENSION TNEOFPLOOUY . oot e e = cnr ot m v vm = oo

NATA THETA 4 3,425 , 1,213 , 3043 , t.,5312 , L6939 ,
,45268 +» L8S533% . 491 , .2¢61 , ,l429 /

c texnrwna ASSIGN UNITS sraanné

CALL aSSIGN(I,1S0n.INT)

CALL ASSIGN(2,iLPy") , . - -

CALL ASSTGM(3,iTIg!")

vhnawwowe INITIAL[2F CONSTANTS wapnnes
COMTINUE
$i130,0
$2z0,0 .
bDCG t1oRp T=1,190n00
C(I)=0.u
M{I)=p

1080 COMTINLE
1090 CONTINIHE

¢

C tharusdreaeas DFAn NDATA FOUN THPUT FlILF  dtanwvavise
C READ TITLF

READI1,1180) (vITLE(L).l=y,19)

115U FORMAT(1544)

¢
¢
1290

1250

s XaNal

1500

1

READ DATA POIMTS

ts¢

COMTINIIE

I=sT+y
READ(1,1290,Euns)ign 0t ])
FORMAT ({F15,%)

S1381+n¢( 1)

S2%82+N( 1IN ]y

GO TQ 1200

CALCULATF &MD wRITE Wi, PTS, “EaAn, STanUAKU DEVIA]IUAN
CONTINDIE

HOPTSSI-‘

PNEFLOATINOPTS,

AVEZS) /PN

VAFZ(S2 o S1#57/8%) / (Phel,)

SOEv=SART(VaR)
WRITE(?.1550)(fITL&(1)aI=1-15)-(0(1)n1=l:NUPTS)
FORMAT (//,10X,1544,/7,! QBSERVATIUNSs ', (/,6F11,4))
WRTTE (3,15R0) pTTITLR(1),121,15)

FORMAT (1X,154,,7)

WRITE ¢2,15851) ~OpTS, ave, SDev

FORMAT (/, ' NaPTg =1,15,/,' MeaNg =1,F10.4y/,
! STANDARD DEyTATION =1 ,F10,4,//7)

WRTT: (3,1551) KOpTS, 4VF, SDEV

o

I EARFEERSREE ]




0gdo

0041
Jodp
0043

fody
0045

0ods
0047
Jous
0049
0050

0051
2052
0053
0054
2058
0056
0087

0058
3059

5060

J061

2062
V063

0064
0065
9066
0067

0068

0069
0o70n
2071

ﬂ

ORIGINAT, PAGHE
OI* POOR QUALIIJ'I‘gt‘S

C wwews ASSUME INTITTAL NUMBER ITERATIONS T BE THE SJIUARE RUUT Op

¢ OF THE NUMBgR QF HOINTS AITH A MAXIMUM UF |9 LIERATIUNY , #vann
TESCRY(PN)
NITERRTs,S , . L e e e
IF (NITER ,GE, 20) MITER 3 19

1700 CONTYINUE e mer e ame e e mmme nee e o 3o s on

c

c wrden GIVE LUSER OPTION OF SPECIPYING MyuMBER QF LTERATIUND wasew
WRITE(3,1710)

1710 FUR“AT ¢' EMTEp NMRER OF ITERATIUMS AS A 2 DIGIT MUMBEN JW t,
t /,") ENTER RLAMKS FQOk DEFAULT = sGUARE ROCT OF NUMBER Of PU[NTS')
READCY, 1 740INTOL AL . - . em e o e —

1740 FORMAT(12)

1F(NTRYAL ,GT,UyNITERSNTR]AL -

1790 WwWRITE(2,1800)

1800 FORMAT (/7,0 NMAFK UF  TOTAL NUMYER JTANVARD 1,
1 FYTREME FSP CRITICAL TEST ',/
2 ' PATENTIAL UBSERVA[TUNS MEAN PEVIATIUN 'y .
3 1 QHSFRVATYION VALUES!,/, ' QUTLIERS!,/)

d

C tradasdenwy REGIN ITERATIVE PRUCESS waperannens
NOTTER =z ~UTER
MAXITR = NTTFR

1900  T=U,.0 ‘ ‘ .
NP B NAPTS
PO 1902 1 = 1,nP

1902 M(1) = 9
CALL ITERP (M1TeR,1rE 1A

C

C SWIP LINF AFTER JeFRATIUY OATA IS PRINTED [N SudkOJTint
wWRITE fo,1111)

LItL FofFMar (puY)y
¢
C CHECK FUR pRRNR Ta SHMRUUTINE
TF (TRENK LEN, =90999998,) GO TO 900y
C -
C NG FURTHER TESTINe TP MNUMHER NF ITEralIONS SFECIF[EV
TF (NTRIAL ,6TT 0y GU TG Aguu
C

C CHECK FNR pXPP ,Gg, THELRY 0OF LAST 11k .
IF ULSTEGT LFO° NrTgw ,anp, MAXITR ,LT, WULLITER) LU TC sulv
IF (LSTERT FR" STTER) Git T 20u0
c
C EXPP LT, TRENQY, Balk P 1 [TERAT[UM HNLESS NO, NP TTENA[IUMS 3 |,
19890 MAXTTP 3 MAy]TG = |
NITFW e MAYDITS
IF (NTTEF LLE, u) GO TN Adty
GO TH y9pn
c
€ EXPP Gk, THENRY AN | 851 TTk&, [NGNEASE silvbew OF [TERATIONS
2000 NITEW = NITER 4 !
c
C REINITIALYZF CONSTYANTS AND RFGIN TTERATIVE CALCULATIUNS
NP = NQPTS
0C 2und 1 = 1\, ,nP
2002 M(I) =z ¢

et




DA ot i Cit e ittt o g B A oA A A A

J072.

3074
007S
0076

0077

Jo78
0079

3080

08}
0082

7083
0084
0085
2086

0087
9088

ooée
0090
4091
7092
0093

1054

073

o0 oo

. T e RS T et TaE & o - o R o e DA D T T TRee T

CALL ITER (INITERLIMETA) . L. b o iie s immmmam o v e e

SKIP LINE AFTER ITERATIUN DATA #RITTEN IN SUBMQUTINE . _ .. ... ______
WRITE (2,1111)

CHECK FNR EPRNRA In SLUBRUUTINE

IF (THEOY +ER. =999999%.) GO TO 9000 . . - e e e

1F (EypPpr ,LT,TubOKk ,AND, EXPPKI L T,THFORL) GO TO 1950

IF (exPpPx LT, THEOX) GO TO 2SQu. . . . e

EXPP Gk, TWENRY AN KTH, CHECK Xl T ITeRATION . . ...
IF (ExPpx) ,LT" TREOKIY 60 TO 8ugu

-

EXPP(K),LE,THENOY K) ANU EXPP(K#1) (GELTHENRY(X41) ON K+l TH LIBRATIUN
S00  IF (NITER#! .LE, NOPTS/2) GO TO 2000
GO Tg 9200 . . . . SR

c
c
c
C EXPP ,GF, THEORY AN Tk, AND Ks) TH [TERATIONS UR
(o
e

st radapbetry  £OON CUMPLETIOY sauwdwghinsn
069 NITER 2 NTTFSR [t
Aty WRITE (2,8011) MTTER
AUty FURMAY (¢ //,) AUTLIERS = ',12)
IF (NTTER (FAR,; ) STu®
BUT2 WwRITE ¢2,3013) (OQuTLlrely, T2}, MNITER)

B013 FORMAY (¢ /s/," oNINTS =2 VL T7FIUS,/7.7F10,3,7,7F10,38)
s10PR

thadbrnpagen ERNNP MESSANFS I E R R REAE T

(g )

9uN)  wRTTE ¢2,9ua1) NTTFR

QUOL  FORMAT(Y FATAL ERGOE pINING [TENATIUN ', 18,0, LESY IHAN o NyNZERU!
1 ! POINTEY)
SInpP

9210 NOPTS2 = NnPTgy?
wRITE (2,9201) KITEE, NLPTSE

901 FORMAT( 2/, ITeRarTon NO, (', ]3,1) mxCBELS NO, POINIS/ZZ (', 13,0)1)
§TNP :

END

RTIRLT

)




Rl W Aahhelingl TTTRET TR Y W -

00014 SUBROUTINE ITES (NITER, THETA)
3002___.ﬁ“"~_-CQﬁ”ON"LFBATJA!BJABiJBKKLEKLLEELNLLQQ&lLQ(JﬁﬂﬂlilﬂlgﬁLlﬂiﬂﬁlL
1 Exppu,ExPPKILSTEGT,OUTLIE(R00)

: 0003.___. ... OIMENSION THET, (1) S e e e i s —
¢
: e C . INIYIALLZF CONSTAKT. FOR_LASY. ITERATIQN WWERE EXPP Gk, THEQRY
H 0004 LSTEGT =2 ¢
; U o s e e s
3 C CALCULATE ¢ONSTANTS
s 0005 ... PN 3 FLOAT(NP) . e e e o. e -
: 0006 ARGIPN/2, = FLAAT(NITER)
g 0062 . . . COMIZ ,000532., FLOAT(MITERYL. » FLUAT(NITER) . .
' N 0008 CONlm 2, = Exe(CnoNy)
I 00409 . AKISTHETA(1) o THETA(2I*EXP(=THETA(I)) ¢ .-
i’ 1 THETA(S)*LOSFFLOAT(NTTER))
b voto AKKETHETA(1) = THETA(2)SEXP(=THETA(3)aFLOAT(N]TER))
L dolt AKISTRETA(A) = THETA(10)*LOGEFLUATCNITER))
E oota. . AKKETHETA(R) = THETA(9)12LQG(FLOAT(NITER))#LONL,
1Y
[ o tudkorens FRERTN ITERATIONS wdavnpite
! 0013 c D0 3000 Ist,NITER
: € SET QI vaLUu®
0014 IFCT.ER, 13012070
: 0018 TFCI BT 1 AND, 1 L ToNLTERIGISEXP (b XPITHETA(B)eTHETALT)
= 1 e FLOAT(TY ) ) .
! 0ole IF (I ER NITERIALZ L0
e
| € SET aMI yalUe
E 0017 ARTaGTeaks & (y,=ql)want
008 TECI BN, 1) AxTsaK]
% Jol19 IFCLER NITFO)akTzbKk
o
; C SET T Vvallg
r 020 TE(NITFR.ME 1372 (FLUAT(IY et o) /Z(FLUAT(NITER)=1,)
o
C SET RK] vaLllg
Joe! TSSAWT(T)
6oee RrIxTaRh + (1 wT)vEul
00e3 THCI,eN, 1)RrIzakl
2084 TPCI,EQ NITER)aKT2KKN
C
C FIND SUM nF vaALNEe AND valUES SAUAWEYR, CounT NUNZERU vaLuwk$
202% suMi=zn, 0
Co 0oee SuM2e0,n
b " 6oy ICOUNT = ¢
! 2028 RO 2200 J=21,bP
0029 TF(MEIY,GT 000 T 2200
0o3o0 TCQItNT 2 ICNLNy ¢ |
' 90314 SUMI=SHiMI oD (J)
X 0p3e SUM2aSLIMReN T T) oD ])
4 o33 2200 CONTINUE
‘ 2034 IFCICHNUNT LT ,29GN T 3100
: 0035 COUNT2FLQAT(ICAUNT)
} c
3

t, € COUMPUTE MFAN, STAMDARD LEVIATION

T




wsanrs

R

0036
_ 3037
| 0038

0038.
0040
Jody
0042
0043
Jodu
0048

-

! toas
5 0047
* 3048
0049

0050

0051
JosSe
P : 00%3

; 0654

3088
0056
60S7
N0SA
N0S9
0060
9061
noée
0063
2064
0064

R e R

[a N el

240¢
€

AVE L xSlIMY /COUNY
VAR m(SUM2®SUMT®SII /COUNT) /. (LOUNT=1)
PEVIESART (VAR

FIND EXTRFME Vallp

BlG=u,0 .

D0 24on J=i NP

TF(M(JY ,6T,0)Gn To 2900
DIFFRARSIN(J)=aVEL)
IF(OIFF ,GT RIGyYLOCATESR)
1F(OLFF GT,RIGYAIGEDIFF
CONTINIE

C SAVE EXPFRIMENTAL AMD THEQRICAL VALUES

JE(DEVY LT, 1 Fal0VEXFP20,0
IF(DEVY 6T, ,8o20)EypaslG/DEV]
IF(ANG,GE, ! ,Fa30)aARGLNRZL0G(8RG)
TE(ANG, LT, L ,Eea0)ARGLOGSY,Q
THECZAKY + AW [,APALNL

c
C SAVE LOCATION NnF AlLT| IER

2600

C
C
¢

3000

3100

MILOCATE) =T
QUTLIEITY = D1 0DCATH)

WRTITE(2,2600) NITEF, COUMT, AVE],NEV), O(LUCLATE), EXPP, IHCU

FquArf'H ¥ il,{ﬁ,QY,!%,EXn SP)l.Q)

shasabvre  SAVE EXxpP ARD THEORY [P LAST Nu

I (1 g0, AMITeR) EXPPK] s BXPP
TF (1 (EQ, NITEHM) THEQW ] # ThRER
TF (1 _ER, NITpWey) BYPPY = EXpP
1IF (] 60, NITphet) IwWEOUX = THED
It (kxpp ,GE, yHEP) LsIEAT 3 I
CUNTINLIE

RE TN

COrTIMIE

TrENK 229999995

RETUWN

END

SEAT OTHD O LAST ITERALLUN #ekx

NASA-JSC

e .
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