NASA
TP
1698
NASA Technical Paper 1698

# Calculation of Laminar Heating Rates 

 on Three-Dimensional Configurations Using the Axisymmetric AnalogueH. Harris Hamilton II

# Calculation of Laminar Heating Rates on Three-Dimensional Configurations Using the Axisymmetric Analogue 

H. Harris Hamilton II<br>Langley Research Center Hampton, Virginia

National Aeronautics and Space Administration

## Scientific and Technical Information Branch

SUMMARY

A theoretical method has been developed for computing approximate laminar heating rates on three-dimensional configurations at angle of attack. The method is based on the axisymmetric analogue which is used to reduce the threedimensional boundary-layer equations along surface streamlines to an equivalent axisymmetric form by using the metric coefficient which describes streamline divergence (or convergence). The method has been coupled with a threedimensional inviscid flow field program for computing surface streamline paths, metric coefficients, and boundary-layer edge conditions. Good agreement has been obtained with experimental data on a spherically blunted $15^{\circ}$ half-angle cone, a spherically blunted $80^{\circ}$ sweep slab delta wing, and a Space Shuttle Orbiter type configuration at angles of attack up to $25^{\circ}$. The method provides a useful means of computing heating rates on advanced entry configurations.

## INTRODUCTION

With the development of the Space Shuttle transportation system well under way, attention is being focused on more advanced Earth orbital transportation systems which will be expected to replace the Space Shuttle system near the end of this century. These vehicles will be subjected to severe aerodynamic heating during reentry, and the design of their thermal protection systems will require detailed information on surface heating rates. Three-dimensional winged configurations are currently being considered (refs. 1 and 2) and they will probably fly at relatively large angles of attack. It will first be necessary to compute the three-dimensional viscous flow over the vehicle in order to accurately predict the surface heating rates.

With advances in high-speed computers and numerical techniques, much progress has been made in recent years in computing viscous compressible flows using the Navier-Stokes equations (ref. 3). However, solutions for general threedimensional winged configurations are far beyond the "state of the art" of current applications, and their demand on computer resources would far exceed the capabilities of the current generation of computers.

Much of the needed information on surface heating rates can be obtained from a "classical approach" where the outer inviscid flow field is computed independent of the boundary layer and is used to provide edge conditions for a three-dimensional boundary-layer calculation near the surface. Solutions have been obtained for the general three-dimensional compressible boundary-layer equations. (See, for example, refs. 4 to 8.) To date, the application of these methods has been limited to relatively simple geometries. An attempt has been made to extend the method of reference 5 to more realistic configurations; but, it has not yet been successful. However, even if these methods could be applied to the configurations of interest in the present study, their use would be cost prohibitive for design calculations.

Cooke has developed an axisymmetric analogue for the general threedimensional compressible boundary-layer equations (ref. 9) which greatly simplifies the calculation of three-dimensional viscous flows. Following that approach, the general three-dimensional boundary-layer equations are written in streamline coordinates and the cross-flow velocities (tangent to the surface and normal to streamline direction) are assumed zero. This reduces the threedimensional boundary-layer equations to a form identical to that for axisymmetric flow provided: (1) the distance along a streamline is interpreted as distance along an "equivalent axisymmetric body" and (2) the metric that describes the spreading of the streamlines is interpreted as the radius of the equivalent axisymmetric body. This allows any existing axisymmetric boundary-layer program to be used to compute three-dimensional heating rates along a streamline in regions where the small cross-flow assumption is valid. By considering multiple streamline paths, an entire vehicle can be covered.

Hayes (ref. 10) has shown that the cross flow in the boundary layer is small when the streamline curvature is small. Vaglio-Laurin (ref. 11) has shown that when the wall is highly cooled the cross flow in the boundary layer is small even for cases where the streamline curvature is not small. Further, in references 12 to 14 , for example, comparisons with experimental data and other theoretical calculations, including some cases where the cross flow in the boundary layer is not small, indicate that reasonably accurate heating rates can be obtained using the axisymmetric analogue.

The most obvious difficulty in applying this technique is that of computing the three-dimensional inviscid flow field from which the surface streamline pattern and the metrics are determined. In reference 15, DeJarnette and Hamilton present a relatively simple method of calculating the streamline location and metric coefficient along the streamline from a known surface pressure distribution. With this approach the path of a single streamline is computed on the surface; simultaneously, a second-order differential equation is solved along the streamline for the metric. The major difficulty with this approach is that second derivatives of the surface pressure are required to calculate the metric. These are very difficult to obtain with sufficient accuracy from either experimental measurements or approximate methods (such as Newtonian theory) except for a few simple cases. In reference 16, DeJarnette presents an improved method for calculating the inviscid surface streamlines. Two adjacent streamlines are computed from a known surface pressure distribution, using only first derivatives of the pressure; and the metric is obtained by determining the rate at which the streamlines spread on the surface. This is a much better approach since it relaxes some requirements upon the accuracy of the input surface pressure distribution. However, it still requires more detailed pressure distributions than are generally available from most experimental studies.

In both references 17 and 18, methods have been presented for computing the metric coefficient on the surface of a body from an inviscid flow field solution. However, in each case it would be very difficult to accurately compute the metric coefficient at the boundary-layer edge using these methods. Although this will not be considered in the present paper, it is important that the chosen technique should not have such a limitation. Since in the present approach, the metric coefficient is computed from information on two adjacent streamlines,
it will be very easy to extend the method to use boundary-layer edge conditions to compute the metric coefficient at the boundary-layer edge.

Recently, a method has been developed for computing the three-dimensional inviscid flow field over general configurations at angle of attack. (See refs. 17 and 19.) Using information about the velocity directions from the inviscid solution, streamlines can be traced on the vehicle surface. Then, a method similar to that presented by DeJarnette (ref. 16) can be used to compute the metrics along each streamline. This approach offers the advantage of computing heating rates on three-dimensional vehicles without requiring experimental pressure distributions.

In the present paper, an axisymmetric analogue method for computing heating rates on three-dimensional configurations at angle of attack is developed. The necessary inviscid streamline information was obtained using the inviscidsolution procedure of reference 17. The accuracy of this solution technique is demonstrated by direct comparison of computed heating rates with experimental data.

The information presented in this report was included in a report entitled "Calculation of Heating Rates on Three-Dimensional Configurations" submitted in partial fulfillment of the requirements for the Degree of Engineer, The George Washington University, December 1979.

## SYMBOLS

A parameter in transformation from cylindrical to local polar coordinates
$\bar{A} \quad$ parameter in transformation from local polar to cylindrical coordinates
specific heat at constant pressure, J/kg-K
specific heat at constant volume, J/kg-K
static enthalpy, J/kg
local enthalpy at edge of boundary layer, $J / \mathrm{kg}$
reference heat-transfer coefficient, $\mathrm{w} / \mathrm{m}^{2}-\mathrm{s}-\mathrm{K}$
stagnation-point heat-transfer coefficient, $\mathrm{w} / \mathrm{m}^{2}-\mathrm{s}-\mathrm{K}$
heat-transfer coefficient at wall, $\mathrm{W} / \mathrm{m}^{2}-\mathrm{s}-\mathrm{K}$
$h_{1} \quad$ metric coefficient in $\xi$-direction, m
$h_{2}$ metric coefficient in $\beta$-direction, $m$

| H | total enthalpy, $\mathrm{J} / \mathrm{kg}$ |
| :---: | :---: |
| k | thermal conductivity, W/m-K |
| $\overline{\mathrm{k}}$ | streamline curvature, 1/m |
| L | length, m |
| 2 | distance measured along leading edge of delta wing, m |
| M | Mach number |
| $\mathrm{N}_{\mathrm{Pr}}$ | Prandtl number, $c_{p} \mu / k$ |
| ${ }^{\text {Ne }}$ | unit Reynolds number |
| n | distance normal to surface, m |
| $p$ | pressure, $\mathrm{N} / \mathrm{m}^{2}$ |
| q | heat-transfer rate, $\mathrm{W} / \mathrm{m}^{2}$ |
| 9 | distance normal to streamline on surface, m |
| RF | recovery factor |
| $\mathrm{R}_{\mathrm{n}}$ | radius of curvature of spherical nose, m |
| ${ }^{0}$ | displacement of coordinate pole, m |
| R, $\Phi, \chi$ | local polar coordinates (see fig. 4) |
| r, $\boldsymbol{l}_{\text {, }} \mathrm{x}$ | cylindrical coordinates (see fig. 4) |
| S | constant in Sutherland's viscosity law, K |
| s | distance along streamline, m |
| $\bar{s}$ | arc length, m |
| T | temperature, K |
| $t_{e}$ | ratio of enthalpies, $\mathrm{h}_{\mathrm{e}} / \mathrm{H}_{\mathrm{e}}$ |
| u | velocity component in $\xi$-direction, $\mathrm{m} / \mathrm{s}$ |
| $\mathrm{V}_{\infty}$ | free-stream velocity, m/s |
| v | velocity component in $\beta$-direction, $\mathrm{m} / \mathrm{s}$ |
| $v_{t}$ | velocity component defined by equation (B1), m/s |


| $\overline{\mathbf{v}}_{\mathrm{n}}$ | velocity component defined by equation (B2), m/s |
| :---: | :---: |
| W | velocity component in n -direction, $\mathrm{m} / \mathrm{s}$ |
| $w_{t}$ | velocity component defined by equation (B3), m/s |
| $W_{1}, W_{2}, W_{3}$ | Cartesian velocity components defined by sketch (a) of appendix $B, m / s$ |
| $\mathrm{X}, \mathrm{Y}, \mathrm{Z}$ | Cartesian coordinates (see fig. 5) |
| $\alpha$ | angle of attack |
| $\beta$ | coordinate normal to streamline on surface |
| $\bar{\beta}$ | boundary-layer velocity gradient parameter |
| $\Gamma$ | geometry angle defined by equation (22) (see sketch (c) of appendix B) |
| $\gamma$ | ratio of specific heats, $C_{p} / C_{V}$ |
| $\delta_{\phi}$ | geometry angle defined by equation (21) (see sketch (b) of appendix B) |
| $\zeta_{W}$ | ratio of total enthalpies, $\mathrm{H}_{W} / \mathrm{H}_{e}$ |
| $\zeta_{W}^{\prime}$ | slope of total enthalpy profile at wall, $\left[\frac{\partial\left(H / H_{e}\right)}{\partial \bar{n}}\right]_{W}$ |
| $\bar{n}$ | transformed boundary-layer coordinate normal to wall |
| $\theta$ | angle defining velocity direction on surface measured relative to meridional plane (see fig. 8) |
| $\mu$ | viscosity, $\mathrm{N}-\mathrm{s} / \mathrm{m}^{2}$ |
| $\xi$ | coordinate along streamline on surface |
| $\bar{\xi}$ | transformed boundary-layer coordinate along surface streamline |
| $\rho$ | density, $\mathrm{kg} / \mathrm{m}^{3}$ |
| $\bar{\Phi}$ | dissipation function, W/m ${ }^{3}$ |
| Subscripts: |  |
| $b$ | body |
| max | maximum |

```
e edge of boundary layer
s inviscid stagnation point
w wall
\infty
    free stream
```


## METHOD OF SOLUTION

In the sections that follow, a method for calculating heating rates on three-dimensional configurations using the axisymmetric analogue (ref. 9) is described, and the equations necessary for applying the technique are developed. The assumptions made from the outset are that: (1) the Reynolds number of the flow is sufficiently large so that boundary-layer concepts apply; (2) the fluid is a perfect gas; (3) the flow is laminar; and (4) the entropy at the edge of the boundary layer is constant. Although the last three assumptions are not necessary, they will simplify the development of the technique.

## Axisymmetric Analogue

Consider an orthogonal streamline coordinate system $(\xi, \beta, n)$ where $\xi$ is directed along an inviscid surface streamline and $n$ is distance measured along the outward normal from the surface (fig. 1). The element of arc length ds in such a curvilinear coordinate system is given by the equation

$$
\begin{equation*}
\mathrm{d} \overline{\mathrm{~s}}^{2}=\stackrel{2}{\mathrm{~h}} \mathrm{~d} \mathrm{~d} \xi^{2}+\stackrel{2}{\mathrm{~h}_{2}} \mathrm{~d} \beta^{2}+\mathrm{dn}{ }^{2} \tag{1}
\end{equation*}
$$

where $h_{1}$ and $h_{2}$ are metric coefficients. By restricting attention to a thin boundary-layer region near the surface, both $h_{1}$ and $h_{2}$ can be assumed to be functions of $\xi$ and $\beta$ only.

Taking the velocity components in the $\xi-, \beta-$, and $n$-directions as $u$, $v$, and $w$, respectively, the general three-dimensional boundary-layer equations can be written as follows (ref. 9):

Continuity

$$
\begin{equation*}
\frac{1}{h_{1} h_{2}}\left[\frac{\partial}{\partial \xi}\left(\rho h_{2} u\right)+\frac{\partial}{\partial \beta}\left(\rho h_{1} v\right)+\frac{\partial}{\partial n}\left(\rho h_{1} h_{2} w\right)\right]=0 \tag{2}
\end{equation*}
$$

## $\xi$-momentum

$$
\begin{align*}
\rho\left(\frac{u}{h_{1}} \frac{\partial u}{\partial \xi}\right. & \left.+\frac{v}{h_{2}} \frac{\partial u}{\partial \beta}+w \frac{\partial u}{\partial n}+\frac{u v}{h_{1} h_{2}} \frac{\partial h_{1}}{\partial \beta}-\frac{v^{2}}{h_{1} h_{2}} \frac{\partial h_{2}}{\partial \xi}\right) \\
& =-\frac{1}{h_{1}} \frac{\partial p}{\partial \xi}+\frac{\partial}{\partial n}\left(\mu \frac{\partial u}{\partial n}\right) \tag{3}
\end{align*}
$$

B-momentum

$$
\begin{gather*}
\rho\left(\frac{u}{h_{1}} \frac{\partial v}{\partial \xi}+\frac{v}{h_{2}} \frac{\partial v}{\partial \beta}+w \frac{\partial v}{\partial n}+\frac{u v}{h_{1} h_{2}} \frac{\partial h_{2}}{\partial \xi}-\frac{u^{2}}{h_{1} h_{2}} \frac{\partial h_{7}}{\partial \beta}\right) \\
=-\frac{1}{h_{2}} \frac{\partial p}{\partial \beta}+\frac{\partial}{\partial n}\left(\mu \frac{\partial v}{\partial n}\right) \tag{4}
\end{gather*}
$$

n-momentum

$$
\begin{equation*}
\frac{\partial p}{\partial n}=0 \tag{5}
\end{equation*}
$$

Energy

$$
\begin{align*}
\rho c_{p}\left(\frac{u}{h_{1}} \frac{\partial T}{\partial \xi}+\frac{v}{h_{2}} \frac{\partial T}{\partial \beta}+w \frac{\partial T}{\partial n}\right)= & -\bar{\Phi}+\frac{u}{h_{1}} \frac{\partial p}{\partial \xi} \\
& +\frac{v}{h_{2}} \frac{\partial p}{\partial \beta}+w \frac{\partial p}{\partial n}+\frac{\partial}{\partial n}\left(k \frac{\partial T}{\partial n}\right) \tag{6}
\end{align*}
$$

where $\bar{\Phi}$ is the dissipation function. (See ref. 9.)
It is convenient to express derivatives in the $\xi$-direction in terms of the distance $s$ along a streamline as

$$
\frac{1}{h_{1}} \frac{\partial}{\partial \xi}=\frac{\partial}{\partial \cdot s}
$$

Further, it is assumed that the cross-flow velocity $v$ and its derivatives are small. With these simplifications, equations (2), (3), (5), (6), and (4) are as follows:

## Continuity

$$
\begin{equation*}
\frac{\partial}{\partial s}\left(\rho h_{2} u\right)+\frac{\partial}{\partial n}\left(\rho h_{2} w\right)=0 \tag{7}
\end{equation*}
$$

s-momentum

$$
\begin{equation*}
\rho\left(u \frac{\partial u}{\partial s}+w \frac{\partial u}{\partial n}\right)=-\frac{\partial p}{\partial s}+\frac{\partial}{\partial n}\left(\mu \frac{\partial u}{\partial n}\right) \tag{8}
\end{equation*}
$$

n-momentum

$$
\begin{equation*}
\frac{\partial p}{\partial n}=0 \tag{9}
\end{equation*}
$$

Energy

$$
\begin{equation*}
\rho c_{p}\left(u \frac{\partial T}{\partial s}+w \frac{\partial T}{\partial n}\right)=u \frac{\partial p}{\partial s}+\frac{\partial}{\partial n}\left(k \frac{\partial T}{\partial n}\right)+\mu\left(\frac{\partial u}{\partial n}\right)^{2} \tag{70}
\end{equation*}
$$

$\beta$-momentum

$$
\begin{equation*}
\rho\left(u \frac{\partial v}{\partial s}+w \frac{\partial v}{\partial n}+\frac{u v}{h_{2}} \frac{\partial h_{2}}{\partial s}-\bar{k} u^{2}\right)=-\frac{1}{h_{2}} \frac{\partial p}{\partial \beta}+\frac{\partial}{\partial n}\left(\mu \frac{\partial v}{\partial n}\right) \tag{11}
\end{equation*}
$$

where $\bar{k}$ is the streamline curvature term given by the equation

$$
\begin{equation*}
\bar{k}=\frac{1}{h_{1} h_{2}} \frac{\partial h_{1}}{\partial \beta} \tag{72}
\end{equation*}
$$

Equations (7) to (10) are identical to the usual axisymmetric boundary-layer equations (ref. 20) if $s$ is interpreted as distance along an "equivalent axisymmetric body" and $h_{2}$ is interpreted as the radius of that body. This set of equations can be solved for $u_{r} \quad w, \rho$, and $T$ through the boundary layer along a streamline using one of the many methods that have been developed for solving the axisymmetric boundary-layer equations (for example, refs. 21 and 22). With $u, w, \rho$, and $T$ assumed known from a previous solution, equation (11) becomes a linear equation which can easily be solved for $v$, the cross-flow velocity component. In the present application, only the heat transfer is of interest; thus it is unnecessary to solve the cross-flow momentum equation since in the axisymmetric analogue it has no effect on heating rates.

## Coordinate System and Surface Geometry

The present paper is concerned with calculating heating rates on threedimensional configurations - typical of the configuration illustrated in figure 2 - which are symmetric about the XZ-plane (pitch plane). The fuselage of these vehicles can be easily described in cylindrical coordinates ( $r_{b}, \phi, x$ ) using a function of the form (fig. 3)

$$
\begin{equation*}
r_{b}=r_{b}(\phi, x) \tag{13}
\end{equation*}
$$

where the pole of the coordinate system is located on the X-axis. However, when wings extend from the fuselage, equation (13) may become multivalued. (See fig. 4.) One solution to this problem is to allow the pole to be a function of $x$

$$
\begin{equation*}
r_{0}=r_{0}(x) \tag{14}
\end{equation*}
$$

Then, at a given $x$-station, the pole can be located such that $r_{b}$ is a singlevalued function. This new coordinate system $R_{b}, \Phi, X$ will be called a "local polar coordinate system" in which the vehicle surface can be represented by a function of the form

$$
\begin{equation*}
\mathrm{R}_{\mathrm{b}}=\mathrm{R}_{\mathrm{b}}(\Phi, \chi) \tag{15}
\end{equation*}
$$

which is much more general than equation (13). It should be noted that the new coordinate system is generally nonorthogonal; however, for the special case where $r_{0}(x)=0$, it reduces to the standard cylindrical coordinate system which is orthogonal.

Vachris and Yaeger (ref. 23) have developed a computer program called QUICK which uses the local polar coordinate system to describe vehicle geometries. In this program, analytic curves are patched together to give a functional repre-
sentation of the vehicle geometry similar in form to equation (15). The QUICK program is compatible with the method that will be used to obtain the inviscid flow field solution (refs. 17 and 19). Thus, it will be used exclusively in the present study to describe vehicle surface geometry.

The detailed relationship between local polar and cylindrical coordinates on a surface are given in appendix $A$, but the transformation equations are summarized here for convenience. First, the equations describing the transformation from cylindrical coordinates $r_{b, \phi} \phi$ to local polar coordinates $R_{b r} \Phi_{r} X$ on a surface are

$$
\begin{align*}
& R_{b}=r_{b} \sqrt{\AA^{2}+1} \cos \phi  \tag{16a}\\
& \Phi=\tan ^{-1} A  \tag{16b}\\
& X=x \tag{16c}
\end{align*}
$$

where

$$
\begin{equation*}
A=\tan \phi-r_{0}(x) /\left(r_{b} \cos \phi\right) \tag{16d}
\end{equation*}
$$

Similarly, the inverse transformation from local polar coordinates $R_{b, ~} \Phi, X$ to cylindrical coordinates on a surface is expressed as

$$
\begin{align*}
& r_{b}=R_{b} \sqrt{\bar{A}^{2}+1} \cos \Phi  \tag{17a}\\
& \phi=\tan ^{-1} \bar{A} \\
& x=\chi \tag{17c}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{A}=\tan \Phi+r_{0}(X) /\left(R_{b} \cos \Phi\right) \tag{17d}
\end{equation*}
$$

Since the vehicle geometry will be obtained from the QuICK program in the functional form of equation (15), the inverse transformation equations should be more useful.

## and Metric Coefficients

One of the most difficult steps in applying the axisymmetric analogue is calculating the inviscid surface streamlines and the metric coefficient $h_{2}$ along each streamline. In the present study the inviscid streamline information will be calculated using the results of a set of three-dimensional inviscid flow field programs described in references 17, 19, and 24. The manner in which the flow field is calculated is illustrated in figure 5. First, the subsonic/ transonic flow over the nose is computed using a time dependent method BLUNT similar to that described in reference 24. From this solution an initial data plane (IDP) normal to the $\chi$-axis is obtained, in a region where the flow is entirely supersonic. Then, a finite-difference marching technique STEIN (refs. 17 and 19) is used to continue the solution downstream in the supersonic region step by step in planes normal to the $X$-axis. These solutions provide the inviscid flow field data over the entire vehicle which will be used to calculate the streamlines and metric coefficients.

Nose region. - In the nose region of a blunt body, the surface streamlines originate at the stagnation point as illustrated in figure 6. Letting $\xi$ be the coordinate in the streamline direction and $\beta$ the coordinate in a direction normal to the streamline and tangent to the surface, the differentials of arc length are

$$
\begin{equation*}
\mathrm{ds}=\mathrm{h}_{1} \mathrm{~d} \xi \tag{18a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{d} q=\mathrm{h}_{2} \mathrm{~d} \beta \tag{18b}
\end{equation*}
$$

respectively. The metric coefficient $h_{2}$ gives a measure of the divergence or convergence of the streamlines on the surface and is the "equivalent radius" that must be used in the axisymmetric boundary-layer equations.

The nose geometry of most nonablating blunt reentry vehicles is smooth; thus, the pressure distribution in the nose region of these vehicles is also relatively smooth. Because of this, the pressures can be computed by BLUNT and used as inputs to the computer program described in reference 16 to calculate the streamlines and metric coefficients from the stagnation point to the station where the initial data plane intersects the body surface. (See fig. 6.) In principle, the same technique could be used to continue the streamline solutions downstream; but it could lead to large inaccuracies since the pressure distribution can change radically downstream of the nose on general three-dimensional
configurations. Thus, downstream of the IDP, a new technique for obtaining streamline solutions has been developed, and it will be described in detail in the next section.

Downstream supersonic region.- DeJarnette (ref. 16) presents the following two equations which can be used to calculate the streamline position:

$$
\begin{equation*}
\left(\frac{\partial \phi}{\partial x}\right)_{B}=\frac{1}{r_{b}}\left(\frac{\tan \theta \cos \delta_{\phi}}{\cos \Gamma}-\tan \Gamma \sin \delta_{\phi}\right) \tag{19}
\end{equation*}
$$

and the metric coefficient $h_{2}$

$$
\begin{equation*}
\left(\frac{\partial \phi}{\partial \beta}\right)_{x}=\left(\frac{\cos \delta_{\phi}}{r_{b} \cos \theta}\right) h_{2} \tag{20}
\end{equation*}
$$

The angles $\delta_{\phi}$ and $\Gamma$ are the body-geometry angles defined in reference 15. (See also fig. 7.) They are given by the equations

$$
\begin{equation*}
\tan \delta_{\phi}=\frac{1}{r_{b}}\left(\frac{\partial r_{b}}{\partial \phi}\right)_{\mathbf{x}} \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\tan \Gamma=\cos \delta_{\phi}\left(\frac{\partial r_{b}}{\partial \mathrm{x}}\right)_{\phi} \tag{22}
\end{equation*}
$$

The angle $\theta$ is related to the velocity direction on the surface (fig. 8) and can be obtained from the inviscid flow field solution.

The distance along a streamline can be calculated from the following differential equation:

$$
\begin{equation*}
\left(\frac{\partial s}{\partial x}\right)_{B}=\frac{1}{\cos \theta \cos \Gamma} \tag{23}
\end{equation*}
$$

Since $\beta$ is constant on a given streamline, equation (19) can be integrated along a streamline to determine the variation of the cylindrical angle $\phi$ with respect to $x$. Similarly, equation (23) can be integrated to give the streamline length. To obtain the metric coefficient along a streamline, the primary streamline - the streamline along which heating rates are calculated - and an adjacent streamline (separated from the primary streamline by $\Delta \beta$ ) are computed simultaneously. Then, at a given x-station the metric coefficient $h_{2}$ is computed from equation (20) after first approximating the derivative $(\partial \phi / \partial \beta)_{x}$ numerically using one-sided differences. In reference 16 numerical experiments were performed using several types of difference schemes to approximate $(\partial \phi / \partial \beta)_{\mathbf{x}}$ and the preceding procedure was found to be sufficiently accurate.

The angles $\delta_{\phi}$ and $\Gamma$ given by equations (21) and (22) are defined in terms of cylindrical coordinates $\phi$ and $x$. In order to apply these equations to general wing-body configurations, they must be transformsd to local polar coordinates. This transformation leads to the following results (see appendix A for details):

$$
\begin{equation*}
\tan \delta_{\phi}=\frac{\left(\frac{\partial \Phi}{\partial \phi}\right)_{x}\left(\frac{\partial r_{b}}{\partial \Phi}\right)_{X}}{R_{b} \sqrt{1+\overline{\mathrm{A}}^{2}} \cos \Phi} \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\tan \Gamma=\cos \delta_{\phi}\left[\left(\frac{\partial \Phi}{\partial \mathrm{x}}\right)_{\phi}\left(\frac{\partial \mathrm{r}_{\mathrm{b}}}{\partial \Phi}\right)_{\chi}+\left(\frac{\partial \mathrm{r}_{\mathrm{b}}}{\partial \chi}\right)_{\Phi}\right] \tag{25}
\end{equation*}
$$

where

$$
\begin{align*}
& \left(\frac{\partial \Phi}{\partial \phi}\right)_{x}=\frac{\left(1+\bar{A}^{2}\right)\left(R_{b}^{2} \cos ^{2} \Phi\right)}{R_{b}^{2}+r_{0}\left[R_{b} \sin \Phi-\left(\frac{\partial R_{b}}{\partial \Phi}\right)_{X} \cos \Phi\right]}  \tag{26}\\
& \left(\frac{\partial \bar{A}}{\partial \Phi}\right)_{X}=\frac{1}{R_{b}^{2} \cos ^{2} \Phi}\left\langle R_{b}^{2}+r_{0}\left[R_{b} \sin \Phi-\left(\frac{\partial R_{b}}{\partial \Phi}\right)_{X} \cos \Phi\right]\right\} \tag{27}
\end{align*}
$$

$$
\begin{align*}
& \left(\frac{\partial r_{b}}{\partial \Phi}\right)_{X}=R_{b} \sqrt{1+\bar{A}^{2}} \cos \Phi\left[\frac{1}{R_{b}}\left(\frac{\partial R_{b}}{\partial \Phi}\right)_{X}+\frac{\bar{A}}{1+\bar{A}^{2}}\left(\frac{\partial \bar{A}}{\partial \Phi}\right)_{X}-\tan \Phi\right]  \tag{28}\\
& \left(\frac{\partial r_{b}}{\partial \chi}\right)_{\Phi}=R_{b} \sqrt{1+\bar{A}^{2}} \cos \Phi\left[\frac{1}{R_{b}}\left(\frac{\partial R_{b}}{\partial \chi}\right)_{\Phi}+\frac{\bar{A}}{1+\bar{A}^{2}}\left(\frac{\partial \bar{A}}{\partial \chi}\right)_{\Phi}\right] \tag{29}
\end{align*}
$$

The derivatives $\left(\frac{\partial R_{b}}{\partial \Phi}\right)_{X}$ and $\left(\frac{\partial R_{b}}{\partial \chi}\right)_{\Phi}$ are obtained from the geometry description program QuICK.

Similarly, equation (19) gives the location of the streamline in terms of the cylindrical angle $\phi$. For wing-body configurations, the angle $\phi$ may not describe a unique point on the body cross section. (See fig. 4.) To avoid this problem, equation (19) can be rewritten in terms of the local polar angle $\Phi$ in the following form (see appendix A for details):

$$
\begin{equation*}
\left(\frac{\partial \Phi}{\partial x}\right)_{\beta}=\left(1+\bar{A}^{2}\right)\left(\frac{R_{b} \cos ^{2} \Phi}{R_{b}+r_{0} \sin \Phi}\right)\left\{\left(\frac{\partial \phi}{\partial x}\right)_{\beta}+\frac{1}{R_{b} \cos \Phi}\left[\frac{r_{0}}{R_{b}}\left(\frac{\partial R_{b}}{\partial x}\right)_{\beta}-\frac{d x_{0}}{d \chi}\right]\right\} \tag{30}
\end{equation*}
$$

where

$$
\begin{align*}
& \left(\frac{\partial R_{b}}{\partial x}\right)_{B}=\left[\left(\frac{\partial \Phi}{\partial x}\right)_{\phi}+\left(\frac{\partial \phi}{\partial x}\right)_{\beta}\left(\frac{\partial \Phi}{\partial \phi}\right)_{x}\right]\left(\frac{\partial R_{b}}{\partial \Phi}\right)_{X}+\left(\frac{\partial R_{b}}{\partial \chi}\right)_{\Phi}  \tag{31}\\
& \left(\frac{\partial \Phi}{\partial x}\right)_{\phi}=-R_{b} \cos \Phi\left\{\frac{\frac{d r_{0}}{d x}-\frac{r_{0}}{R_{b}}\left(\frac{\partial R_{b}}{\partial \chi}\right)_{\Phi}}{R_{b}^{2}+r_{0}\left[R_{b} \sin \Phi-\left(\frac{\partial R_{b}}{\partial \Phi}\right)_{X} \cos \Phi\right]}\right\} \tag{32}
\end{align*}
$$

and where $\left(\frac{\partial \phi}{\partial x}\right)_{B}$ and $\left(\frac{\partial \Phi}{\partial \phi}\right)_{X}$ are given by equations (19) and (26), respectively, and $\left(\frac{\partial R_{b}}{\partial \Phi}\right)_{X},\left(\frac{\partial R_{b}}{\partial \chi}\right)_{\Phi}$, and $\frac{d r_{0}}{d \chi}$ are calculated in the geometry description program QUICK.

After obtaining the angle $\theta$, which is related to the velocity direction on the surface, from the inviscid solution (appendix B), equation (30) can be integrated to obtain the streamline location on the body surface as a function of $\Phi$ and $X$. This is a general equation and can be applied to any configuration where the pole can be located to give $R_{b}$ as a single-valued function of $\Phi$ and $X$. (See fig. 4.) For the special case where $r_{0}=0$, the local polar coordinate system reduces to a cylindrical coordinate system, and equation (30) reduces to the form

$$
\begin{equation*}
\left(\frac{\partial \Phi}{\partial x}\right)_{\beta}=\left(\frac{\partial \phi}{\partial x}\right)_{\beta} \tag{33}
\end{equation*}
$$

as would be expected.
The metric coefficient $h_{2}$ and distance along a streamline $s$ are obtained by solving equations (20) and (23), respectively, as previously discussed.

## Calculation of Heating Rates

Approximate three-dimensional heating rates along surface streamlines can be calculated through the axisymmetric analogue using any available axisymmetric boundary-layer solution. Although heating rates are usually calculated from a solution of the complete axisymmetric boundary-layer equations (eqs. (7) to (10)), this is unnecessary because very accurate results can be obtained more easily from approximate heat-transfer relations similar to those presented in reference 25. Following the nomenclature of reference 25 , the expression for the heating rate to the surface is given by the following equation (see appendix C for details):

$$
\begin{equation*}
\mathrm{q}_{\mathrm{w}}=\left[\frac{\mathrm{H}_{\mathrm{e}}(\rho \mu)_{w^{u}} \mathrm{e}_{2}}{\mathrm{~N}_{\mathrm{Pr}, \mathrm{w}} \sqrt{2 \bar{\xi}}}\right] \zeta_{\mathrm{w}}^{\prime} \tag{34}
\end{equation*}
$$

where the transformed surface distance $\bar{\xi}$ is given by

$$
\begin{equation*}
\bar{\xi}=\int_{0}^{s}(\rho \mu)_{w} u^{\mathrm{e}_{2}^{2}} \mathrm{ds} \tag{35}
\end{equation*}
$$

The parameter $\zeta_{W}^{\prime}$ is the derivative of the nondimensional enthalpy profile normal to the wall $\left[\frac{\partial\left(H / H_{e}\right)}{\partial \bar{\eta}}\right]_{W}$ and is approximated by the expression (see appendix C)

$$
\begin{align*}
\zeta_{\mathrm{W}}^{\prime}= & 0.47\left\{\left[1.48-0.23\left(\frac{\rho_{\mathrm{e}} \mu_{e}}{\rho_{\mathrm{w}} \mu_{\mathrm{w}}}\right)\right]\left(\frac{\rho_{\mathrm{e}} \mu_{e}}{\rho_{w} \mu_{\mathrm{w}}}\right)^{1 / 2}\right\} \\
& \times\left\{\mathrm{N}_{\operatorname{Pr}}\left[1-0.24 \mathrm{~N}_{\operatorname{Pr}}\left(1-t_{e}\right)^{2}\right]\right\}(1+0.11 \sqrt{\bar{B}})\left(\zeta_{\mathrm{aw}}-\zeta_{\mathrm{w}}\right) \tag{36}
\end{align*}
$$

where the velocity gradient parameter $\bar{\beta}$, the nondimensional adiabatic wall enthalpy $\zeta_{a w}$, and the recovery factor $R F$ are given by the following expressions:

$$
\begin{align*}
& \bar{\beta}=\frac{2 \bar{\xi}\left(\frac{d u_{e}}{d s}\right)}{t_{e}(\rho \mu)_{w}\left(u_{e} h_{2}\right)^{2}}  \tag{37}\\
& \zeta_{a w}=R F+(1-R F) t_{e} \tag{38}
\end{align*}
$$

and

$$
\begin{equation*}
\mathrm{RF}=\sqrt{\mathrm{N}_{\mathrm{Pr}}} \tag{39}
\end{equation*}
$$

The approximate expression for $\zeta_{\mathrm{W}}^{\prime}$ (eq. (36)) has been found to predict values that agree with exact similar solutions (tabulated in ref. 26) to within $\pm 4$ percent for the following range of conditions:

$$
\begin{align*}
& 0.1835 \leqq\left(\frac{\rho_{e^{\mu}}}{\rho_{W^{\mu}}}\right) \leqq 1.385 \\
& 0.2 \leqq t_{\mathrm{e}} \leqq 1.0  \tag{40b}\\
& 0.0076 \leqq \zeta_{\mathrm{W}} \leqq 0.75 \\
& 0 \leqq \bar{\beta} \leqq 3.5
\end{align*}
$$

Boundary-layer edge properties for the heat-transfer calculation are obtained by assuming that the flow expands isentropically along an inviscid surface streamline from the stagnation pressure to the local pressure obtained from the inviscid solution. Thus, the properties at the edge of the boundary layer (which are assumed equal to the inviscid wall conditions) can be expressed for a perfect gas as follows:

$$
\begin{align*}
& \rho_{e}=\rho_{s}\left(\rho_{e} / p_{s}\right)^{1 / \gamma}  \tag{47}\\
& h_{e}=\frac{\rho_{e}}{\rho_{e}}\left(\frac{\gamma}{\gamma-1}\right)
\end{align*}
$$

and

$$
\begin{equation*}
u_{e}=\sqrt{2\left(H_{e}-h_{e}\right)} \tag{43}
\end{equation*}
$$

The wall temperature is assumed to be known; thus, the nondimensional enthalpy ratio at the wall can be calculated from the equation

$$
\begin{equation*}
\zeta_{w}=c_{p} T_{w} / H_{e} \tag{44}
\end{equation*}
$$

The viscosity ratio $\mu_{w} \mu_{e}$ is computed from the Sutherland viscosity formula (ref. 27)

$$
\begin{equation*}
\frac{\mu_{w}}{\mu_{e}}=\left[\frac{1+\left(S / T_{e}\right)}{\left(T_{w} / T_{e}\right)+\left(S / T_{e}\right)}\right]\left(\frac{T_{w}}{T_{e}}\right)^{3 / 2} \tag{45}
\end{equation*}
$$

where $S$ is a dimensional constant defined in the present work as

$$
\begin{equation*}
s=170.33 \mathrm{~K} \tag{46}
\end{equation*}
$$

## RESULTS AND DISCUSSION

In the sections that follow, the limitations and range of applicability of the method will be discussed; also, a comparison of calculated heating rates with experimental measurements for a spherically blunted $15^{\circ}$ half-angle cone, a spherically blunted $80^{\circ}$ sweep slab delta wing, and a Space Shuttle Orbiter type configuration will be presented.

## Limitations and Range of Applicability

The basic assumption of the axisymmetric analogue is that the cross flow in the boundary layer is small (ref. 9). It has been shown that the cross flow in the boundary layer will be small when the streamline curvature on the surface is small (ref. 10) or when the wall is highly cooled (ref. 11). The first condition is rather restrictive since in general it will be satisfied only for smooth bodies (that is, bodies with only small changes in curvature) at small angle of attack. The second condition is less restrictive because for many applications the wall temperature is only a small fraction of the adiabatic wall temperature. However, these conditions are both qualitative and it is necessary to compare calculated heating rates with experimental data to validate the theory.

In the present paper, it is assumed that the Reynolds number is large enough for boundary-layer concepts to apply but not large enough to cause transition to turbulent flow. The first of these assumptions is necessary since the concept of the axisymmetric analogue is based on boundary-layer theory. The second assumption is not necessary since Cooke and Hall (ref. 13) have shown that the axisymmetric analogue can be extended to turbulent flows. However, turbulent flows are not considered in the present paper.

Further, it has been assumed that the boundary layer follows inviscid surface streamline paths and that the entropy of the fluid at the edge of the boundary layer is constant. This is equivalent to assuming that the boundary layer is very thin and that all of the fluid entering the boundary layer has passed through the normal portion of the bow shock wave. This is a good assumption in the nose region and for some distance downstream of the nose for high Reynolds number laminar flow.

In the region far downstream of the nose, the boundary-layer thickness is no longer negligible, and the entropy of the fluid entering the boundary layer is not constant. In this region, it becomes increasingly important to account for boundary-layer growth in calculating the metric coefficient $h_{2}$ and variable entropy in calculating boundary-layer edge conditions, both of which can have a strong influence on heating rates. These effects have not been considered in the present paper because they would unnecessarily complicate the devel-
opment of the method and are considered of small importance for the experimental comparisons which follow. These effects can be incorporated in the heating calculations at some future time.

## Comparisons With Experimental Data

Spherically blunted $15^{\circ}$ half-angle cone.- Calculated heating rates are compared with experimental measurements fram reference 28 on a spherically blunted $15^{\circ}$ half-angle cone at angles of attack of $0^{\circ}, 10^{\circ}$, and $20^{\circ}$. The experimental tests (ref. 28) were performed in air ( $\gamma=1.4$ ) at a free-stream Mach number of 10.6 and a free-stream unit Reynolds number of $1.31 \times 10^{6}$ per meter. The ratio of wall to boundary-layer edge stagnation enthalpy $\zeta_{w}$ for these tests was 0.27 . The Prandtl number was assumed to be 0.72 .

The $\alpha=0^{\circ}$ case is of particular interest because the flow is axisymmetric and results obtained by the present theory can be compared with other theoretical results. First, it is well-known that the metric coefficient which describes the divergence or convergence of streamlines in axisymmetric boundarylayer flows is equal to the body cross-sectional radius (refs. 20 and 29). To check this result, the metric coefficient obtained from the present theory for this case is compared with the body cross-sectional radius in figure 9. The results for the nose region ( $x / \mathrm{R}_{\mathrm{n}} \leqq 2$ ) are presented in figure 9 (a) and the downstream region ( $x / R_{n} \geqq 2$ ) in figure $9(b)$. As would be expected for any axisymmetric body at $\alpha=0^{\circ}$, the calculated metric coefficient $h_{2}$ agrees almost exactly with the body radius $r_{b}$.

The axial distribution of heat-transfer rate for $\alpha=0^{\circ}$ is presented in figure 10. The present theory is compared with experimental data from refererence 28 and the results of a nonsimilar axisymmetric boundary layer solution computed by the method of reference 21. Both calculated results are in very good agreement with the experimental data. The approximate heat-transfer relations used in the present theory (eqs. (34) to (39)) yield results comparable to those obtained using the differential boundary-layer solution procedure (ref. 21).

The axial heat-transfer distributions along two meridional planes - the windward symmetry plane ( $\Phi=-90^{\circ}$ ) and the side meridional plane ( $\Phi=0^{\circ}$ ) - are presented in figure 11 for an angle of attack of $10^{\circ}$. Experimental data from reference 28 for two different nose bluntness are presented for comparison. The calculated heating rates are in good agreement with the experimental data along each meridional plane although there is considerable scatter in the experimental measurements in the windward symmetry plane ( $\Phi=-90^{\circ}$ ) for values of $x / R_{n}$ greater than about 12.

The circumferential heating distributions for $\alpha=10^{\circ}$ are presented in figure 12 at two axial stations: $x / R_{n}=3.1$ and $x / R_{n}=12.0$. The abscissa for each part of the figure begins in the windward symmetry plane ( $\Phi=-90^{\circ}$ ) and continues around to the leeward symmetry plane $\left(\Phi=90^{\circ}\right)$. Heating rates calculated by the present method agree well with the experimental data around the cone at each axial station.

The axial heating-rate distributions at $\alpha=20^{\circ}$ are presented in figure 13, and the circumferential heating-rate distributions for this angle of attack are presented in figure 14. The calculated heating rates are in good agreement with the experimental data in each instance. These good comparisons are very encouraging because the inviscid surface streamlines for this angle of attack (see fig. 15) exhibit large divergence over much of the lower surface and side of the cone. This suggests that the small cross-flow analogy can yield reasonably accurate heat-transfer results even in regions of relatively large streamline divergence for values of $\zeta_{W}$ as large as 0.27 .

In all of the theoretical results presented previously the pole of the local polar coordinate system has been coincident with the body axis. Thus, $r_{0}(x)$ is equal to zero; and since the geametry is axisymmetric, $\partial R_{b} / \partial \Phi$ is also equal to zero. This greatly simplifies the problem since many of the terms drop out of the equations and may have the effect of masking errors in the program that would show up later for more complicated geometries. Thus, the inviscid flow-field and heat-transfer calculations were repeated using the shifted pole configuration defined by the following expressions:

For $0 \leqq x \leqq 1.5$,

$$
r_{0}(x)=0
$$

For $1.5 \leqq x \leqq 15.0$,

$$
r_{0}(x)=-0.13991(x-1.5)
$$

which is illustrated in figure 16. The calculations were performed for $\alpha=0^{0}$ and $10^{\circ}$, and the results are compared with previous heat-transfer calculations in figures 17 to 19. The heating rates obtained using the shifted-pole configuration agree closely with those obtained previously when the pole was aligned with the body axis (i.e., $\left.r_{0}(x)=0\right)$. With these results, heating rates on more complicated body geometries can be computed with added confidence.

Spherically blunted $80^{\circ}$ sweep slab delta wing. - Next, calculated heattransfer coefficients are compared with experimental measurements, from reference 30 , on a spherically blunted $80^{\circ}$ sweep slab delta wing (fig. 20) at angles of attack of $0^{\circ}, 10^{\circ}$, and $20^{\circ}$. The experimental tests in reference 30 were performed in air $(\gamma=1.4)$ at a free-stream Mach number of 9.6 and a free-stream unit Reynolds number of $3.94 \times 10^{6}$ per meter. The ratio of wall to boundarylayer edge stagnation enthalpy $\zeta_{W}$ in the tests was 0.33 , and the Prandtl number was assumed to be 0.72 .

The axial distribution of heat-transfer coefficients for $\alpha=0^{\circ}$ is presented in figure 21. The heat-transfer coefficients calculated by the present theory are seen to be in good agreement with the experimental data.

The circumferential distributions of heat-transfer coefficient for $\alpha=0^{\circ}$ are presented in figure 22 at three stations $\left(l / R_{n}=4,8\right.$, and 12$)$ measured from the beginning of the wing leading edge. These distributions were obtained along cross-sectional cuts normal to the wing leading edge (i.e., the dashed lines in figure 20). Even at $\alpha=0{ }^{\circ}$, the heating about a delta wing is not axisymmetric because of the geometry; but it is symmetric about the wing leading edge ( $\Phi=0^{\circ}$ ). At the upstream station, $l / R_{n}=4$, the present theory underpredicts the experimental data slightly around the leading edge; but at the two downstream stations, $l / R_{n}=8$ and 12 , the theory is in very good agreement with the data.

The axial distribution of heat-transfer coefficient at $\alpha=10^{\circ}$ is presented in figure 23. As at the lower angle of attack, the heat-transfer coefficients calculated by the present theory are in very good agreement with the experimental data. Circumferential distributions at this angle of attack are presented in figure 24. At each station, the heating increases in a direction away from the windward symmetry plane ( $\Phi=-90^{\circ}$ ) until it reaches a peak slightly ahead of the wing leading edge ( $\Phi<0^{\circ}$ ) and then decreases rapidly around the leading edge on the lee side. The heat-transfer calculations do not extend all the way around to the leeward symmetry plane ( $\Phi=90^{\circ}$ ) because a cross-flow shock wave occurs in the inviscid flow field solution on the lee side of the body, and the boundary-layer equations cannot be used to accurately compute the heating in this region. Heat-transfer coefficients predicted by the present theory are generally in good agreement with the experimental data. The most notable exception occurs near peak heating for $l / R_{n}=12$; however, the experimental data point in this region takes an inexplicable dip and may be in error.

The axial distribution of heat-transfer coefficients at $\alpha=20^{\circ}$ is presented in figure 25. It can be noted that the present theory is in good agreement with the experimental data. The circumferential distributions at this angle of attack are presented in figure 26 . The heating at this higher angle of attack is qualitatively similar to the heating at $\alpha=10^{\circ}$, except the level on the windward side and leading-edge region is much higher. Again, it is found that the present theory is in good overall agreement with the experimental data.

The inviscid surface streamlines for the delta wing at $\alpha=0^{\circ}$ are presented in figure 27. There is one streamline that lies in the wing leading-edge symmetry plane (fig. 27 (a)) which divides the streamline pattern into a symmetrical upper and lower part. Near the bottom symmetry plane (fig. 27(b)) where the heating is low, the streamlines have very little curvature. However, on the wing leading edge (fig. $27(a)$ ) where the heating is relatively high, the streamlines diverge very rapidly.

The overall agreement between the predicted and measured heating rates on the blunt-slab delta wing is very good. This is the first time that threedimensional heating rates on a blunt-slab delta wing have been calculated successfully. This is very encouraging because this configuration is not axisymmetric and, although analytic, has many features that are similar to more complicated vehicles.

Space Shuttle Orbiter type configuration.- Finally, calculated heattransfer coefficients on a Space Shuttle Orbiter type configuration are compared with experimental measurements from reference 31 at angles of attack of $20^{\circ}$ and $25^{\circ}$. The experimental tests in reference 31 were performed in air ( $\gamma=1.4$ ) at a free-stream Mach number of 7.9 and a free-stream unit Reynolds number of $1.64 \times 10^{6}$ per meter. The ratio of wall to boundary-layer edge stagnation enthalpy $\zeta_{W}$ for the tests was 0.31 , and the Prandtl number was assumed to be 0.72 . The model used in the experimental tests was 0.0175 -scale model of the full-scale vehicle shown in figure 28.

In constructing the mathematical geametry model from the QUICK geametry program to use in the inviscid flow field calculations, the canopy was faired smooth as shown by the dashed line in figure 28, and the vertical tail and reaction jet control pod on the rear of the vehicle were omitted. Difficulties were encountered when computing the lee-side flow field with the "realistic" cross-sectional geometry; thus the lee-side cross section was smoothed out using an elliptical segment. (See dashed line in section A-A of fig. 28.) The lower side of the vehicle geometry was accurately modeled so that the flow on the windward surface could be accurately computed. The modifications to the leeside geometry had no effect on the windward-side flow calculations because in all cases the cross-flow velocity went supersonic before the geometry modifications were encountered. The inviscid solutions were computed over the forward 60 percent of the vehicle length, back to where the wing started to flare out rapidly. (See dashed line in top view of fig. 28.) At this point, the axial velocity at the wing tip became subsonic and the solution could not proceed farther downstream. (See discussion of limitations of supersonic marching techniques in refs. 17 and 19.) Thus, the heating rates could only be computed on approximately the forward 60 percent of the windward side.

The axial distribution of heat-transfer coefficient along the windward symmetry plane at $\alpha=20^{\circ}$ is presented in figure 29. As can be noted, the heattransfer coefficients calculated by the present theory are in very good agreement with the experimental data.

Lateral distributions of heat-transfer coefficient across the lower surface of the model at $\alpha=20^{\circ}$ are presented in figure 30 for two axial stations: $x / L=0.4$ and $x / L=0.5$. The calculated heat-transfer coefficients are in very good agreement with the few experimental data points that are available. Although no data are available near peak heating, the excellent results noted previously for the delta wing in this region lend confidence to the present predictions.

For $\alpha=25^{\circ}$, axial distributions of heat-transfer coefficient are presented in figure 31, and lateral distributions are presented in figure 32. As at the lower angle of attack, the present theory is in very good agreement with the experimental data.

The inviscid surface streamlines on the windward surface of the Space Shuttle Orbiter type configuration are presented in figure 33. It should be noted that near the symmetry plane where the heating rates are relatively low the streamlines have little curvature; whereas at the outer edge of the body where
the heating rates increase sharply, the streamline curvature also increases rapidly - as would be expected.

Thus, on the windward surface of a Space Shuttle Orbiter type configuration where the inviscid flow field can be accurately computed the present theory has been shown to predict heating rates that are in very good overall agreement with experimental data at moderately high angles of attack.

From the present study, it appears that accurate three-dimensional heating rates can be computed on most regions of a vehicle where boundary-layer concepts apply if $\zeta_{w}$ is not too large (i.e., less than approximately 0.4) and an accurate inviscid flow field solution can be computed. The range of $\zeta_{\mathrm{w}}$ might be extended even higher through future comparisons with other experimental data. From the experience gained in the present study it is estimated that the heating over a "complete" vehicle can be obtained in a few minutes computing time on a Control Data CYBER 175 (or equivalent) computer once the inviscid flow field has been obtained. Consequently, the present theory should prove very useful in studying the heating on advanced Earth entry vehicles.

## CONCLUDING REMARKS

A theoretical method has been developed for computing approximate laminar heating rates on three-dimensional configurations at angle of attack. The method is based on the axisymmetric analogue which is used to reduce the three-dimensional boundary-layer equations along streamlines to an equivalent axisymmetric form by using the metric coefficient which describes streamline divergence (or convergence). The method has been coupled with a threedimensional inviscid flow field program for computing surface streamline paths, metric coefficients, and boundary-layer edge conditions. Using this method, accurate laminar heating rates can be computed for a wide range of threedimensional configurations at moderately large angles of attack. This conclusion is supported by good comparisons with experimental data on a spherically blunted $15^{\circ}$ half-angle cone, a spherically blunted $80^{\circ}$ sweep slab delta wing, and a Space Shuttle Orbiter type configuration at angles of attack up to 250 . Computations proceed very rapidly with the heating calculations for a complete configuration requiring only a few minutes of computing time.

Langley Research Center<br>National Aeronautics and Space Administration<br>Hampton, VA 23665<br>July 15, 1980

## APPENDIX A

TRANSFORMATION FROM CYLINDRICAL COORDINATES

TO LOCAL POLAR COORDINATES

The equations relating local polar coordinates and cylindrical coordinates are given by equations (17a) to (17d)

$$
\begin{align*}
& r_{b}=R_{b} \sqrt{\bar{A}^{2}+1} \cos \Phi  \tag{A1}\\
& \phi=\tan ^{-1}(\bar{A})  \tag{A2}\\
& x=X \tag{A3}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{A}=\tan \Phi+r_{0}(X) /\left(R_{b} \cos \Phi\right) \tag{A4}
\end{equation*}
$$

The transformation operators for transforming derivatives from cylindrical coordinates on a surface $(\phi, x)$ to local polar coordinates on a surface $(\Phi, X)$ are

$$
\begin{align*}
& \left(\frac{\partial}{\partial \phi}\right)_{x}=\left(\frac{\partial \Phi}{\partial \phi}\right)_{x}\left(\frac{\partial}{\partial \Phi}\right)_{X}+\left(\frac{\partial \chi}{\partial \phi}\right)_{\mathbf{x}}\left(\frac{\partial}{\partial x}\right)_{\Phi}  \tag{A5}\\
& \left(\frac{\partial}{\partial x}\right)_{\phi}=\left(\frac{\partial \Phi}{\partial x}\right)_{\phi}\left(\frac{\partial}{\partial \Phi}\right)_{\chi}+\left(\frac{\partial \chi}{\partial x}\right)_{\phi}\left(\frac{\partial}{\partial x}\right)_{\Phi} \tag{A6}
\end{align*}
$$

Now since

$$
\left(\frac{\partial \chi}{\partial \phi}\right)_{x}=0
$$

and

$$
\left(\frac{\partial \chi}{\partial x}\right)_{\phi}=1
$$

equations (A5) and (A6) can be written as

$$
\begin{equation*}
\left(\frac{\partial}{\partial \phi}\right)_{\mathbf{x}}=\left(\frac{\partial \Phi}{\partial \phi}\right)_{\mathbf{x}}\left(\frac{\partial}{\partial \Phi}\right)_{X} \tag{A7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{\partial}{\partial x}\right)_{\phi}=\left(\frac{\partial \Phi}{\partial x}\right)_{\phi}\left(\frac{\partial}{\partial \Phi}\right)_{x}+\left(\frac{\partial}{\partial x}\right)_{\Phi} \tag{A8}
\end{equation*}
$$

Similarly, the reverse transformation operators are

$$
\begin{align*}
& \left(\frac{\partial}{\partial \Phi}\right)_{X}=\left(\frac{\partial \phi}{\partial \Phi}\right)_{X}\left(\frac{\partial}{\partial \phi}\right)_{x}  \tag{A9}\\
& \left(\frac{\partial}{\partial x}\right)_{\Phi}=\left(\frac{\partial \phi}{\partial x}\right)_{\Phi}\left(\frac{\partial}{\partial \phi}\right)_{x}+\left(\frac{\partial}{\partial x}\right)_{\phi}
\end{align*}
$$

Now solving equation (A9) for $\left(\frac{\partial}{\partial \phi}\right)_{x}$ the following result is obtained:

$$
\begin{equation*}
\left(\frac{\partial}{\partial \phi}\right)_{x}=\frac{1}{\left(\frac{\partial \phi}{\partial \Phi}\right)_{X}}\left(\frac{\partial}{\partial \Phi}\right)_{X} \tag{All}
\end{equation*}
$$

Comparison of equations (A7) and (All) shows that
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$$
\begin{equation*}
\left(\frac{\partial \Phi}{\partial \phi}\right)_{x}=\frac{1}{\left(\frac{\partial \phi}{\partial \Phi}\right)_{X}} \tag{A12}
\end{equation*}
$$

Similarly, solving equation (A10) for $\left(\frac{\partial}{\partial x}\right)_{\phi}$ and using equation (All) to replace $\left(\frac{\partial}{\partial \phi}\right)_{x}$ results in

$$
\begin{equation*}
\left(\frac{\partial}{\partial x}\right)_{\phi}=-\left[\frac{\left(\frac{\partial \phi}{\partial \chi}\right)_{\Phi}}{\left(\frac{\partial \phi}{\partial \Phi}\right)_{\chi}}\right]\left(\frac{\partial}{\partial \Phi}\right)_{\chi}+\left(\frac{\partial}{\partial \chi}\right)_{\Phi} \tag{A}
\end{equation*}
$$

Comparing equation (A10) with equation (A13) gives

$$
\begin{equation*}
\left(\frac{\partial \Phi}{\partial \mathbf{x}}\right)_{\phi}=-\left[\frac{\left(\frac{\partial \phi}{\partial \chi}\right)_{\Phi}}{\left(\frac{\partial \phi}{\partial \Phi}\right)_{\chi}}\right] \tag{A14}
\end{equation*}
$$

The derivatives $\left(\frac{\partial \phi}{\partial \Phi}\right)_{X}$ and $\left(\frac{\partial \phi}{\partial \chi}\right)_{\Phi}$ can be obtained from equation (A2) as follows:

$$
\begin{equation*}
\left(\frac{\partial \phi}{\partial \Phi}\right)_{\chi}=\left(\frac{\partial}{\partial \Phi}\right)_{\chi}\left(\tan ^{-1} \bar{A}\right) \tag{A15}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(\frac{\partial \phi}{\partial \Phi}\right)_{X}=\frac{1}{1+\bar{A}^{2}}\left(\frac{\partial \bar{A}}{\partial \Phi}\right)_{X} \tag{A16}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\left(\frac{\partial \phi}{\partial \chi}\right)_{\Phi}=\frac{1}{1+\overline{\mathrm{A}}^{2}}\left(\frac{\partial \bar{A}}{\partial \chi}\right)_{\Phi} \tag{A17}
\end{equation*}
$$

From equation (A4), the following expressions can be obtained for the derivatives $\left(\frac{\partial \bar{A}}{\partial \Phi}\right)_{X}$ and $\left(\frac{\partial \bar{A}}{\partial X}\right)_{\Phi}$, respectively:

$$
\begin{align*}
& \left(\frac{\partial \bar{A}}{\partial \Phi}\right)_{X}=\frac{1}{R_{b}^{2} \cos ^{2} \Phi}\left\{R_{b}^{2}+r_{0}\left[R_{b} \sin \Phi-\left(\frac{\partial R_{b}}{\partial \Phi}\right)_{X} \cos \Phi\right]\right\}  \tag{A}\\
& \left(\frac{\partial \bar{A}}{\partial \chi}\right)_{\Phi}=\frac{1}{R_{b} \cos \Phi}\left[\frac{d r_{0}}{d \chi}-\frac{r_{0}}{R_{b}}\left(\frac{\partial R_{b}}{\partial \chi}\right)_{\Phi}\right] \tag{A19}
\end{align*}
$$

Combining equations (A16) and (A18) gives the following expression for $\left(\frac{\partial \phi}{\partial \Phi}\right)_{X}$ :

$$
\begin{equation*}
\left(\frac{\partial \phi}{\partial \Phi}\right)_{X}=\frac{R_{b}^{2}+r_{0}\left[R_{b} \sin \Phi-\left(\frac{\partial R_{b}}{\partial \Phi}\right)_{X} \cos \Phi\right]}{\left(1+\bar{A}^{2}\right)\left(R_{b}^{2} \cos ^{2} \Phi\right)} \tag{A20}
\end{equation*}
$$

Similarly, from equations (A17) and (A19),
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$$
\begin{equation*}
\left(\frac{\partial \phi}{\partial \chi}\right)_{\Phi}=\frac{\frac{\partial r_{0}}{\overline{d \chi}}-\frac{r_{0}}{R_{b}}\left(\frac{\partial R_{b}}{\partial X}\right)_{\Phi}}{\left(1+\overline{\mathrm{A}}^{2}\right)\left(R_{b} \cos \Phi\right)} \tag{A21}
\end{equation*}
$$

From equations (A12) and (A20),

$$
\begin{equation*}
\left(\frac{\partial \Phi}{\partial \phi}\right)_{x}=\frac{\left(1+\bar{A}^{2}\right)\left(R_{b}^{2} \cos ^{2} \Phi\right)}{R_{b}^{2}+r_{0}\left[R_{b} \sin \Phi-\left(\frac{\partial R_{b}}{\partial \Phi}\right)_{X} \cos \Phi\right]} \tag{A22}
\end{equation*}
$$

Similarly, from equations (A14), (A20), and (A21),

$$
\begin{equation*}
\left(\frac{\partial \Phi}{\partial x}\right)_{\phi}=-R_{b} \cos \Phi\left\{\frac{\frac{d r_{0}}{d \chi}-\frac{r_{0}}{R_{b}}\left(\frac{\partial R_{b}}{\partial \chi}\right)_{\Phi}}{R_{b}^{2}+r_{0}\left[R_{b} \sin \Phi-\left(\frac{\partial R_{b}}{\partial \Phi}\right)_{\chi} \cos \Phi\right]}\right\} \tag{A23}
\end{equation*}
$$

In summary, the transformation operators defined by equations (A7) and (A8) can be used with equation (A22) which defines $\left(\frac{\partial \Phi}{\partial \phi}\right)_{x}$ and equation (A23) which defines $\left(\frac{\partial \Phi}{\partial x}\right)_{\phi}$ to transform derivatives from cylindrical coordinates to local polar coordinates. The quantities $R_{b}, \quad r_{0}, \frac{d r_{0}}{d x},\left(\frac{\partial R_{b}}{\partial \Phi}\right)_{X}$, and $\left(\frac{\partial R_{b}}{\partial X}\right)_{\Phi}$ used in the previous equations must be obtained from the geometry description program.

These operators will now be used to transform the equations for the body geometry angles $\delta_{\phi}$ and $\Gamma$ from cylindrical coordinates to local polar coordinates. First, consider $\delta_{\phi}$ which is given by equation (21)
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$$
\begin{equation*}
\tan \delta_{\phi}=\frac{1}{r_{b}}\left(\frac{\partial r_{b}}{\partial \phi}\right)_{x} \tag{A24}
\end{equation*}
$$

Using equation (A7), the derivative $\left(\frac{\partial r_{b}}{\partial \phi}\right)_{x}$ can be written as

$$
\begin{equation*}
\left(\frac{\partial r_{b}}{\partial \phi}\right)_{x}=\left(\frac{\partial \Phi}{\partial \phi}\right)_{x}\left(\frac{\partial r_{b}}{\partial \Phi}\right)_{X} \tag{A25}
\end{equation*}
$$

From equation (A1),

$$
\begin{equation*}
\left(\frac{\partial r_{b}}{\partial \Phi}\right)_{X}=R_{b} \sqrt{1+\bar{A}^{2}} \cos \Phi\left[\frac{1}{R_{b}}\left(\frac{\partial R_{b}}{\partial \Phi}\right)_{\chi}+\frac{\overline{\mathrm{A}}}{1+\overline{\mathrm{A}}^{2}}\left(\frac{\partial \overline{\mathrm{~A}}}{\partial \Phi}\right)_{X}-\tan \Phi\right] \tag{A26}
\end{equation*}
$$

Substituting this result into equation (A24) and using equation (A1) gives

$$
\begin{equation*}
\tan \delta_{\phi}=\frac{\left(\frac{\partial \Phi}{\partial \phi}\right)_{x}\left(\frac{\partial r_{b}}{\partial \Phi}\right)_{X}}{R_{b} \sqrt{1+\overline{\mathrm{A}}^{2}} \cos \Phi} \tag{A27}
\end{equation*}
$$

where $\left(\frac{\partial \Phi}{\partial \phi}\right)_{x}$ is given by equation (A22) and $\left(\frac{\partial r_{b}}{\partial \Phi}\right)_{X}$ is given by equation (A26).

Next, consider $\Gamma$ which is given by equation (22)

$$
\begin{equation*}
\tan \Gamma=\cos \delta_{\phi}\left(\frac{\partial r_{b}}{\partial x}\right)_{\phi} \tag{A28}
\end{equation*}
$$

From equation (A8), the derivative $\left(\frac{\partial r_{b}}{\partial x}\right)_{\phi}$ can be written as

$$
\begin{equation*}
\left(\frac{\partial r_{b}}{\partial x}\right)_{\phi}=\left(\frac{\partial \Phi}{\partial x}\right)_{\phi}\left(\frac{\partial r_{b}}{\partial \Phi}\right)_{\chi}+\left(\frac{\partial r_{b}}{\partial \chi}\right)_{\Phi} \tag{A29}
\end{equation*}
$$

From equation (A1),

$$
\begin{equation*}
\left(\frac{\partial r_{b}}{\partial \chi}\right)_{\Phi}=R_{b} \sqrt{1+\bar{A}^{2}} \cos \Phi\left[\frac{1}{R_{b}}\left(\frac{\partial R_{b}}{\partial \chi}\right)_{\Phi}+\frac{\bar{A}}{1+\bar{A}^{2}}\left(\frac{\partial \bar{A}}{\partial \chi}\right)_{\Phi}\right] \tag{A30}
\end{equation*}
$$

Substituting equation (A29) into equation (A28) yields

$$
\begin{equation*}
\tan \Gamma=\cos \delta_{\phi}\left[\left(\frac{\partial \Phi}{\partial x}\right)_{\phi}\left(\frac{\partial r_{b}}{\partial \Phi}\right)_{\chi}+\left(\frac{\partial r_{b}}{\partial \chi}\right)_{\Phi}\right] \tag{A31}
\end{equation*}
$$

where $\left(\frac{\partial \Phi}{\partial \mathrm{x}}\right)_{\phi}$ is given by equation (A23), $\left(\frac{\partial r_{b}}{\partial \Phi}\right)_{X}$ is given by equation (A26), and $\left(\frac{\partial r_{b}}{\partial \chi}\right)_{\Phi}$ is given by equation (A29).

Next, consider the transformation of the equation describing the streamline location (eq. (19)):

$$
\begin{equation*}
\left(\frac{\partial \phi}{\partial x}\right)_{B}=\frac{1}{r_{b}}\left(\frac{\tan \theta \cos \delta_{\phi}}{\cos \Gamma}-\tan \Gamma \sin \delta_{\phi}\right) \tag{A32}
\end{equation*}
$$

from cylindrical coordinates $\phi_{r} x$ to local polar coordinates $\Phi, X$. Using equations (A2) and (A4), the following are obtained:

$$
\begin{equation*}
\left(\frac{\partial \phi}{\partial x}\right)_{B}=\frac{1}{1+\bar{A}^{2}}\left(\frac{\partial \bar{A}}{\partial x}\right)_{B} \tag{A33}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{\partial \bar{A}}{\partial \mathrm{x}}\right)_{\beta}=\left(\frac{\mathrm{R}_{\mathrm{b}}+\mathrm{r}_{0} \sin \Phi}{\mathrm{R}_{\mathrm{b}} \cos ^{2} \Phi}\right)\left(\frac{\partial \Phi}{\partial \mathrm{x}}\right)_{\beta}+\frac{1}{\mathrm{R}_{\mathrm{b}} \cos \Phi}\left[\left(\frac{\partial r_{0}}{\partial \mathrm{x}}\right)_{\beta}-\frac{r_{0}}{R_{\mathrm{b}}}\left(\frac{\partial \mathrm{R}_{\mathrm{b}}}{\partial \mathrm{x}}\right)_{\beta}\right] \tag{A34}
\end{equation*}
$$

Now, combining equations (A33) and (A34) and solving for $\left(\frac{\partial \Phi}{\partial X}\right)_{B}$ yields

$$
\begin{align*}
\left(\frac{\partial \Phi}{\partial x}\right)_{B}= & \left(\frac{\partial \Phi}{\partial x}\right)_{B}=\left(1+\bar{A}^{2}\right)\left(\frac{R_{b} \cos ^{2} \Phi}{R_{b}+r_{0} \sin \Phi}\right)\left\{\left(\frac{\partial \phi}{\partial x}\right)_{B}\right. \\
& \left.+\frac{1}{R_{b} \cos \Phi}\left[\frac{r_{0}}{R_{b}}\left(\frac{\partial R_{b}}{\partial x}\right)_{B}-\left(\frac{\partial r_{0}}{\partial x}\right)_{B}\right]\right\} \tag{A35}
\end{align*}
$$

Next, changing from an $\mathbf{x}, \beta$ coordinate system to an $\mathbf{x}, \phi$ coordinate system,

$$
\begin{equation*}
\left(\frac{\partial}{\partial x}\right)_{\beta}=\left(\frac{\partial}{\partial x}\right)_{\phi}+\left(\frac{\partial \phi}{\partial x}\right)_{\beta}\left(\frac{\partial}{\partial \phi}\right)_{x} \tag{A36}
\end{equation*}
$$

Further, using equations (A7) and (A8),

$$
\begin{equation*}
\left(\frac{\partial}{\partial x}\right)_{B}=\left(\frac{\partial \phi}{\partial x}\right)_{B}\left[\left(\frac{\partial \Phi}{\partial \phi}\right)_{x}\left(\frac{\partial}{\partial \Phi}\right)_{X}\right]+\left[\left(\frac{\partial \Phi}{\partial x}\right)_{\phi}\left(\frac{\partial}{\partial \Phi}\right)_{X}+\left(\frac{\partial}{\partial X}\right)_{\Phi}\right] \tag{A37}
\end{equation*}
$$

or rearranging terms,

$$
\begin{equation*}
\left(\frac{\partial}{\partial \mathbf{x}}\right)_{\beta}=\left[\left(\frac{\partial \phi}{\partial \mathbf{x}}\right)_{\beta}\left(\frac{\partial \Phi}{\partial \phi}\right)_{x}+\left(\frac{\partial \Phi}{\partial \mathbf{x}}\right)_{\phi}\right]\left(\frac{\partial}{\partial \Phi}\right)_{X}+\left(\frac{\partial}{\partial x}\right)_{\Phi} \tag{A38}
\end{equation*}
$$

Now, since $r_{0}=r_{0}(X)$,

$$
\begin{equation*}
\left(\frac{\partial r_{0}}{\partial x}\right)_{B}=\left(\frac{\partial r_{0}}{\partial \chi}\right)_{\Phi}=\frac{d r_{0}}{d \chi} \tag{A39}
\end{equation*}
$$

With the use of equation (A38), the following is obtained:

$$
\begin{equation*}
\left(\frac{\partial R_{b}}{\partial \mathrm{x}}\right)_{\beta}=\left[\left(\frac{\partial \Phi}{\partial \mathrm{x}}\right)_{\phi}+\left(\frac{\partial \phi}{\partial \mathrm{x}}\right)_{B}\left(\frac{\partial \Phi}{\partial \phi}\right)_{\mathrm{x}}\right]\left(\frac{\partial \mathrm{R}_{\mathrm{b}}}{\partial \Phi}\right)_{X}+\left(\frac{\partial \mathrm{R}_{\mathrm{b}}}{\partial \mathrm{x}}\right)_{\Phi} \tag{A40}
\end{equation*}
$$

where $\left(\frac{\partial \Phi}{\partial x}\right)_{\phi}$ is given by equation (A23), $\left(\frac{\partial \phi}{\partial x}\right)_{\beta}$ is given by equation (A32), $\left(\frac{\partial \Phi}{\partial \phi}\right)_{x}$ is given by equation (A22), and $\left(\frac{\partial R_{b}}{\partial \Phi}\right)_{X}$ and $\left(\frac{\partial R_{b}}{\partial X}\right)_{\Phi}$ are given by the geometry description program QUICK.

## CALCULATION OF SURFACE VELOCITY DIRECTION FROM

## INVISCID SOLUTION

In order to integrate equation (30) to determine the location of a streamline on the surface, it is necessary, to know $\theta=\theta(\Phi, X)$. This must be obtained from a solution of the inviscid flow field. The solution is obtained using the STEIN (supersonic three-dimensional external inviscid) flow field code described in references 17 and 19. From the inviscid solution the Cartesian velocity components are known; these can then be used to determine the velocity direction $\theta$ on the surface.

Consider sketch (a), which shows the Cartesian velocity components $W_{1} r W_{2}$, and $W_{3}$, and sketch (b), which shows a cross-section plane normal to the body axis:


Sketch (a)


Sketch (b)

The velocity components $v_{t}$ and $\bar{v}_{n}$ are given by the equations

$$
\begin{align*}
& v_{t}=w_{3} \cos \left(\phi-\delta_{\phi}\right)-w_{2} \sin \left(\phi-\delta_{\phi}\right)  \tag{B1}\\
& \bar{v}_{\mathrm{n}}=w_{3} \sin \left(\phi-\delta_{\phi}\right)+w_{2} \cos \left(\phi-\delta_{\phi}\right) \tag{B2}
\end{align*}
$$

## APPENDIX B

Now, in a plane parallel to the axis and normal to the body shown in sketch (c),


Sketch (c)
the velocity component tangent to the body $w_{t}$ is given by the equation

$$
\begin{equation*}
w_{t}=\bar{v}_{n} \sin \Gamma+w_{1} \cos \Gamma \tag{B3}
\end{equation*}
$$

Finally, the streamline direction $\theta$ is given by the equation

$$
\begin{equation*}
\theta=\tan ^{-1} \quad\left(v_{t} / w_{t}\right) \tag{B4}
\end{equation*}
$$

## APPENDIX C

## DEVELOPMENT OF EQUATIONS FOR CALCULATING <br> HEAT-TRANSFER RATE AT WALL

The heat-transfer rate to the wall $q_{w}$ is given by the expression

$$
\begin{equation*}
q_{w}=k_{w}\left(\frac{\partial T}{\partial n}\right)_{w} \tag{C1}
\end{equation*}
$$

where $k$ is the thermal conductivity of the fluid and $\left(\frac{\partial T}{\partial n}\right)_{w}$ is the derivative of the temperature of the fluid normal to the wall. Equation (Cl) can be rewritten in terms of the static enthalpy derivative as follows:

$$
\begin{equation*}
g_{w}=\frac{k_{w}}{c_{p, w}}\left(\frac{\partial h}{\partial n}\right)_{w} \tag{C2}
\end{equation*}
$$

Neglecting cross flow in the boundary layer, the static enthalpy $h$ is related to the total enthalpy $H$ by the equation

$$
\begin{equation*}
h=H-\frac{u^{2}+w^{2}}{2} \tag{C3}
\end{equation*}
$$

Differentiating the terms in equation (C3) with respect to $n$ yields

$$
\frac{\partial h}{\partial n}=\frac{\partial H}{\partial n}-u \frac{\partial u}{\partial n}-w \frac{\partial w}{\partial n}
$$

and since $u=w=0$ at the wall,

$$
\begin{equation*}
\left(\frac{\partial h}{\partial n}\right)_{W}=\left(\frac{\partial H}{\partial n}\right)_{W} \tag{C4}
\end{equation*}
$$

Substituting equation (C4) into (C2) yields

$$
\begin{equation*}
q_{w}=\frac{k_{w}}{c_{p, w}}\left(\frac{\partial H}{\partial n}\right)_{w} \tag{C5}
\end{equation*}
$$

Multiplying and dividing the right-hand side of equation (C5) by $\mu_{w}$ yields

$$
\begin{equation*}
\Phi_{w}=\mu_{W}\left(\frac{k}{c_{p} \mu}\right)_{w}\left(\frac{\partial H}{\partial n}\right)_{w}=\frac{\mu_{w}}{N_{P r, w}}\left(\frac{\partial H}{\partial n}\right)_{w} \tag{C6}
\end{equation*}
$$

The laminar boundary-layer equations are usually solved in a Levy-Lee type coordinate system ( $\bar{\xi}, \vec{\eta}$ ) given by the following equations (ref. 25):

$$
\begin{align*}
& \bar{\xi}=\int_{0}^{s}(\rho \mu)_{w}^{u_{e}}{ }_{e}^{h_{2}^{2}} d s  \tag{C7}\\
& \bar{\eta}=\frac{u_{e} h_{2}}{\sqrt{2 \bar{\xi}}} \int_{0}^{n} \rho d n \tag{C8}
\end{align*}
$$

Using these variables, equation (C6) can be transformed to the following form:

$$
\begin{equation*}
q_{w}=\frac{\mu_{w}}{N_{P r, w}}\left(\frac{\partial \bar{\eta}}{\partial \bar{n}}\right)_{w}\left(\frac{\partial H}{\partial \bar{\eta}}\right)_{w}=\frac{(\rho \mu)_{w} u_{e}{ }^{h_{2}}}{N_{P r, w}}\left(\frac{\partial H}{2 \bar{\xi}}\right)_{w} \tag{C9}
\end{equation*}
$$

The total enthalpy in equation (C9) can be nondimensionalized by multiplying and dividing the right-hand side by $H_{e}$ (which is independent of $\bar{\eta}$ ) to obtain the following:

$$
\begin{equation*}
q_{w}=\left[\frac{\mathrm{H}_{\mathrm{e}}(\rho \mu)_{\mathrm{w}} \mathrm{u}_{\mathrm{e}} \mathrm{~h}_{2}}{\mathrm{~N}_{\mathrm{Pr}, \mathrm{w}} \sqrt{2 \bar{\xi}}}\right]\left[\frac{\partial\left(\mathrm{H} / \mathrm{H}_{\mathrm{e}}\right)}{\partial \bar{\eta}}\right]_{\mathrm{w}} \tag{C10}
\end{equation*}
$$
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Now defining

$$
\begin{equation*}
\zeta_{W}^{\prime} \equiv\left[\frac{\partial\left(H / H_{e}\right)}{\partial \bar{n}}\right]_{W} \tag{C11}
\end{equation*}
$$

equation (C7O) can be written as

$$
\begin{equation*}
q_{w}=\left[\frac{H_{e}(\rho \mu)_{w} \mathrm{u}_{\mathrm{e}} \mathrm{~h}_{2}}{\mathrm{~N}_{\mathrm{Pr}, \mathrm{w}} \sqrt{2 \bar{F}}}\right] \zeta_{\mathrm{w}}^{\prime} \tag{C12}
\end{equation*}
$$

which is the same as equation (34).
In reference 25 it was shown that $\zeta_{W}^{\prime}$ could be approximated by the expression

$$
\begin{align*}
\zeta_{W}^{\prime}= & 0.47\left(\frac{\rho_{e} \mu_{e}}{\rho_{w} \mu_{W}}\right)^{0.475}\left[1-\left(1-N_{\operatorname{Pr}, \mathrm{w}}\right)\left(1-t_{e}\right)\right] \\
& \times\left(1+0.1 \sqrt{\bar{\beta} t_{e}}\right)\left(1-\zeta_{W}\right) \tag{C13}
\end{align*}
$$

where $\vec{\beta}$ is the velocity gradient parameter given by the equation

$$
\begin{equation*}
\bar{\beta}=\frac{2 \bar{\xi}\left(\frac{d u_{e}}{d s}\right)}{t_{e}(\rho \mu)_{W}\left(u_{e} h_{2}\right)^{2}} \tag{Cl4}
\end{equation*}
$$

Equation (C13) predicts values of $\zeta_{w}^{\prime}$ that agree with tabulated results from boundary-layer solutions presented in reference 26 to within $\pm 10$ percent for the following range of conditions:

$$
0.1835 \leqq\left(\frac{\rho_{e} \mu_{e}}{\rho_{w} \mu_{w}}\right) \leqq 0.9367
$$

$$
0.2 \leqq t_{e} \leqq 1.0
$$

$0.0076 \leqq \zeta_{\mathrm{W}} \leqq 0.75$
$0.5 \leqq \bar{\beta} \leqq 3.5$

Thus, from equations (C12) and (C13), heating rates can be rapidly calculated from boundary-layer edge and wall parameters without having to solve the complete set of boundary-layer partial differential equations (7) to (10).

In the present study, it was found that a slightly more accurate prediction of $\zeta_{\mathrm{W}}^{\prime}$ corld be obtained by using the following equation (same as eq. (36)):

$$
\begin{align*}
\zeta_{\mathrm{W}}^{\prime}= & 0.47\left\{\left[1.48-0.23\left(\frac{\rho_{\mathrm{e}} \mu_{e}}{\rho_{\mathrm{w}} \mu_{\mathrm{W}}}\right)\right]\left(\frac{\rho_{\mathrm{e}} \mu_{\mathrm{e}}}{\rho_{\mathrm{w}} \mu_{\mathrm{w}}}\right)^{0.5}\right\}\left\{\mathrm{N}_{\mathrm{Pr}, \mathrm{w}}\left[1-0.24 N_{\mathrm{Pr}, \mathrm{w}}\left(1-t_{e}\right)^{2}\right]\right\} \\
& \times(1+0.11 \sqrt{\bar{\beta}})\left(\zeta_{\mathrm{aw}}-\zeta_{\mathrm{W}}\right) \tag{C15}
\end{align*}
$$

where $\zeta_{a w}$ is given by

$$
\begin{equation*}
\zeta_{\mathrm{aw}}=\mathrm{RF}+(1-\mathrm{RF}) \mathrm{t}_{\mathrm{e}} \tag{Cl6}
\end{equation*}
$$

and the wall recovery factor $R F$ for laminar flow is assumed to be

$$
\begin{equation*}
\mathrm{RF}=\sqrt{\mathrm{NPr}_{\mathrm{Pr}, \mathrm{~W}}} \tag{Cl7}
\end{equation*}
$$

Predicted values of $\zeta_{W}^{\prime}$ from equation (C15) agree with results of the boundarylayer solutions presented in reference 26 to within approximately $\pm 4$ percent for the following range of conditions:

$$
\begin{align*}
& 0.1835 \leqq\left(\frac{\rho_{\mathrm{e}} \mu_{\mathrm{e}}}{\rho_{\mathrm{w}} \mu_{\mathrm{w}}}\right) \leqq 1.385  \tag{Cl8a}\\
& 0.2 \leqq \mathrm{t}_{\mathrm{e}} \leqq 1.0  \tag{CT8b}\\
& 0.0076 \leqq \zeta_{\mathrm{w}} \leqq 0.75 \tag{C18c}
\end{align*}
$$
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$$
\begin{equation*}
0 \leqq \bar{\beta} \leqq 3.5 \tag{C18d}
\end{equation*}
$$

A few typical comparisons are presented in table $I$.
The range of conditions over which equation (C15) has been correlated covers the range of experimental conditions of interest in the present study which are given for experimental data by the following:

$$
\begin{align*}
& 0.6 \leqq\left(\frac{\rho_{\mathrm{e}} \mu_{\mathrm{e}}}{\rho_{\mathrm{w}} \mu_{\mathrm{W}}}\right) \leqq 1.1  \tag{C19a}\\
& 0.4 \leqq \mathrm{t}_{\mathrm{e}} \leqq 1.0  \tag{C19b}\\
& 0.27 \leqq \zeta_{\mathrm{W}} \leqq 0.33  \tag{C19c}\\
& 0 \leqq \bar{\beta} \leqq 0.7
\end{align*}
$$

(C19d)

Equations (Cl2) (or eq. (34)) and (C15) (or eq. (36)) have been used in the present study to provide a simple but accurate method of calculating heating rates along a surface streamline.
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TABLE I.- COMPARISON OF VALUES OF $\zeta_{\mathrm{W}}^{\prime}$ FROM EQUATION (Cl5) WITH EXACT SIMILAR BOUNDARY-LAYER SOLUTIONS FROM REFERENCE 26

| $\rho_{\mathrm{e}} \mathrm{H}_{\mathrm{e}}$ <br> $\rho_{w} \mu_{w}$ | $t_{e}$ | $\zeta_{\text {w }}$ | $\mathrm{N}_{\mathrm{Pr}}$ | $\bar{\beta}$ | $\zeta_{W}^{\prime}$ |  | Percent error |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Reference 26 | Equation (C15) |  |
|  | 1.0 | 0.152 | 0.709 | $\begin{aligned} & 0 \\ & .5 \\ & 3.5 \end{aligned}$ | 0.2845 | 0.2755 | -3.16 |
|  |  |  |  |  | . 3055 | . 2969 | -2.82 |
|  |  |  |  |  | . 3377 | . 3322 | -1.63 |
|  | $1.0$ | . 75 | . 735 | 0 | . 1013 | . 1049 | 3.55 |
|  |  |  | $1$ |  | .1141 | . 1130 | -. 96 |
|  |  |  |  |  | . 1316 | . 1265 | -3.88 |
| 1.3850 | $i^{2}$ | ${ }^{7}$ | .699 | 0 | . 1518 | . 1479 | -2.57 |
|  |  |  |  | 1.0 | . 1697 | . 1641 | -3. 30 |
| $\downarrow$ |  | $\downarrow$ | $\downarrow$ | 0 | . 1817 | . 1778 | -2.15 |
| . 2322 | 1.0 | . 0152 | . 709 |  | . 2230 | . 2256 | 1.17 |
| 1 | $\downarrow$ |  | $\downarrow$ | . 5 | . 2399 | . 2431 | 1.33 |
| $\downarrow$ |  |  |  | 3.4 | . 2659 | . 2713 | 2.03 |
| . 2505 | $\stackrel{.}{ }{ }^{\text {. }}$ | . 0152 | . 709 | . 5 | . 2206 | . 2246 | 1.81 |
| 1 |  | $\downarrow$ | 1 |  | . 2365 | . 2421 | 2.37 |
| $\downarrow$ |  |  | $\dagger$ | 3.2 | . 2616 | . 2688 | 2.75 |
| . 3462 | $\stackrel{\downarrow}{.}$ | . 03 |  | 0 | . 2293 | . 2308 | . 65 |
| 1 | . 6 |  | ${ }^{.680}$ | . 5 | . 2454 | . 2487 | 1.34 |
| $\downarrow$ |  | $\downarrow$ |  | 3.0 | . 2715 | . 2747 | 1.18 |
| . 6249 | $\stackrel{\rightharpoonup}{4}_{4}$ | .10 | $.$ | 0 | . 2891 | . 2940 | 1.69 |
| 1 | . 4 |  | $.768$ | .53.5 | . 3099 | . 3169 | 2.26 |
| $\downarrow$ |  | $\downarrow$ | $\begin{gathered} \downarrow \\ .768 \end{gathered}$ |  | . 3498 | . 3545 | 1.34 |
| . 3897 | $i^{8}$ | . 05 |  | 0 | . 2871 | . 2877 |  |
| 1 |  |  | .$^{.768}$ | . 5 | . 3087 | . 3101 | . 21 |
| $\downarrow$ |  | $\downarrow$ | $\stackrel{\downarrow}{.} 768$ | 3.2 | . 3426 | . 3444 | . 53 |
| . 7931 | $\stackrel{\square}{.}$ | . 10 |  | 0 | . 2889 | . 2947 | 2.01 |
| 1 | - 2 |  |  | . 5 | . 3086 | . 3177 | 2.95 |
| $\downarrow$ |  | $\downarrow$ | $\dagger$ | 3.5 | . 3518 | . 3554 | 1.02 |
| . 9367 | . 6 | . 50 | . 699 | 0 | . 1723 | . 1700 | -1.33 |
|  | $1$ | $\begin{gathered} \downarrow \\ .50 \\ . \end{gathered}$ |  | .3.50.50.53.5 | $\begin{aligned} & .1882 \\ & .2118 \\ & .1628 \\ & .1763 \\ & .1978 \end{aligned}$ | $\text { . } 1832$ | $\begin{aligned} & -2.66 \\ & -3.21 \end{aligned}$ |
| $\downarrow$ |  |  |  |  |  | $\text { . } 2050$ |  |
| 1.0810 | . 4 |  |  |  |  | $\begin{aligned} & .1587 \\ & .1711 \\ & .1914 \end{aligned}$ | $\begin{aligned} & -2.52 \\ & -2.95 \\ & -3.24 \end{aligned}$ |
|  |  |  |  |  |  |  |  |
| $\downarrow$ |  |  |  |  |  |  |  |



Figure 1.- Typical surface streamlines and boundary-layer velocity profile.


Figure 2.- Typical advanced reentry vehicle.


Figure 3.- Cylindrical coordinate system.


Figure 4.- Local polar coordinate system.


Figure 5.- Illustration of flow field calculation procedure.


Figure 6.- Streamline pattern of nose of general three-dimensional vehicle.

$\overline{O A}=r_{b}$
$\overline{A C}$ is normal to body at $A$
$\overline{A B}$ is projection of $\overline{A C}$ on cross-sectional plane Figure 7.- Definition of body-geometry angles $\delta_{\phi}$ and $\Gamma$.


Figure 8.- Definition of velocity-direction angle $\theta$.

(a) $x / R_{n} \leq 2$.

Figure 9.- Comparison of metric coefficients with body cross-sectional radius
for spherically blunted $15^{\circ}$ half-angle cone. $\alpha=0{ }^{\circ} ; M_{\infty}=10.6 ; \gamma=1.4$.

(b) $x / R_{n} \geq 2$.

Figure 9.- Concluded.


Figure 10.- Axial distribution of heating rate on a spherically blunted $15^{\circ}$ half-angle cone at $\alpha=0^{\circ} . \quad M_{\infty}=10.6 ; \quad \gamma_{2}=1.4 ; \quad N_{\text {Re, }}=1.31 \times 10^{6}$ per meter; $\zeta_{\mathrm{w}}=0.27$; $\mathrm{R}_{\mathrm{n}}=0.95 \mathrm{~cm} ; \quad \mathrm{q}_{\mathrm{S}}=224.32 \mathrm{~kW} / \mathrm{m}^{2}-\mathrm{s}$.


Figure 11.- Axial distribution of heating rate on a spherically blunted $15^{\circ}$ half-angle cone at $\alpha=10^{0} \dot{\sigma}^{2} M_{\infty}=10.6 ; \quad \gamma=1.4 ; \quad N_{R e, \infty}=1.31 \times 10^{6}$ per meter; $\zeta_{W}=0.27 ;$


Figure 12.- Circumferential distribution of heating rate on a spherically blunted $15^{\circ}$ half-angle cone at $\alpha=10^{\circ} . M_{\infty}=10.6 ; \gamma=1.4 ; \quad N_{\text {Re, } \infty}=1.31 \times 10^{6}$ per meter; $\zeta_{W}=0.27 ; \quad q_{s}=224.32 \mathrm{~kW} / \mathrm{m}^{2}-{ }_{\mathrm{s}}$.


Figure 13.- Axial distribution of heating rate on a spherically blunted $15^{\circ}$ half-angle cone at $\alpha=20^{\circ} . M_{\infty}=10.6 ; \gamma=1.4$; $N_{R e, \infty}=1.31 \times 10^{6}$ per meter; $\zeta_{W}=0.27 ;{ }_{q_{s}}=224.32 \mathrm{~kW} / \mathrm{m}^{2}-\mathrm{s}$.


Figure 14.- Circumferential distribution of heating rate on a spherically blunted $15^{\circ}$ halfangle cone at $\alpha=20^{\circ} . M_{\infty}=10.6 ; \quad \gamma=1.4 ; \quad N_{R e, \infty}=1.31 \times 10^{6}$ per meter; $\zeta_{W}=0.27$; $\mathrm{q}_{\mathrm{S}}=224.32 \mathrm{~kW} / \mathrm{m}^{2}-\mathrm{s}$.


Figure 15.- Side view of inviscid surface streamline patter $\alpha=20^{\circ}$.
a spherically blunted
$M_{\infty}=10.6 ; \quad \gamma=1.4$.


Figure 16.- Geometry of shifted pole for spherically blunted $15^{\circ}$ half-angle cone.


Figure 17.- Comparison of axial heat-transfer calculations on a spherically blunted $15^{\circ}$
half-angle cone with shifted and unshifted poles at $\alpha=0^{\circ} . \quad M_{\infty}=10.6 ; \gamma=1.4$;
$\mathrm{N}_{\mathrm{Re}, \infty}=1.31 \times 10^{6}$ per meter; $\zeta_{\mathrm{W}}=0.27 ; \quad \mathrm{R}_{\mathrm{n}}=0.95 \mathrm{~cm} ; \quad \dot{q}_{\mathrm{S}}=224.32 \mathrm{~kW} / \mathrm{m}^{2}-\mathrm{s}$.


Figure 18.- Comparison of axial heat-transfer calculations on a spherically blunted $15^{\circ}$ half-angle cone with shifted and unshifted poles at $\alpha=10^{\circ} . \quad M_{\infty}=10.6 ; \gamma=1.4$; $\mathrm{N}_{\mathrm{Re}, \infty}=1.31 \times 10^{6}$ per meter; $\zeta_{\mathrm{w}}=0.27 ; \mathrm{R}_{\mathrm{n}}=0.95 \mathrm{~cm} ; \mathrm{q}_{\mathrm{S}}=224.32 \mathrm{~kW} / \mathrm{m}^{2}-\mathrm{s}$.


Figure 19.- Comparison of circumferential heat-transfer calculations on a spherically blunted $15^{\circ}$ half-angle cone with shifted and unshifted poles at $\alpha=10^{\circ} . M_{\infty}=10.6 ; \gamma=1.4$; $\mathrm{N}_{\mathrm{Re}, \infty}=1.31 \times 10^{6}$ per meter; $\zeta_{\mathrm{w}}=0.27 ; \quad \mathrm{R}_{\mathrm{n}}=0.95 \mathrm{~cm} ; \mathrm{G}_{\mathrm{s}}=224.32 \mathrm{~kW} / \mathrm{m}^{2}-\mathrm{s}$.


Figure 20.- $80^{\circ}$ sweep slab delta wing. $R_{n}=1.27 \mathrm{~cm}$.


Figure 21.- Axial distribution of heat-transfer coefficient in windward symmetry plane of $80^{\circ}$ sweep slab delta wing at $\alpha=0^{\circ} . M_{\infty}=9.6$; $\gamma=1.4 ; N_{\text {Re, }}=3.94 \times 10^{6}$ per meter; $\zeta_{W}=0.33 ; R_{n}=1.27 \mathrm{~cm} ;$ $\mathrm{h}_{\mathrm{s}}=0.3796 \mathrm{~kW} / \mathrm{m}^{2}-\mathrm{s}-\mathrm{K}$.


Figure 22.- Circumferential distribution of heat-transfer coefficient on a spherically blunted $80^{\circ}$ sweep delta wing at $\alpha=0^{\circ} . M_{\infty}=9.6 ; \gamma=1.4 ; N_{R e, \infty}=3.94 \times 10^{6}$ per meter; $\zeta_{w}=0.33 ; \quad R_{n}=1.27 \mathrm{~cm} ; \quad h_{s}=0.3796 \mathrm{~kW} / \mathrm{m}^{2}-\mathrm{s}-\mathrm{K}$.


Figure 23.- Axial distribution of heat-transfer coefficient in windward symmetry plane of spherically blunted $80^{\circ}$ sweep slab delta wing at $\alpha=10^{\circ}$. $M_{\infty}=9.6$; $\gamma=1.4 ; \quad N_{R e, \infty}=3.94 \times 10^{6}$ per meter; $\zeta_{W}=0.33 ; \quad R_{n}=1.27 \mathrm{~cm} ;$ $h_{s}=0.3796 \mathrm{~kW} / \mathrm{m}^{2}-\mathrm{s}-\mathrm{k}$.


Figure 24.- Circumferential distribution of heat-transfer coefficient on spherically blunted $80^{\circ}$ sweep slab delta wing at $\alpha=10^{\circ} . M_{\infty}=9.6 ; \gamma=1.4 ; N_{R e}=3.94 \times 10^{6}$ per meter; $\zeta_{\mathrm{w}}=0.33 ; \quad \mathrm{R}_{\mathrm{n}}=1.27 \mathrm{~cm} ; \quad \mathrm{h}_{\mathrm{S}}=0.3796 \mathrm{~kW} / \mathrm{m}^{2}-\mathrm{s}-\mathrm{R}$.


Figure 25.- Axial distribution of heat-transfer coefficient in windward symmetry plane of a spherically blunted $80^{\circ}$ sweep delta wing at $\alpha=20^{\circ} . M_{\infty}=9.6 ; \gamma=1.4 ; \quad N_{\text {Rer }}=3.94 \times 10^{6}$ per meter; $\zeta_{\mathrm{W}}=0.33 ; \mathrm{R}_{\mathrm{n}}=1.27 \mathrm{~cm} ; \quad \mathrm{h}_{\mathrm{S}}=0.3796 \mathrm{~kW} / \mathrm{m}^{2}{ }^{2} \mathrm{~s}-\mathrm{K}$.


Figure 26,- Circumferential distribution of heat-transfer coefficient on a spherically blunted $80^{\circ}$ sweep slab delta wing at $\alpha=20^{\circ} . M_{\infty}=9.6 ; \gamma=1.4 ; N_{R e, \infty}=3.94 \times 10^{6}$ per meter; $\zeta_{w}=0.33 ; \quad \mathrm{R}_{\mathrm{n}}=1.27 \mathrm{~cm} ; \quad \mathrm{h}_{\mathrm{s}}=0.3796 \mathrm{~kW} / \mathrm{m}^{2}-\mathrm{s}-\mathrm{K}$.

(a) Side view.

(b) Bottom view.

Figure 27.- Inviscid surface streamline pattern on a spherically blunted $80^{\circ}$ sweep slab delta wing at $\alpha=00 . M_{\infty}=9.6 ; \gamma=1.4$.


Figure 28.- Space Shuttle Orbiter type configuration.


Figure 29.- Axial distribution of heat-transfer coefficient on Shuttle Orbiter type configuration at $\alpha=20^{\circ}$. $M_{\infty}=7.9$; $\gamma=1.4 ; \mathrm{N}_{\mathrm{Re}, \infty}=1.64 \times 10^{6}$ per meter; $\zeta_{\mathrm{W}}=0.31$; $\mathrm{h}_{\mathrm{r}}=0.4984 \mathrm{~kW} / \mathrm{m}^{2}-\mathrm{s}-\mathrm{K}$.

(a) $x / L=0.4$.

(b) $x / L=0.5$.

Figure 30.- Lateral distribution of heat-transfer coefficient
on Space Shuttle Orbiter type configuration at $\alpha=20^{\circ}$.
$M_{\infty}=7.9 ; \quad \gamma=1.4 ; \quad N_{R e, \infty}=1.64 \times 10^{6}$ per meter;
$\zeta_{\mathrm{W}}^{\infty}=0.31 ; \mathrm{h}_{\mathrm{r}}=0.4984 \mathrm{~kW} / \mathrm{m}^{2}-\mathrm{s}-\mathrm{K}$.


Figure 31.- Axial distribution of heat-transfer coefficient
on Space Shuttle Orbiter type configuration at $\alpha=25^{\circ}$. $M_{\infty}=7.9 ; \quad \gamma=1.4 ; \quad N_{\text {Re, } \infty}=1.64 \times 10^{6}$ per meter;
$\zeta_{W}^{\infty}=0.31 ; \mathrm{h}_{\mathrm{r}}=0.4984 \mathrm{~kW} / \mathrm{m}^{2}-\mathrm{s}-\mathrm{K}$.
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