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# backward deletion to minimize prediction errors in models from factorial. 

# experiments with zero to six center points 

by Arthur G. Holms

National Aeronautics and Space Administration<br>Lewis Research Center<br>Cleveland, Ohio 44135

## SUMMARY

Population model coefficients were chosen to simulate a saturated $2^{4}$ fixedeffects experiment having an unfavorable distribution of relative values. Using random number studies, deletion strategies were compared that were based on the F-distribution, on an order statistics distribution of Cochran's, and on a combination of the two. The strategies were compared under the criterion of minimizing the maximum prediction error, wherever it occurred, among the two-level factorial points. The strategies were evaluated for each of the conditions of $0,1,2,3,4,5$, or 6 center points.

Three classes of strategies were identified as being appropriate, depending on the extent of the experimenter's prior knowledge. In almost every case the best strategy was found to be unique according to the number of center points. Among the three classes of strategies, a security reget class of strategy was demonstrated as being widely useful in that over a range of coefficients of variation from 4 to 65 percent, the maximum predictive error was never increased by more than 12 percent over what it would have been, if the best strategy had been used for the particular coefficient of variation.

The relative efficiency of the experiment, when using the security regret strategy, was examined as a function of the number of center points, and was found to be best when the design used one center point.

## INTRODUCTION

The two-level, fixed effects, full or fractional-factorial designs of experiment, without replication, are often appropriate for those situations where the experiment is very expensive or time consuming. An example of costly experimenting is provided by the destructive testing of simulated aircraft turbine engine components, as in the rotor burst protection testing described by Mangano (1977). A rotor burst protection investigation was planned as a two-level fractional factorial experiment to measure the containment efficiencies of composite structures. The description (Holms 1977a) of that experiment is illustrative of one area of applicability of the results of the present investigation.

If a two-level full- or fractional-factorial experiment is performed and $n_{s}$ observations are obtained from $n_{c}$ orthogonal experimental conditions, the appropriate empirical equation for representing the results can have as many as $n_{c}$ terms, each with a coefficient that has been fitted to the data. When this
is done, a question that should be asked is: "Can the predictive accuracy be improved if some of the terms are deleted?" The fact that some of the terms might degrade the predictive accuracy of a fitted equation was recognized by Walls and Weeks (1969) but they gave no procedure for Identifying such terms.

A method for the sequential deletion of terms that was intended to reduce the prediction error was given by Kennedy and Bancroft (1971). Their method assumed that the experimenter has a prior established order for subjecting the terms to a sequence of significance tests. Unfortunately, in many experimental situations, there is no subject matter basis for establishing a prior order, and in such cascs an order statistics procedure is appropriate. An order statistics approach for significance testing was used in a pair of related papers by Daniel (1959) and by Birnbaum (1959). They were not then seeking to minimize prediction er rors.

For model selection procedures used with small saturated experiments (experiments designed to have only as many experimental conditions as there are model parameters to be fitted), the analysis should begin with a minimum number of estimable terms being sacrificed to form a denominator for the test statistic. A procedure using m-terms sacrificed, where $m$ can be as small as one, was investigated by Holms and Berrettoni (1969). The object vis to delate terms in a manner where some control was maintained over the probabilities of Type 1 or Type 2 decision errors.

The minimizing of prediction error was the object of an investigation of a chain pooling strategy as described by Holms (1974). Whereas that investigation had assumed that only one cycle of analysis would be used, a suggestion given by Holms and Berrettoni (1969) was that more than one cycle shoulf be used. The purpose of a fu:ther chain pooling investigation (Holms (1977b)) was to optimize a combined procedure that might contain more than one analysis cycle, where the procedure is to be optimized for minimum prediction error. An important application of chain pocling occurs in empirical optimum seeking.

A widely accepted methodology for the design and analysis of experiments that are efficient for the empirical attainment of optimum conditions was introduced by Box and Wilson (1951) and refined by Box and Hunter (1957). These methods are now known as response surface methodology. Designs that are optimal for fitting second deyree equations were studied by lucas (1974 and 1976), who was concerned with the optimality of single block designs, but multi-block designs are often appropriate in the applications of response surface methods. A catalog of multi-block designs, limited to those particularly applicable to response surface methods, was given by holms (1967). Response surface methodology assumes that hypercube and star blocks will contain "center points." Criteria for the numbers of such points to use, together with tables of recommended numbers, were given by Box and Hunter (1957). Criteria leading to much smaller numbers of center points for single block experiments were given by Lucas (1976). The purpose of Holms (1979) was to characterize the experiment designer's options for numbers of center points in a range from very small to moderately large for multiblock sequential designs. The multiblock sequential designs were those for which treatment tables had been given by Holms (1967). The numbers of center points used in each of the hypercube blocks ranged from zero to six.

The purpose of the present investigation is to identify chain pooling type sequential deletion procedures that will minimize the prediction errors in models fitted to the results of experiment designs having 16 hypercube points and any of zero to six center points. The investigation used Monte Carlo studies, and the results are exhibited as tables giving some of the operating characteristics of admissible strategies for each of the center point options. A security regret strategy is identified within each set of admissible strategies, and it is shown to be useful for a wide range of coefficients of variation.

## MULTISTAGE DECISION PROCEDURE

## Population Model

The single observation value of the response is assumed to occur according to the model

$$
\begin{equation*}
y=E(Y)+e \tag{1}
\end{equation*}
$$

where $e$ is independently normally distributed with mean zero and variance $0^{2}$. (Some robustness against nonnormality for a chain pooling procedure was demonstrated by Holms and Berrettoni (1967).)

For relatively saturated experiments that are smaller than 16 observations, the opinion is offered that such experiments are too small to provide both (1) good estimates of model coefficients and (2) a good test statistic, in cases where random errors are large enough to call for a statistical decision procedure. The simulations of the present investigation were all performed with experiments containing 16 hypercube points plus zero to six center points in the belief that such experiments are large enough to justify the use of a statistical decision procedure, but small enough so that the precise optimization of the procedure would be quite beneficial. Where $g$ is the number of independent variables, and the experiment is assumed to be a $2^{-h}$ fractional replicate of the full factorial experiment, the factorial observations are assumed to result one-for-one from the hypercube points and their numer is

$$
n_{c}=2^{\prime-h}=16
$$

An example of an appropriate model equation for the population mean value of the response in the case of four independent variables is

$$
\begin{align*}
E(Y)= & \beta_{1}+\beta_{2} x_{1}+\beta_{3} x_{2}+\beta_{4} x_{1} x_{2}+\beta_{5} x_{3}+\beta_{6} x_{1} x_{3}+\beta_{7} x_{2} x_{3} \\
& +\beta_{8} x_{1} x_{2} x_{3}+\beta_{9} x_{4}+\beta_{10} x_{1} x_{4}+\beta_{11} x_{2} x_{4}+\beta_{12} x_{1} x_{2} x_{4} \\
& +\beta_{13} x_{3} x_{4}+\beta_{14} x_{1} x_{3} x_{4}+\beta_{15} x_{2} x_{3} x_{4}+\beta_{16} x_{1} x_{2} x_{3} x_{4} \tag{2}
\end{align*}
$$

The model is assumed linear with orthogonality of parameter estimates provided by the design of the experiment or by an orthogonalizing transformation (Holms (1974)). The subsequent discussion assumes that an equation such as (2) will
be fitted to the results of a two-lovel experiment where the $x^{\prime} s$ are "design values," namely, the high level of $x_{k}$ is represented by $x_{k}=+1$ and the low level of $x_{k}$ is represented by $x_{k}=-1$. (If center points are used, they have coordinates with all $x_{k}=0$ ).

The initial model fitting is assumed to give least squares estimates of the model parameters that are minimum variance unbiassed linear estimates and for parameters beyond $B_{1}$ have the form

$$
\begin{equation*}
b_{i}=\frac{1}{n_{c}} \sum_{k=1}^{n_{c}} a_{i k} y_{k} \tag{3}
\end{equation*}
$$

where $i=2, \ldots, n_{c}$ and the $a_{i k}$ are appropriate values of plus or minus one. Such estimates have expectations

$$
\begin{equation*}
E\left(b_{i}\right)=\beta_{i} \tag{4}
\end{equation*}
$$

## Combination Estimate For Zero Degree Coefficient

A weighted estimrte of the $\beta_{1}$ of equation (2) is to be formed from the $n_{c}$ hypercube observations and the $n_{0}$ center point observations where all observations are assumed to have variance $\sigma^{2}$. Model coefficients estimated from the hypercube observations each have variance

$$
V\left(b_{i}\right)=\sigma^{2} / n_{c}
$$

Thus, the variance of the function estimate for a model such as equation (2) with coefficients all estimated, for example, by Yates' method from such observations is (at the design center)

$$
V\left(\hat{Y}_{0}\right)=V\left(b_{1}\right)=\sigma^{2} / n_{c}
$$

Let $Y_{0}$ be estimated from a combination of the $n_{c}$ hypercube points and the $n_{0}$ center points. Let $\bar{y}_{0}$ be the arithmetic mean of the $n_{0}$ center point observations. Then the estimate of $Y_{0}$ weighted inversely as the variances of $b_{1}$ and $\bar{y}_{0}$ is

$$
\hat{Y}_{0}=\left(n_{c} b_{1}+n_{0} \bar{y}_{0}\right) /\left(n_{c}+n_{0}\right)
$$

Because the coefficient estimates are uncorrelated, the weighted estimate $\hat{Y}_{0}$ is also the least squares estimate of $\beta_{1}$. Thus, if $b_{1}$ is the estimate of the zero degree coefficient from the Yates analysis, the least squares estimate from the combined observations is

$$
\begin{equation*}
b_{1}^{\star}=\left(n_{c} b_{1}+n_{0} \bar{y}_{0}\right) /\left(n_{c}+n_{0}\right) \tag{5}
\end{equation*}
$$

The squares of the estimates multiplied by $n_{c}$ provide the numerator mean squares used in the hypothesis testing.

$$
\begin{equation*}
z_{i}=n_{c} b_{i}^{2} \tag{6}
\end{equation*}
$$

These mean squares have expectations

$$
\begin{equation*}
E\left(Z_{i}\right)=\sigma^{2}+n_{c} \beta_{i}^{2} \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
V\left(Y_{k}\right)=\sigma^{2} \tag{8}
\end{equation*}
$$

for

$$
1=2, \ldots, n_{c}
$$

and for

$$
k=1, \ldots, n_{c}
$$

Thus, from equation (7) if any $\beta_{1}$ is zero, the associated $Z_{i}$ is an estimator of $\sigma^{2}$.

The denominator for the hypothesis testing is based on the construction of sums of squares. Six cases are identified according to combinations of the values of $n_{0}$ and $m_{p}$ where $n_{0}$ is determined by the design of the experiment and $m_{p}$ is choscn according to a strategy of hypothesis testing. The cases are identified by the first three columns of table 1. Equations for the initial sum of squares, $S_{0}$, to be used in the starting denoninator of the test statistic are derived in appendix $B$ and given in the fifth column of table 1.

## Sequential Deletion

Because case a provides no denominator sum of squares, there can be no deletion procedure. All the model coefficients are estimated and all the terms are retained.

Case d uses $n_{0}=0$ and $m_{p}>0$. This is the case investigated by Holms (1969). The drletion method of that investigation was as follows:

The mear 'luares, $Z_{i}$, from the usual Yates' analysis (aside from the zero degree coefficient) are ordered in nondecreasing magnitude and renamed $Z_{(j)}$ :

$$
Z_{(1)} \leq \cdots \leq Z_{(n)}
$$

where $j=1, \ldots, n$ and $n=n_{c}-1$. As stated by Birnbaum (1959) the optimal decision procedure when all except possibly one of the coefficients of an equation such as (2) are zero uses a test developed by Cochran (1941). The statistic is:

$$
C_{n}=Z(n) /(Z(1)+\cdots+Z(n))
$$

Chain-poollng assumes that: $m_{p}$ of the smallest $Z_{(j)}$ have been generated with zero population coefficients. Their sum is called $R_{j-1}$ where initially

$$
j-1=m_{p}
$$

Multiplication of the critical points of Cochran's distribution by $\mathcal{f}$ gives the critical points of the $U_{j}$ distribution tabulated by Holms and Berrettoni (1967). The mean square $Z(j)$ is tested for significance at nominal preliminary level $\alpha_{p}$ using the statistic

$$
\begin{equation*}
U_{j}=j Z_{(j)} /\left(R_{j-1}+Z_{(j)}\right) \tag{9}
\end{equation*}
$$

If $Z_{(j)}$ is not significant, $j$ is indexed upward by one and the next mean square is tested. If any mean square so tested is significant, (e.g., the $f-t h$ ) then each subsequent larger mean square is tested at a nominal final level $\alpha_{f}$, where $\alpha_{f} \leqq \alpha_{p}$. For example, the $k$-th mean square is tested using the statistic

$$
\begin{equation*}
U_{j}=j Z_{k} /\left(R_{j-1}+Z_{k}\right) \tag{10}
\end{equation*}
$$

If the $k$-th ordered mean square is the smallest mean square to test significant at level $\alpha_{f}$ then all terms associated with smaller mean squares are deleted from the model. Because the assumptions of Cochran's distribution are thereby repeatedly violated, the useful values of the strategy parameters ( $m_{p}, \alpha_{p}, \alpha_{f}$ ) were determined from simulation studies.

The generalization of the strategy ( $m_{p}, a_{p}, \alpha_{f}$ ) investigated by Holms ( 1977 b) included a sequence of analysis cycles, but showed that merely one cycle was sufficient. The cases with no $>0$ are cases $b, c$, $e$, and $f$. A hypothesis testing procedure more general than Holms (1977b) is appropriate for these cases.

Consider cases $b$ and $c$ where $n_{0}>0$ and $m_{p}=0$. The first mean square to be tested is $Z(1)$ and the null hypothesis is

$$
H_{0}: G_{(1)}=0
$$

where for any $j, B_{(j)}$ is the parameter associated with the ordered mean square 7. j ) . The alternative hypothesis is

$$
\mathbf{H}_{\mathbf{a}}: B(1)>0
$$

Because the $U_{j}$ is not defined for $j=2, Z(1)$ cannot be tested against the $U_{j}$ distribution. If the test is performed against the F-distribution, the fact that $Z_{(1)}$ is an ordered statistic implies that a test of nominal size $\alpha$ will not have true size $\alpha$. With this proviso, a nominal size a-test is performed.

For case b the test statistic is

$$
\begin{equation*}
F_{1, n d f b}=\frac{n_{d f b^{7}}(1)}{S S_{b}} \tag{11}
\end{equation*}
$$

with $n_{d f}$ defined by equation (B3) and with $S_{b}$ computed by equation (B4). For case $c$ the equivalent test statistic is

$$
\begin{equation*}
F_{1, \text { ndf } c}=\frac{n_{d f c^{2}}(1)}{S_{c}} \tag{12}
\end{equation*}
$$

where $n_{d} f$ is given by equation (B6) and $S S_{c}$ is given by equation (B5).
If $Z(1)$ is reported significant then no further testing is done and there is no conditional deletion of terms.

For either of cases $b$ or $c$ let $S_{0}$ be the initial sum of squares and let $\bar{n}_{\text {dfo }}$ be the initial degrees of frecdom. If $Z(1)$ was reported as insignificant, then it is pooled with $S S_{0}$ for a test of $Z_{(2)}$. The test statistic is then

$$
\begin{equation*}
F_{1, n d f 0+1}=\frac{\left(n_{\mathrm{df0}}+1\right) \mathrm{z}}{\mathrm{ss}_{0}+\mathrm{Z}_{(1)}} \tag{13}
\end{equation*}
$$

Testing and pooling continue in this manner, provided insignificance is the result of the prior test.

The test statistic for any $Z_{(j+1)}$ is thus

$$
\begin{equation*}
F_{1 .}: f 0+j=\frac{\left(n_{d f 0}+j\right) z_{(j+1)}}{S s_{0}+Z_{(1)}+\cdots \cdots+Z_{(j)}} \tag{14}
\end{equation*}
$$

For $j>1$ the option exists of testing $Z(j)$ against the F-distribution or against the $U_{j}-d i s t r i b u t i o n$. These options are also both available for the first test of $\mathrm{a}^{\prime} Z_{(j)}$ in cases (d), (e), and (f), however, testing against the F-distribution might not be good for case (d), because in case (d), there is neither a pure error nor a residual sum of squares, and the testing is performed entirely with ordered mean squares.

Suppose the situation is that of $n_{0}>0$ and $j>1$. A criterion is needed for choosing between testing against the F-distribution or against the $\mathrm{U}_{j}$ - distribution. If J is relatively small and $n_{0}$ is relatively large, the $F$-distribution might ine more appropiate, whereas if $j$ is relatively large
 One approach could be, for $j, ~=$ to compute $j / n_{0}$ and use the F-distribution for $j / n_{0} \leq r f$ and use the $U_{j}-d i s t r i b u t i o n$ for $j / n_{0}>r_{F}$ where $0 \leq r_{F}<{ }^{\circ}$ and where $r_{p}$ has been optimized from Monte Carlo studies. Table 2 shows how the choice of the value of $r_{F}$ affects the vaiues of $n_{0}$ and $j$ at which a transfer occurs from the use of the $F$-distribution to the use of the $U_{j}-d i s t r i-$ bution.

Consider the case

$$
\begin{equation*}
\mathrm{j} / \mathrm{n}_{0} \cdot \mathrm{r}_{\mathrm{F}} \tag{15}
\end{equation*}
$$

The $U_{j}$ statistic is defined by equation (9). Suppose the criterion $J>$ rfo
has been met and the information in $y_{01}, \cdots, y_{0 n 0}$ is to be combined with that in $Z_{(1)} \cdots,{ }^{2}(j)$ for a test of $Z_{\text {( }}$ ) against a rritical point of the $U_{j}$-distribution. An approximation to equation (9) is

$$
\begin{equation*}
t_{j}=\frac{\left(n_{d f 0}+j\right) z(j)}{s s_{0}+z(1)+\cdots+z(j)} \tag{16}
\end{equation*}
$$

The distribution of $t_{j}$ of equation (16) is merely an approximation to the distribution of $U_{j} o_{i}$ equation (9) because the denominator of equation (16) has been stabilized by the $n_{d f 0}$ mean squares in $\mathrm{SS}_{0}$.

Under the null hypothesis, $z(j)$ is the largest of an ordered sample of $j$
 is an estimator of $\sigma^{2}$ as is the quantity $\left(r_{j-1}+z_{(j)}\right) / j$ of equation (9) the quantity $j$ of equation (16) rather than the quantity ( $n_{d f 0}+j$ ) was used as the entry point of the $U_{j}$-tables, because the tables are based in part on the numerator ${ }^{2}(j)$ being the $j$-th extreme value of a sample of mean squares together having mean value $\sigma^{2}$.

For case $d$, use of the $U_{j}$-distribution implies that the first test using equation (9) takes place with

$$
r_{j-1}=s s_{d}
$$

where ${S S_{d}}$ is defined by equation (B7) and $j=m_{p}+1$. Subsequent testing is done with

$$
t_{j}=\frac{j z(j)}{S S_{d}+z\left(m_{p}+1\right)+\cdots+z(j)}
$$

For either of cases e or $f$, with $J \leq r_{\mathrm{Fn}}^{\mathrm{O}}$, the test statistic is provided by equation (14) with $\mathrm{SS}_{0}$ and $\mathrm{n}_{\mathrm{f}} \mathrm{f} 0$ being given by equations (B9) and (B10) for case $e$ and by (B11) and (B12) for case $f$. If $Z_{(j)}$ tests as insignificant, then it is pooled with (added to) the denominator of the test statistic and $J$ is indexed upward one unit. When some $Z_{(j)}$ tests as significant, the testing is stopped and $\hat{\eta}$ terms are deleted from the model where $\hat{\eta}$ is the integer value of $r_{\eta}(j-1)$ where $r_{\eta}$ has been empirically optimized. The terms deleted are those corresponding to the $\hat{\eta}$ smallest mean squares. If $z(j)$ tests as insignificant at $J=n_{c}-1$, then $n$ is the integer value of $r_{\eta}\left(n_{c}-1\right)$.

## Definition of Strategy

In summary, the expressions for degrees of freedon and sums of squares are given in table 1 , and the entire sequential deletion strategy is specified by the parameters ( $m_{p}, r_{F}, \alpha F, a_{U}, r_{\eta}$ ). Where $m_{p}$ has range $0 \leqq m_{p}<n_{c}, m_{p}$ is the number of mean squares initially pooled. If $Z_{(j)}$ is the $j$-th ordered mean square being tested, then $Z_{(j)}$ is tested against the $U_{j}$ - distribution at nominal level of if $j \geqslant l$ and $j>r_{F n_{0}}$. The mean square $z_{(j)}$ is otherwise tested against the F-distribution at nominal level af. The convention $a_{F}=1.0$ is used to signify that no testing is done against the F-dist: ibution, and the convention $a_{U}=1.0$ is used to signify that no testing is done against the $U_{j}$-distribution. The number of terms found to be insignificant is
multiplied by $r_{\eta}$ and the integer value of the product, namely, $\hat{\eta}$, is the number of smallest absolute value coefficients whose terms will be deleted from the model. (The coefficient, $b_{1}^{h}$, of the zero degree term is excluded from the deletion procedure.) In the notation for the atrategy parameter set ( $m p, r f, a_{F}, a_{U}, r_{n}$ ), a long dash will be used to represent a parmeter If it has been made inoperative by a value assigned to some other parameter.

## SIMULATION PROCEDURE

## Unfavorable Population Model

The basic chain pooling concept was investigated for the purpose of minimizing prediction error as described by Holms (1974). That investigation was concerned with the fitting of models to fractional factorial experiments under the condition of population functions of irregular shape. The present emphasis is on the condition where the relative values of the population coefficients are all unfavorable to the deletion procedure. For reasons given by Holms and Berrettoni (1969) this condition is achieved by proportioning the squares of the $\varepsilon_{k}$ values to the ex!ected values of the order statistics of a single $X_{(1)}^{2}$ distribution.

To accomplish such proportioning, let $\zeta_{k}$ be the expectation of the $k-t h$ order statistic among $\rho$ independent $X^{2}$ (1) statistics. Let

$$
\delta_{k}^{2}=\xi_{\rho-k+1} \quad \text { for } \quad k=1, \cdots, \rho
$$

Expectationc of order statistics from gama distribution with sale parameter one, shape parameter $1 / 2$ and many sample sizes have been tabulated (Harter, H. L. (1964)). Multiplying such values by 2 gives the expectations of the order statistics of the central $x^{2}(1)$ distribution. Such expectations, for a sample of size $D$. provide the values called for by the definition of the $\zeta_{k}$.

Equation (13) of Holms and Berrettoni (1969) now gives for the coefficients:

$$
\begin{equation*}
\beta_{1}=\left(\frac{\lambda o^{2}}{2^{g-h}}\right)^{1 / 2} \delta_{k} \tag{17}
\end{equation*}
$$

where $k=1,2,3, \cdots, \rho ; 1=1,2, \cdots, n_{c}$ and $i=k+1$ for $k=1, \cdots$. $\rho$; and $\beta_{1}=0$ otherwise.

The statistician's strategy consists of the components ( $m_{p}, r_{F}, \alpha_{F}, \alpha_{U}$, $r_{n}$ ). Nature's strategy consists of the number, $\rho$, of non-null population parameters, and the mean noncentrality narameter, $\lambda$. Let

$$
\begin{equation*}
\theta^{2}=\frac{\lambda}{2^{g-h}} \tag{18}
\end{equation*}
$$

From equations (17) and (18)

$$
\begin{equation*}
\beta_{1}=\theta 0 \delta_{k} \tag{19}
\end{equation*}
$$

Because of the freedom to choose the value $\lambda$ and because $\lambda$ is a scale parameter on $0^{2}$ (eq. (17)) an investigation of the efret of variations in $0^{2}$ is superfluous, and $0^{2}$ will be set equal to one.

In general, the smaller the number of null mean squares, $n$, the greater will be the probability of decision errors. This was illustrated in figute 4 of the paper by Holms and Berrettoni (1969). Thus, the moet difficult situation arises for $\eta=0$. For the $2 g-h$ experiment with $g-h=4$, and where the $B_{1}$ term (zero degree term) is not subjected to testing, the condition equivalent to $\eta=0$ is the condition $\cap=15$.

As developed by Holms (1977b), a nature's s:rategy with $p=15$ and a normal discribution of model parameters would seom to be a 1 ghly likely strategy, and correspondingly, a statistician's strategy optimized against such a nature's strategy should be thought of as a Bayes strategy. As developed by Holins and Berrettoni (1969), such a normal distribution of model parameters is represented by the parameter distributions of table 3 and these distributions are highly unfavorable to the statistical decision procedure. A procedure optimized against $\rho=15$ and the distribution of $\delta_{k}$ of table 3 may therefore also be regarded as a securlty strategy. Such a nature's strategy (table 3) will therefore be chosen as the strategy against which the statistician's strategy will be optimized, and such optimization wiil therefore combine the Bayes and security attributes.

## Steps of Simulations

Ordinarily, in the analysis of a real experiment, Yates' method would be applied to the observations to give estimates of the model coefficients. The population mean values and the errors of the observations would be unknown. but in this investigation, the values of the population mean values are required to be known. The steps in a simulated experiment were as follows:

1. An unfavorable set of $B_{i}$ were constructed as indicated by equation (19).
2. Population mean values, $H_{i}$, for the simulated observations were computed from the $B_{i}$ using the reversed Yates' method of Duckworth (1965).
3. Pseudo normal random errors, ei, were generated as described by Holms (1977b).
4. The simulated observations. $y_{i}$, were senerated by

$$
\begin{equation*}
y_{i}=H_{i}+v_{i} \tag{20}
\end{equation*}
$$

for ${ }^{5}$. The $b_{i}$ were estimated from the $y_{i}$ using Yates' method, except for $b_{1}^{*}$. Which wefghted in the $y_{0 k}$ as in the preceding section (eq. (5)).
6. Some of the $b_{i}$ were set equal to zoro using the stratesy

$$
\left(m_{p}, r_{r}, x_{r}, x_{U}, r_{j}\right)
$$

7. The reversed Yates' method oi Duckworth (1965) was used to compute predicted values, $\hat{y}_{i}$, using the reduced set of $b_{i}$.
8. The prediction errors were computed from

$$
\begin{align*}
e_{p i} & =\hat{y}_{i}-\mu_{i}  \tag{21}\\
i & =1,2, \cdots, 16
\end{align*}
$$

Additional details of these steps are given in appendices $C$ and $D$.

## Magnitude of Scale (Noncentrality) Parameter

Any particular strategy ( $m_{p}, r_{F}, \alpha_{F}, \alpha_{U}, r_{\eta}$ ) was evaluated for an array of populations having five unique values of the mean noncentrality parameter, $\lambda$, namely, $0.25,1.00,4.00,16.00$, and 64.00 . From equation (18) with $\mathrm{n}_{\mathrm{c}}=2^{8-h}=16$ the corresponding values of $\theta$ are $0.125,0.25,0.5,1.0$, and 2.0 .

As developed by Holms (1977b), the reduction of $V\left(\hat{Y}_{i}\right)$ achievable by deleting terms is $\sigma^{2} / n_{c}$ for each term deleted. On the other hand, if equation (2) is the population model, and if the $x$-values are all +1 , the bias in $\hat{Y}$ is increased by the amount of $\beta_{i}$ for each $\beta_{i}$ value that is deleted. Thus, an optimal strategy to minimize the squared error of $\hat{Y}$ should not only delete all terms for which the population $B_{i}$ is zero, it should also delete at least all terms for which the bias contribution to mean square error is less than the variance contribution.

Because in the simulations all $\beta_{1} \geqq 0$ and as indicated by equation (2), for that point of the experiment where all of the $x$-values have the value +1 , the wected value of $Y_{i}$ takes on its greatest absolute value, which is (eq. (19))

$$
\mu_{\max }=\max _{i}\left[E\left(Y_{i}\right)\right]=\sum_{j=1}^{0} \theta \delta_{j}
$$

The values of $\sum_{j=1}^{\rho} \theta \delta_{j}$ for $\rho=15$ have been listed in table 3. Because $\sigma=1$, these values are also the values of $\mu_{\max } / \sigma$.

Reciprocals of $\mu_{\text {max }} / \sigma$ are here defined as coefficients of variation for the maximum population mean values. From table 3 such coefficients vary from a high of 64.3 percent (at $\theta=0.125$ ) to a low of 4.0 percent (at $\theta=$ 2.000). This range of such a coefficient of variation suggests that the range of $0.125 \leq \theta \leq 2.000$ is an adequately wide range of $\theta$ to represent the situations that an experimenter might encounter.

## EVALUATION CRITERIA

Where eoin are the "observation" errors, namely, the pseudo normal randon numbers generated in the nth simulation, the "observations" are given consistently with equation (20) by

$$
\begin{gather*}
y_{0 i \ell n}=\mu_{i \ell}+e_{0 i n}  \tag{22}\\
\ell=1,2, \ldots, l_{\theta} ; 1=1,2, \ldots, n_{c}
\end{gather*}
$$

Following the selection of terms (where some of the coefficient estimates are set equal to zero), the predicted values of the dependent variable are computed for all the hypercube combinations of the independent variables, by the reversed Yates' method of Duckworth (1965). The difference between fredicted values, $y_{p i f m n}$, of the dependent variable for the nth simulation and the population mean will be called the prediction error, and thus it is (consistent with eq. (21)):

$$
\begin{gather*}
e_{p i \ell m n}=y_{p i \ell m n}-\mu_{i \ell}  \tag{23}\\
\ell=1,2, \ldots, \ell_{\theta} ; m=1,2, \ldots, n_{n 0} ; i=1,2 \ldots, n_{c}
\end{gather*}
$$

Over the $n_{e}$ simulations, the sample mean square error of prediction for a given treatment is

$$
\begin{equation*}
\overline{\mathrm{e}}_{\mathrm{pi} \mathrm{\ell m}}^{2}=\frac{1}{n_{\mathrm{e}}} \sum_{n=1}^{n_{e}} e_{p i \ell m n}^{2} \tag{24}
\end{equation*}
$$

The maximum of such errors over the treatments is

$$
\begin{equation*}
e_{\max }^{2}=e_{p \ell m, \max }^{2}={ }_{i=1, \ldots, n_{c}\left(e_{p i \ell m}^{2}\right)}^{\max } \tag{25}
\end{equation*}
$$

The mean of the squared error over the simulations and over the points of the space of the experiment is

$$
\begin{equation*}
\overleftarrow{e}_{p \ell m}^{2}=\frac{1}{n_{c}} \sum_{i=1}^{n_{c}} e_{p i \ell m}^{2} \tag{26}
\end{equation*}
$$

Equations (25) and (26) provide two criteria for measuring the effectiveness of a strategy. The particular set of values of strategy parameters that minimizes $\bar{e}_{p \ell m, m a x}$ (as given by eq. (25)) can be called a security strategy, and if the points of the space of the experiment are assumed to be equally likely of being of interest, the particular set that minimizes $\bar{e}_{\boldsymbol{p} \ell}^{2}$ can be called an approximate Bayes strategy. For either criterion, the values of squared errors would have been the prime consideration.

The criteria of equations (25) and (26) were evaluated using computer simulations using 1000 experiments. Thus, the long run mean squared error of the decision procedures was evaluated. This leaves open the question $c f$ how badly a decision procedure might perform in individual cases. One approach to this question is to evaluate the stability of the mear squared errors observed in the simulations. Thus, in addition to the criteria of , uations (25) and (26) two other criteria for the effectiveness of a strategy 1 ie investigated. They are concerned with the stability of the quantities defined by equations (25) and (26). The instability of these criteria can be measured by the variance of the squara of the prediction error. The estimate of the variance of $e_{\text {pilmn }}^{2}$ is

$$
\begin{equation*}
\dot{V}\left(e_{p i \ell m}^{2}\right)=\frac{1}{n_{e}-1}\left[\sum_{n=1}^{n_{e}}\left(e_{p i \ell m n}^{2}\right)^{2}-\frac{1}{n_{e}}\left(\sum_{n=1}^{n_{e}} e_{p i \ell m n}^{2}\right)^{2}\right] \tag{27}
\end{equation*}
$$

Equation (27) gives an unbiased estimate of the variance of the squared error over $n_{e}$ simulations. The maximum of this quantity over the space of the simulated experiments is defined by

$$
\begin{equation*}
v\left(e^{2}\right)_{\max }=\hat{v}\left(e_{\ell m}^{2}\right)_{\max }=\max _{i=1, \ldots, n_{c}}\left[\hat{v}\left(e_{p i \ell m}^{2}\right)\right] \tag{28}
\end{equation*}
$$

The arithmetic mean of the variance of the squared error over the space of the experiments is defined by

$$
\begin{equation*}
\hat{v}\left(\bar{e}_{\ell m}^{2}\right)=\frac{1}{n_{c}} \sum_{i=1}^{n_{c}} \hat{v}\left(e_{p i \ell m}^{2}\right) \tag{29}
\end{equation*}
$$

The average number of terms, $\bar{\rho}_{i m}$, selected by the strategy, is computed for each of the values of $\theta_{\ell}, \ell=1, \ldots, \ell_{\theta}$ and for each of the values of $n_{0}, m=1, \ldots, n_{n} 0$. The program also computes the ratio of the maximum prediction error to the scale parameter 0 . The ratio is computed from $\theta_{\ell}$ and from the $\bar{e}_{\text {max }}$ of equation (25):

$$
\begin{equation*}
C_{\text {ee, mx }}(\theta)=\frac{e_{p \ell m, \max }}{\theta_{\ell}} \tag{30}
\end{equation*}
$$

The value of $C_{e e, m x}(0)$ of the preceding equation was adjusted to penalize it for the increased experimentation needed for the reduction in variance that might be expected from the additional center point observations. Thus, with

$$
\begin{gather*}
n_{t}=n_{c}+n_{0} \\
c_{a e, m x}(\theta)=n_{t}^{1 / 2} c_{c e, m x}(0) \tag{31}
\end{gather*}
$$

Although the experiments were simulated, the model fitting and selection was performed, and predicted values were computed as if the experiments were full factorial experiments, the conclusions ot the investigation are not necessarily limited to full factorial experiments. The errors of the predicted values were always evaluated at points of the space of the experiment for which "observations" were available. Thus, the conclusions of the experiment are equally applicable to regular fractional factorial experiments with 16 treatments, provided that the only concern is with prediction errors at the points of the experiment where observations were actually acquired. Thus, for example, if the experiment were a one quarter replicate on 6 independent variables, the strategy recommendations apply to predictions for the 16 hypercube conditions actually performed. The errors might be much larger, and a different sequential deletion strategy might be preferred, if predictions were to be made for some of the 48 treatments that had not been performed. As shown by Holms (1974), such predictions should be based on a far more stringent deletion strategy than for the case of predictions limited to points of actual observations.

## COMPUTER PROGRAM

Computations were performed using the computer program, POOL9U. Details of the program are given in appendices $C, D$, and $E$. The manner of repeated use of arrays for the simulated observations and estimated model parameters is shown by figure 1. The major program $\operatorname{logic}$ is exhibited by figure 2. The branch points for the computation of sums of squares according to the six cases of table 1 are exhibited by figure 2(a). The procedure for the significance tests is exhibited by figure $2(\mathrm{~b})$, and the final deletion procedure is exhibited by figure 2(c).

## SIMULATION RESULTS

Results of an investigation of the effect of Monte Carlo sample size on the stability of the empirical results for a similar chain pooling strategy were given by Holms (1977b). In general, the results converged to a constant when the number of sampled experiments was 1000 or more. Variability of results occurred as the number of sampled experiments was reduced below 1000. All of the strategy comparisons of the present investigation were performed for 1000 sampled experiments. All simulations were performed for $\rho=15$. The strategies were compared in terms of the maximum coefficient of error, $\mathrm{C}_{\mathrm{a} e}, \mathrm{mx}$, adjusted for $\mathrm{n}_{0}$, as defined at equation (31).

## Large Coefficient of Variation

The investigation of Holms (1977b) concerned the case of $n_{0}=0$. One of the conclusions was that if the investigator has prior knowledge that the relative error is quite large (coefficients of variation in the neighborhood of 65 percent), the strategy should immediately delete the five smallest absolute value terms and then test with continued pooling at a nominal test level of 0.05 againsit the $U_{j}$-distribution, to estimate a number $\hat{n}$ of insignificant terms. The optimum number of terms deleted from the model was shown to be the integer value of $1+0.675 \hat{n}$.

The strategy parameters of the present investigation are ( $m_{p}, r_{F}, \alpha_{F}$, $\alpha_{u}$, and $r_{n}$ ). With $n_{0}=0$, no testing or deletion can be accomplished unless $m_{p}>0$. As exhibited by figure $2(b)$, the initial value of $j$ is $m_{p}+1$. Thus, even if $a_{F}<1.0$, figure $2(b)$ shows that with $m_{p}>0, j$ is $>1$, and with $n_{0}=0, j$ is $\quad r_{F_{0}}$ for any finite $r_{F}$, and thus control is transferred to statement 418, and testing against the F-distribution is excluded. Thus, any testing with $n_{0}=0$ is done against the $U_{j}$-distribution.

In the present investigation, the number of terms deleted from the model is $r_{\eta} \hat{n}$. In Holms (1977b) the nun.ber was $1+r_{2} \hat{n}$. Thus, for an equal number of terms to be deleted in the two investigations,

$$
r_{n} \dot{\hat{n}}=\left(1+r_{2}\right) \dot{n}
$$

from which

$$
r_{n}=r_{2}+1 / \hat{n}
$$

Thus, whereas $r_{2}=0.675$ was found to be optimum for large coefficients of variation ( $\theta=0.125$ ) in Holms (1977b), a value of $r_{\eta}$ somewhat larger than 0.675 should be anticipated to be optimum for $n_{0}=0$ and $\theta=0.125$ in the present investigation.

From the preceding discussion, an optimum strategy for $n_{0}=0$ and $\theta=0.125$ should be anticipated to occur in the domain extending to larger values of $r_{\eta}$ beginning with the strategy ( $\left.m_{p}, r_{F}, a_{F}, a_{V}, r_{\eta}\right)=(5$, , 1.00, 0.05, 0.675). ( $\alpha_{F}=1.00$ makes $r_{F}$ inoperative in the preceding discussion.) This anticipation was confirmed in that the best strategy for $\mathrm{n}_{0}=0$ and $\theta=0.125$ was ( $5, \ldots, 1.0,0.05,0.75$ ).

The best strategies for $\theta=0.125$ and for each of $n_{0}=0,1,2,3,4$, 5 , and 6 are listed in the last row of table 4 for each value of $n_{0}$.

## Small Coefficient of Variation

If the statistician's loss function is the maximum adjusted relative error over the space of the experiment, $\mathrm{C}_{\mathrm{ae}, \mathrm{mx}}$, then the strategy that is optimal for $\theta=0.125$ is a security strategy because within the present investigation $C_{a e, m x}$ is larger for $\theta=0.125$ than for any other value of $\theta$ investigated. On the other hand, if the statistician's loss function is simply the absolute value of the maximum squared error over the space of the experiment, namely, $\bar{e}_{\text {max }}^{2}$ as defined by equation (25) then (with any sequential deletion) that quantity is a maximum within the present investigation at $\theta=2.000$ and thus the security strategy for such a loss function would be the strategy that minimizes $C_{a e, \max }$ (2.000).

The strategy anticipated to minimize $C_{a e, m x}(2.0)$ is the strategy with no deletion, which is symbolized as ( $m_{p}, r_{F}, \alpha_{F}, \alpha_{U}, r_{n}$ ) $=(0, \ldots, 1.0,1.0$, $0.0)$, which results in $\overline{\bar{V}}=15$. This anticipation was realized for $n_{0}=0$, but for the larger values of $n_{0}$, some deletion (resulting in $\bar{T}<15.0$ ) actually gave the best strategies for $0=2.0$. (Results and operating characteristics of the strategies that gave the smallest observed values of $C_{a e, m x}$ (2.0) are listed in the first row of table 4 , for each value of $n_{0}$.)

## Admissible Strategies

For the purposes of the present investigation, a strategy will be classed cither as admissible or as dominated according to its values of $\mathrm{C}_{\mathrm{ae}, \mathrm{mx}}{ }^{(\theta)}$ at both $\theta=0.125$ and $\theta=2.000$. A strategy will be said to be dominated if for $\theta=0.125$ there is another strategy with the same or lesser $C_{a e, m x}$ ( 0.125 ) and with a lesser $C a e, m x(2.000)$. A strategy will also be said to be dominated if there is another strategy with the same or lesser $C_{a e, m x}(2.000)$ and with a lesser $C_{a e, m x}$ (0.125).

Any strategy that is not dominated is defined as being admissible. The strategies found to be admissible are listed in table 4, together with some of their operating characteristics.

## Security Regret Strategies

The strategies of table 4 have been listed for each value of $n_{0}$ in the nondecreasing order of $\mathrm{C}_{\mathrm{ae}, \mathrm{mx}}$ (2.0). Thus, the first strategy listed for each $n_{0}$ is the strategy giving the smallest value of $\mathrm{C}_{\mathrm{ae}, \mathrm{mx}}$ (2.0) for the given $n_{0}$. The last strategy listed in table 4 for any given $n_{0}$ is a strategy giving the smallest value of $\mathrm{C}_{\mathrm{ae}, \mathrm{mx}}(0.125)$.

The regret function of a statistical decision procedure, as a function of a parameter $\theta$, is here defined as the excess loss occurring with the procedure at a particular value of $\theta$ as compared with the loss that would have occurred had the best statistical decision procedure been used for that particular value of $\theta$. For the purposes of the present investigation a regret function $R(\theta)$ is defined for $\theta=0.125$ as being the $C_{a e}, m x(0.125)$ for any strategy divided by the value of $C_{a e, m x}$ for the best strategy for that value of $\theta$, and $R(\theta)$ is defined for $\theta=2.000$ as being the $C_{a e, m x}(2.000)$ for any strategy divided by the value of $\mathrm{C}_{\mathrm{ae}, \mathrm{mx}}$ for the best strategy for that value of $\theta$.

Thus, for the successive values of $n_{0}$, the regret functions $R\left(n_{0}, \theta\right)$ are

$$
\mathrm{R}\left(\mathrm{n}_{0}, 0.125\right)=\mathrm{C}_{\mathrm{ae}, \mathrm{mx}}\left(\mathrm{n}_{0}, 0.125\right) / \min \left[\mathrm{C}_{\mathrm{ae}, \mathrm{mx}}\left(\mathrm{n}_{0}, 0.125\right)\right]
$$

and

$$
R\left(n_{0}, 2.0\right)=C_{a e, m x}\left(n_{0}, 2.0\right) / m i n\left[c_{a e, m x}\left(n_{0}, 2.0\right)\right]
$$

From table 4, the values of

$$
\min \left[C_{a e, m x}\left(n_{0}, 0.125\right)\right] \quad \text { and } \quad \min \left[C_{a e, m x}\left(n_{0}, 2.0\right)\right]
$$

are as follows,

| $n_{0}$ | $\min \left[C_{a e, m x}\left(n_{0}, 0.125\right)\right.$ |  |
| :--- | ---: | :---: |
| 0 | 29.46 | $\min \left[C_{a e, m x}\left(n_{0}, 2.0\right)\right]$ |
| 1 | 30.39 | 2.065 |
| 2 | 31.11 | 2.118 |
| 3 | 31.95 | 2.187 |
| 4 | 32.63 | 2.244 |
| 5 | 33.51 | 2.300 |
| 6 | 34.25 | 2.352 |
|  | 2.401 |  |

The single strategy that has the smallest regret function over botl. $\theta=0.125$ and $\theta=2.0$ is defined as the security regret strategy. The security regret strategy is thus the sequential deletion procedure, which for a given $n_{0}$, produces the least increase in prediction error for $\rho=15$ and an unfavorable distribution of parameters over that prediction error which could have been achieved if the best strategy had been chosen for the given (unknown) value of error variance, $\sigma^{2}$.

In examining the $R(\theta)$ values of table 4 for a given value of $n_{0}$, the parameters that give the security regret strategies are those that give the joint minimums on $R(0.125)$ and $R(2.0)$, and these joint minimums have been identified by asterisks. Thus, for the given values of $n_{0}$, the security regret strategies and the associated values of $C_{a e, m x}(\theta)$ are as follows,

| $n_{0}$ | $m_{p}$ | $r_{F}$ | $\alpha_{F}$ | $\alpha_{U}$ | $r_{\eta}$ | $C_{a e, m x}(0.125)$ | $C_{a e, m x}$ (2.0) |
| :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: |
| 0 | 1 | -- | 1.0 | 0.50 | 0.25 | 32.95 | 2.240 |
| 1 | 0 | 3.0 | .50 | .10 | .80 | 31.78 | 2.180 |
| 2 | 0 | 3.0 | .25 | .50 | .85 | 33.14 | 2.252 |
| 3 | 0 | 0.0 | .75 | .50 | .80 | 33.29 | 2.301 |
| 4 | 0 | 0.5 | .50 | .50 | .80 | 33.89 | 2.309 |
| 5 | 0 | 1.0 | .25 | .10 | .80 | 33.97 | 2.394 |
| 6 | 0 | 0.5 | .50 | .05 | .80 | 34.72 | 2.408 |

The question can be asked as to what choice of $n_{0}$ will result in the most efficient experiment. If the object of a choice of $n_{0}$ is to use the most efficient choice together with a security regret strategy for deleting terms, then the preceding table shows that the most efficient choice (the choice that minimizes each of $C_{a e, m x}(0.125)$ and $C_{a e, m x}(2.0)$ ) is the choice of $n_{0}=1$. This choice applies to the condition of $n_{c}=16$.

## Selection of a Strateg:

In summary, if the experimenter wishes to minimize the maximum prediction error over the 16 hypercube points of an experiment with $n_{0}$ center points when the varlance error is relatively large (coefficient of variation in the range of 65 percent), the strategy for a given $n_{0}$ should be the last listed strategy (for the given $n_{0}$ ) of table 4 . If the experimenter wishes to minimize the maximum prediction error over the points of the experiment when the variance error is relatively small (coefficient of variation in the range of 4 percent) the strategy for a given $n_{0}$ should be the first listed strategy (for the given $n_{0}$ ) of table 4 .

If the experimenter has no basis for a choice of one of the two preceding extreme choices, the choice should be a security regret strategy as indicated by the asterisked results in table 4, in which case (for all of the no values) the largest value of the regret function will be $R(0.125)=1.1185$ as listed in table $4(\mathrm{a})$. This value of the regret function shows that for the worst value of $n_{0}\left(n_{0}=0\right)$, the relative prediction standard error is increased by at most about 12 percent over what it would have been if the worst value of $\theta$ had occurred and the best strategy against it had been used. Thus, the security regret strategies (for each of the values of $n_{0}$ ) must be concluded to be widely useful strategies.

## Variance of Predicted Squared Error

The strategy selections described in the preceding section are based on a Monte Carlo investigation that reported mean values of prediction errors over 1000 simulations. The quoted results thus tell what the mean long run results will be as a function of strategy selection. The subject of short run results was not discussed. Some insight into the short run performance can be gained by examining the observed values of $V\left(e^{2}\right)_{m x}$. This quantity gives the observed variance, for samples of size 1000 , of the maximum squared prediction errors over the simulations, as defined by equation (28). If this variance is relatively small, then operating characteristics such as $C_{a e, m x}(\theta)$ are relatively constant from simulation to simulation. But, if $\mathrm{V}\left(\mathrm{e}^{2}\right)_{\mathrm{mx}}$ is relatively large, then the short run performance of a strategy could be erratic.

In the case of large coefficients of variation (small values of $\theta$ ) the strategy performance was not er ratic - the values of $V\left(e^{2}\right)_{m x}$ were small for all of the strategies of table 4 for $\theta=0.125$. The strategy performance can be erratic for small coefficients of variation (large values of $\theta$ ). Thus, the values of $V\left(e^{2}\right)_{m x}$ were large or small for $\theta=2.000$, depending on the strategy (table 4). This response to $\theta$ shows that the bias component is the component of the prediction error that can be erratic. In particular, the values of $V\left(e^{2}\right)_{m x}$ were large for $\theta=2.0$ when strategies were used (table 4) that would result in the smaller values of $C_{a e, m x}$ ( 0.125 ). Thus, a strategy favorable to large coefficients of varia ion should never be used if the possibility exists that the coefficient of variation might be small. In such a state of prior knowledge, the security regret strategy for the given $n_{0}$ should be used because the $V\left(e^{2}\right)_{m x}$ for it (table 4) was never very large.

## Expected Number of Terms Retained

Some insight into the operation of the proposed strategies can be gained from an examination of the mean number, $\bar{\rho}$, of terms retained as a function of $n_{0}, \theta$, and the choice of strategy. The results for the admissible strategies were given in table 4 and are summarized in table 5. Briefly, the strategies that minimize $\mathrm{C}_{\mathrm{ae}, \mathrm{mx}}(\theta)$ for $\theta=2.0$ simply retain many terms for both $\theta=2.0$ and $\theta=0.125$ unless $n_{0}$ is relatively large ( $n_{0}>3$ ). In a somewhat similar manner, the strategies that minimize $C_{a e, m x}(\theta)$ for $\theta=0.125$ are also insensitive to $\theta$ (the value of $\bar{\rho}$ remains ae,mall for both $\theta=0.125$ and $\theta=2.0$ unless $n_{0}$ is relatively large ( $n_{0}>3$ ).

By way of contrast, the security regret strategy results in $\bar{\rho}$ being responsive to $\theta$ merely provided $n_{0}>0$. Thus, the results in table 5 tend to confirm the previously described results, namely, that $n_{0}=1$ is an efficient value of $n_{0}$, and that the security regret strategy is a widely useful strategy.

## CONCLUSIONS

An investigation was conducted to determine what statistical techniques should be used for model fitting to the results of a two-level, fixed-effects, full or fractional-factorial, orthogonal experiment with 16 hypercube treatments and zero to six center points when the population model coefficients have an unfavorable distribution of relative values. Sequential deletion strategies using both the $F$ - and a $U_{j}$-distribution and combinations of them were evaluated, using Monte Carlo techniques, under the criterion of minimizing the maximum prediction error, wherever it occurred, among th, hypercube points.

Three classes of strategies were identified as being appropriate, depending on the extent of the experimenter's prior knowledge. In almost every case, the choice of the strategy was found to be unique, according to the number of center points. Among the three classes of strategies, a security regret class of strategy was demonstrated as being widely useful, in that over a range of coefficients of variation from 4 to 65 percent, the maximum prediction error was never increased by more than 12 percent over what it would have been if the best strategy had been used for the particular coefficient of variation.

Relative efficiency, when using the security regret strategy, was examined as a function of the number of center points, over the range from zero to six, and was found to be best when the design of the experiment added only one center point to the 16 factorial points.

APPENDIX A

SYMBOLS

| Mathematical symbol | FORTRAN name |
| :---: | :---: |
| $b_{i}$ | B(I) |
| $\mathrm{C}_{\mathrm{ae}, \mathrm{mx}}$ | ADCOER |
| $C_{\text {ee, mx }}$ | COERMX |
| E(. . .) |  |
| e | RN(I) |
| $\overline{\mathrm{e}}_{\max }^{2}$ | ERSQMX |
| 8 |  |
| 8-h | LGMH |
| h |  |
| i,j,k | I, J, K |
| $\ell, m, n$ | L, M, N |
|  | KODE |
|  | KPF |
|  | KPU |
| $\ell_{\theta}$ | LTH |
| $m_{p}$ | MP' |
| no | No |
| $\mathrm{n}_{\mathrm{c}}$ | NC |
| $n_{t}$ | NT |
| n | NE |

## Description

estimate of $\beta_{i}$
adjusted coefficient of error, eq. (31)
ratio of maximum prediction error to scale parameter, eq. (30)
expectation of . . .
single observation random error
maximum over hypercube of mean square prediction error over simulations
number of independent variables
experiment contains $2^{g-h}$ treatments
experiment contains ( $1 / 2)^{\mathrm{h}}$ times number of treatments in full factorial experiment
subscripts
amount of NAMELIST output desired
index number for $\alpha_{F}$
index number for ${ }^{\alpha_{U}}$
number of $\theta$ values investigated in any computer run
number of mean squares pooled before testing begins
number of center points
number of hypercube points
total number of observations in one experiment
number of simulated experiments in any strategy evaluation

| $\mathrm{r}_{\mathrm{F}}$ | RF | distribution transfer parameter, eq. (15) |
| :---: | :---: | :---: |
| $r^{n}$ | RETA | number of terms deleted is integer value of $r_{\eta}$ times number insignificant |
| V(. . . ) |  | variance of . . . |
| $V\left(e^{2}\right)_{\text {max }}$ | VESQMX | maximum over hypercube of sample variance of mean square prediction er ror over simulations, eq. (28) |
| $\mathrm{x}_{\mathbf{k}}$ |  | $k^{\text {th }}$ independent variable |
| Y |  | conceptual value of dependent variable |
| $\hat{\mathbf{Y}}$ |  | estimate of response function from fitted model |
| $y_{1}$ | YOBS (I) | observed value of dependent variable |
| $z_{1}$ | z(1) | mean squares in Yates' order |
| ${ }^{\alpha}{ }_{F}$ |  | nominal significance level of $F$ test |
| $\mathrm{av}^{\text {d }}$ |  | nominal significance level of $U_{j}$ test |
| $\beta_{1}$ | B(I) | regression coefficients in Yates' order |
| $\delta_{k}$ | delta (K) | parameter determining relative magnitudes of coefficients in population model, eq. (17) |
| $\varepsilon_{j}$ |  | expectation of $j^{\text {th }}$ order statistic of a $x^{2}(1)$ variable |
| $\eta$ |  | number of mean squares having noncentrality parameter of zero |
| $i$ | ETA | number of mean squares concluded to be null during any analysis |
| ${ }^{\boldsymbol{e}}$ | THETA(L) | scale parameter |
| $\lambda$ |  | mean over experiment of non:entrality parameters, eq. (17) |
| $\lambda_{1}$ |  | noncentrality parameter |
| $\mu_{i}$ | YMI (I, L) | population mean value of $Y_{i}$ for $i^{\text {th }}$ treatment |
| $\hat{\rho}$ | RHO | number of coefficients concluded to be nonnull in any simulation |

mean number of coefficients concluded to be non-null in a strategy investigation standard deviation of

APPENDIX B

DERIVATION OF EQUATIONS FOR SUMS OF SQUARES

Case a (no $=0, m_{p}=0$ ). - This case provides no information for a sum of squares for a test stacistic.

Case $b\left(n_{0}=1, m_{p}=0\right)$. - Let $Y_{0 k}$ be the value observed at the $k-t h$ center point (origin) observation. Then by the definition of $\sigma^{2}$.

$$
\begin{equation*}
V\left(Y_{O k}\right)=o^{2} \tag{B1}
\end{equation*}
$$

Also, from the definition of $0^{2}$, where $Y_{1}$ is the $i-t h$ hypercube observation,

$$
\begin{equation*}
V\left(Y_{1}\right)=\sigma^{2} \tag{B2}
\end{equation*}
$$

The object is to estimate $o^{2}$ fiom the information in the $y_{1}, 1=1, \ldots, n_{c}$, and a single center point observation, yol. Because the model coefficient estimates in the two-level fractional factorial experiment are orthogonal, the least squares estimates of the regressionl coefficients from the combined data are all the sanc as the Yates estimates, except for the coefficient of the zero degree term, $b_{1}$. Its least squares estimate is from equation (5):

$$
b_{1}^{*}=\left(y_{01}+\sum_{i=1}^{n_{c}} y_{1}\right) /\left(1+n_{c}\right)
$$

For any of the treatment points, let $\Delta_{1}$ be the difference between the observed value and the predicted value of $Y$ where $\Delta_{0}$ is the center point difference and $1=0,1, \cdots, n_{c}$. The Yates'estimate of $\beta_{1}$ is

$$
b_{1}=\frac{1}{n_{c}} \sum_{i=1}^{n_{c}} y_{i}
$$

The predicted values under least squares estimation are therefore all augmented by $b_{1}^{*}-b_{1}$ over their Yates'method predictions.

The differences between the Yates'method predictions and the observations are all zero at the hypercube $\operatorname{pr} 4 .: s$, ther fore over the $n_{c}+1$ treatment points.

$$
\begin{aligned}
& \Delta_{0}=y_{01}-b_{1}^{*} \\
& \Delta_{1}=b_{1}-b_{1}^{*} \quad 1=1, \ldots, n_{c}
\end{aligned}
$$

The estimate of $\sigma^{2}$ from the residual of the least squares regression is

$$
s^{2}=\frac{\sum_{i=0}^{n_{c}} \Delta_{i}^{2}}{n_{c}+1-n_{c}}=\left(y_{01}-b_{i}^{*}\right)^{2}+n_{c}\left(b_{1}-b_{1}^{*}\right)^{2}
$$

where

$$
y_{01}-b_{1}^{*}=y_{01}-\frac{y_{01}+\sum_{i=1}^{n_{c}} y_{i}}{1+n_{c}}=\frac{n_{c} y_{01}-\sum_{i=1}^{n_{c}} y_{i}}{1+n_{c}}
$$

and

$$
b_{1}-b_{1}^{*}=\frac{\sum_{i=1}^{n_{c}} y_{i}}{n_{c}}-\frac{y_{01}+\sum_{i=1}^{n_{c}} y_{1}}{1+n_{c}}=\frac{\sum_{i=1}^{n_{c}} y_{i}-n_{c} y_{01}}{n_{c}\left(1+n_{c}\right)}-
$$

Thus,

$$
s^{2}=\left(y_{01}-b_{1}^{*}\right)^{2}+n_{c}\left(b_{1}-b_{1}^{*}\right)^{2}=\frac{n_{c}}{1+n_{c}}\left(y_{01}-b_{1}\right)^{2}
$$

For $n_{c}=16$.

$$
s^{2}=0.941176\left(y_{01}-b_{1}\right)^{2}
$$

For this case, the number of degrees of freedom is

$$
\begin{equation*}
n_{d f b}=1 \tag{B3}
\end{equation*}
$$

and the sum of squares is

$$
\begin{equation*}
s s_{b}=s_{1}^{2} n_{d f b}=0.941176\left(y_{01}-b_{1}\right)^{2} \tag{B4}
\end{equation*}
$$

In this case, the error sum of squares was obtained from a residual involving $b_{1}^{*}$. This usage of $b_{1}^{*}$ has the disadvantage that it will introduce a bias or "Fack of fit" component into the sum of squares if the fitted model ls biassed at the center point. Because of this bias risk, a "pure er ror" sum of squares will be computed if $n_{0}>1$.

Case $c\left(n_{0}>1, m_{p}=0\right)$. - This case is treated as follows. Let the center point observations be $y_{0 k} ; k=1, \ldots, n_{0}$. Their sample mean is

$$
y_{0}=\frac{1}{n_{0}} \sum_{k=1}^{n_{0}} y_{0 k}
$$

$$
\begin{align*}
& \text { and the sum of squares, } \mathrm{SS}_{\mathrm{c}} \text { for case } \mathrm{c} \text { is now: } \\
& \qquad \mathrm{Ss}_{\mathrm{c}}=\sum_{k=1}^{\mathrm{n}_{0}}\left(y_{0 k}-\bar{y}_{0}\right)^{2}=\sum_{k=1}^{n_{0}} y_{0 k}^{2}-\frac{1}{n_{0}}\left(\sum_{k=1}^{n_{0}} y_{0 k}\right)^{2} \tag{B5}
\end{align*}
$$

where the number of degrees of freedom, $n_{d f c}$ is

$$
\begin{equation*}
n_{d f c}=n_{0}-1 \tag{B6}
\end{equation*}
$$

Case $d\left(n_{0}=0, m_{p}>0\right) .-$ Let

$$
\begin{equation*}
S s_{d}=\sum_{j=1}^{m_{p}} z_{(j)} \tag{B7}
\end{equation*}
$$

The number of degrees of $\mathrm{freed} \mathrm{m}, \mathrm{n}_{\mathrm{dfd}}$ is

$$
\begin{equation*}
\mathfrak{n}_{\mathrm{dfd}}=m_{p} \tag{B8}
\end{equation*}
$$

Case $e\left(n_{0}=1, m_{p}>0\right)$. - This is the additive situation of cases $b$ and $d$ :

$$
\begin{gather*}
S S_{e}=S S_{b}+S S_{d}  \tag{B9}\\
n_{d f e}=n_{d f b}+n_{d f d}=1+m_{p} \tag{B10}
\end{gather*}
$$

Case $f\left(n_{0}>1, m_{p}>0\right)$. - This case is additive with respect to cases $c$ and $d$ :

$$
\begin{gather*}
s S_{f}=s s_{c}+S s_{d}  \tag{B11}\\
n_{d f f}=n_{d f c}+n_{d f d}=n_{0}-1+m_{p} \tag{B12}
\end{gather*}
$$

APPENDIX C

## DESCRIPTION OF COMPUTER PROGRAM

Computations were performed using the FORTRAN-4 program, POOL9U 1isted in appendix $D$. The antecedents of the program were POOL3U (Holms (1966)), POOLMS (Amling and Holms (1973)), POOLES (Holms (1974)) and POOL6U (Holms (1977b)). The program POOL9U is outl. : $d$ and the parts that are essentially the same as the earlier programs are in in ified by the section numbers and titles of appendix $D$ in the table that follows. The table is followed by a description of POOL9U. Illustrative output is given in appendix $E$.


Section 1A. - Declarations and tables. - The values of the nominal test size $\alpha$ are stored as (ALPHA(I), $I=1, I I$ ) and later used as output labels. These values range from 0.001 to 1.0 , however, the value of 1.0 obtained by setting the index to ll is merely a code implying that no significance testing is performed.

The sequential deletion requires critical values gainst which the test statistics are compared. The critical values of $F$ are stored internally as ( $(\operatorname{FTB}(I, J), J=1,10), I=1,20)$ where $I$ indexes on the degrees of freedom and $J$ indexes on the value assigned to $\alpha$. The critical values of $U_{j}$ are stored internally as $((T B(I, J), J=1,10), I=1,16)$ where $I$ is the order number in nondecreasing order, and $J$ indexes on the value assigned to $\alpha$.

Section 1B. - Inputs and constants. - The constants defining the populations, the experiments, and the sequential deletion strategy are read from data cards in the following order, with the order of the fields being the same as the order of the symbols in the following description.

## Format

(13A6,A2)
(315)
(18,5F8.3)
(I4/(10F8.5)
(3I5,2F5.3)

## Description

REMARK (I), arbitrary literal information such as particular use of program, date of last change, and so forth.

LGMH, NE, KODE
LTH, (THETA(L), L = 1, LTH)
NDELTA, (DELTA(K), $K=1$, NDELTA). There are as many (10F8.5) cards as are necessary to read (DELTA(K), $K=1$, NDELTA.

NNO, ( $\mathrm{NO}(\mathrm{M}$ ) , $\mathrm{M}=1$, NNO )
MP, KPF, KPU, RF, RETA (The associated READ statement is actually in section 1D.)

Section 1C. - Population means. - After the initial constants have been read, the next major operation is the formation of the population mean values. The number of population regression coefficient sets to be examined during the investigation of a strategy is the number, $\ell_{\theta}$, of $\theta$-values.

With respect to equation (2) all the population model parameters are first set equal to zero with the DO-loop ending at statement 10 . The non-zero values of $\beta_{i+1}$ are initially set equal to $\delta_{i}$ using the DO-100p ending at statement 20. The DO-loop ending at statement 20 serves the purpose of equation (19) with $\sigma=1$ and $\theta=1$. The value of $\sigma=1$ is retained, but the adjustment for $\theta$ is made after the population mean values have been computed.

With the population $B$-values (aside from $\theta$ ) established at statement 20 , the object is to compute the population mean values from the $\beta$-values by the reversed Yates' method (Duckworth (1965)). The first step is to reverse the order of the $\beta$-values, which is completed at statement 22 . The use of the reversed Yates' method then yields the array YOBS(I) as completed at statement 30. The array YOBS (I) is therefore an array of population means $\mu_{1}$. This array of population means is to be expanded over the mean noncentrality parameters, $\lambda_{l}$, to give the effect of equation (17). This effect is produced on the population mean values by the multiplication

$$
\mu_{1, \ell}=\mu_{i} \theta_{\ell}
$$

and this operation is completed with the creation of the array YMU(I,L) at statement number 48. The values of $\mu_{i l}$ are thus indexed over treatments $1, i=1, \ldots, n_{c}$, and over arbitrary values of $\theta_{\ell} ; \ell=1, \ldots, \ell_{\theta}$.

The index, $i$, runs over the mean squares to be andlyzed within a single experiment and thus unequal values, $\delta_{i}$ contribute to non-uniform noncentrality parameters within the experiment. The index, $\ell$ serves to change the scale of
the noncentrality parameter and, therefore, each successive value of $\ell$ generates a new family of experiments. Changing $\theta_{\ell}$ thus provides the conditions necessary to investigate the deletion procedures for differing coefficients of variation.

Section 1D. - Strategy. - In terms of mathematical symbols previously defined, the strategy parameters are functions of numbers that are read at statement 50 as follows:

| Argument <br> FORTRAN symbol | Function <br> Mathematical Symbol |
| :---: | :---: |
| MP | $m_{p}$ |
| RF | $r_{F}$ |
| KPF | $\alpha_{F}$ |
| KPU | $\alpha_{U}$ |
| RETA | $r_{n}$ |

More than one model deletion strategy can be evaluated during any computer run. On completion of the evaluation of a particular strategy, control is transferred back to statement 50 for the reading of an additional strategy data card. The operation of the program ends when such cards are exhausted.

The error simulations are generated so that all strategies are compared for the same set of random numbers. This is achieved by reinitializing the random number generator for each new strategy with the statement "CALL SAND(XS)."

The prediction errors and their squares are stored in the arrays ERSQ ( $I, L, M$ ) and ERSQSQ(I,L,M). These arrays are initially cleared by the loops terminating at statements 97, 98, and 99.

Section 2. - Simulations and model fitting. - The number of experiments simulated is NE. The performance of these experiments and their analysis is controlled by the loop: "DO $699 \mathrm{~N}=1$, NE." Within each experiment, the random numbers for the ( $\mathrm{n}_{\mathrm{c}}+\mathrm{n}_{0}$ ) "observations" are generated as follows.

The procedure generates a sequence of pseudo random numbers with a rectangular distribution by taking the low order single precision bits of the product $r_{r-1} \star K$ where $r_{r-1}=$ previous random number and $r_{0}=1$ and $K=515$. This fixed point number is then floated and returned to the calling program as a floating point number between 0 and 1 (Tausky and Todd (1956)).

The rectangular variates are transformed to pseudo-normal variates using a procedure described by Box and Muller (1958). The procedure begins with $D_{1}$ and $D_{2}$ assumed independent and rectangular on the interval ( 0,1 ). In the notation of Box and Muller (1958), the transformations are:

$$
\begin{aligned}
& x_{1}=\left(-2 \ln D_{1}\right)^{1 / 2} \cos \left(2 \pi D_{2}\right) \\
& x_{2}=\left(-2 \ln D_{1}\right)^{1 / 2} \sin \left(2 \pi D_{2}\right)
\end{aligned}
$$

The operations are completed at statement number 215.
Each set of random numbers for an experiment is used with all values of the population and design parameters $\theta$ and $n_{0}$ through the statements "DO $690 \mathrm{~L}=1$, LTH." For all of these cases, the simulated observation errors, as stored in $R N(I)$, are added to the population mean values (stored in $Y M U(I, L)$ ) for the particular treatments $(I=1, \ldots, N C)$, at statement 224 as required by equation (22). (Beyond $n_{c}$ an additional $n_{0}$ values of $R N(I)$ are used as "center point" observations.)

After synthesizing the "observed" values of YOBS(I) the "SUBROUTINE YATES" (section 9) ending with statement 909 is used to compute the array (B (I) which contains (except for division by the number of treatments) the Yates estimates of the parameters in the manner of equation (3) and in the order of equation (2).

Section 3. - Construction and ordering of mean squares. - The mean squares are formed from the parameter estimates (for those terms beyond $B_{1}$ ) and a pointer function is created within the loop "DO 309, $I=1$, NC." As exhibited by figure 1, the array $B F M(I)$ remains intact for $m=1, \ldots, n_{n 0}$, but changes as $\ell=1, \ldots, \ell_{\theta}$. (In section 4 the array $B(I)$ will be overwritten for all $\left.\mathrm{m}=1, \ldots, \mathrm{n}_{\mathrm{n} 0}\right)$.

The array of pointers to the $B(I)$ array is created by the statement $\operatorname{IND}(I)=I$. This array will serve to identify the coefficients in the $B(I)$ array after the process of ordering mean squares according to rank. The ordering is done in the sequence of statements ending with 313.

Operations thus far created a column of mean squares $Z(J)$ with mean squares indexed on $J$ in the order of increasing $r a n k$, together with a column of integers IND( J ) indexed on $J$. Thus, any address $J$ will lead to a mean square $Z(J)$ and also to the integer IND(J). This integer is the index I that the associated regression coefficient has in the original Yates' order.

The computation of the sums of squares is done for each value of $n_{0}$ within the loop: "DO $680 \mathrm{M}=1$, NNO." The construction begins following statement 313 and ends with statement 365. The operations are outlined by figure 2(a).

The computation of the sums of squares depends on the values of $n_{0}$ and $m_{p}$ according to cases $b, c, d, e$, and $f$ of table 1 . Three combinations of these cases are identified in the statement immediately preceding statement 320. If $n_{0}=0$, the situation is that of case a or $d$, and control is transferred to statement 330, following which the $S S_{d}$ of equation (B7) is evaluated at statement 365 .

If $n_{0}=1$, the situation can be that of case $b\left(n_{0}=1, m_{p}=0\right)$ or case $e\left(n_{0}=1, m_{p}>0\right)$ and the $S S_{b}$ of equation (B4) is computed af the statement following 325.

If $n_{0}>1$, the situation can be that of case $c$ or case $f$. The quantity $S S_{c}$ of equation (B5) is computed at the statement for TEM that follows statement 322.

If $m_{p}$ and $n_{0}$ are each zerc, there can be no sequential deletion, and control is transferred to statement 432, and all terms are retained. Setting both $\alpha_{F}$ and $\alpha_{U}$ equal to 1.00 (by setting $K P F=K P U=11$ ) is used as a code signifying that no conditional pooling is to be done but that arbitrary deletion is to be accomplished according to values assigned to $m_{p}$ and $r_{\eta}$. This is done by transferring control to statement 421.

Section 4. - Deletion of terms. - The flow chart for the tests of significance is shown by figure $2(\mathrm{~b})$. The procedure begins at statement 417 and ends at statement 419 (appendix D). The significance tests will have been avoided by earlier statements in section 3 if either $n_{0}+m_{p}=0$ or both $x_{F}=1.0$ and $\alpha_{U}=1.0$. Thus, entry at statement 417 requires both $n_{0}+m_{p}>0$ and at least one of $\alpha_{F}$ or $\alpha_{U}<1.0$. If $\alpha_{F}=1.0$, control is transferred to the $U_{f}$ test which begins at statement 418. If $\alpha_{F}<1.0$, control is determined (fig. 2(b)) by the questions: "Is $j>\mathrm{r}_{\mathrm{F}} \mathrm{n}_{0}$ ? and is $\mathrm{j}>1$ ?" If both are "yes," control is transferred to statement 418 , which initiates the $U_{j}$ testing.

Irrespective of whether significance testing is against the F-distribution or the $U_{j}$-distribution, insignificance pools $Z_{(j)}$ into the denominator of the test statistic and then transfers control to statement 419 which increases $j$ by one unit. Significance at any $j$ transfers control to statement 420.

The third statement following 417, namely the statement "IF (KPF.GT.10) GO to 418" transfers control to the $U_{j}$-test merely provided $\alpha_{F}=1.0$, even if $j<2$. But, the rationale of the $U_{j}$ distribution leaves $U_{j}$ undefined for $j<2$. The possibility of a transfer of control to the $U_{j}$ - distribution with $j=1$ was provided for by setting the critical values of $U_{j}$ equal to 2.0 for $j=1$ and all values of $\alpha_{U}<1.0$. Thus, if $j=1$ then obviously $m_{p}=0$ and the test statistic is (from table 1)

$$
u_{1}=\frac{2.0 z^{2}(1)}{\operatorname{SS}_{b}+z_{(1)}}=\frac{2.0}{1+\mathrm{SS}_{b} / z_{(1)}}
$$

for case $b\left(n_{0}=1, m_{p}=0\right)$ or

$$
u_{1}=\frac{\left.n_{0} z_{i 1}\right)}{S S_{c}+z_{(1)}}
$$

for case $c\left(n_{0}>1, m_{p}=0\right)$. Thus, for case $b, u_{(1)} \leq 2.0$ for $S s_{b} \geq 0.0$ and ${ }^{2}(1)$ would not test as significant. For case $c\left(n_{0}>1, m_{p}=0\right)$, $u_{(1)}>2.0$ only if

$$
\frac{n_{0} z(1)}{\mathrm{SS}_{\mathrm{c}}+z^{2}(1)}>2.0
$$

hence only if

$$
z_{(1)}>\frac{2.0 S S_{c}}{\left(n_{0}-2.0\right)}
$$

Let $\sigma^{2}$ be estimated by ${S S_{c}} /\left(n_{0}-1\right)$. Then $u(1)>2.0$ only if

$$
z_{(1)}>\frac{2.0\left(n_{0}-1\right)}{\left(n_{0}-2.0\right)} \cdot \frac{S S_{c}}{\left(n_{0}-1\right)}>c\left(n_{0}\right) \hat{\sigma}^{2}
$$

The following table shows $C\left(n_{0}\right)$ as a function of $n_{0}$ for the values of $n_{0}$ appropriate to case c.

| $\mathrm{n}_{0}$ | $\mathrm{C}\left(\mathrm{n}_{0}\right)$ |
| :--- | :--- |
| 2 | $\infty$ |
| 3 | 4.0 |
| 4 | 3.0 |
| 5 | 2.67 |
| 6 | 2.5 |

Thus, 2 (1) (which is the smallest of the ordered mean sq̣ares) would have to be much larger than $\hat{\sigma}^{2}$ before $z(1)$ would be declared significant.

The flow chart for the model deletion and for the estimate, $\hat{p}$, is shown by figure 2 (c). Transfer of control to statement 420,421 , or 422 leads to the estimate, respectively:

$$
\hat{\eta}=\text { integer } \leq r_{\eta}(j-1)
$$

or

$$
\hat{\eta}=\text { integer } \leq r_{\eta} m_{p}
$$

or

$$
\hat{n}=\text { integer } \leq r_{\eta}\left(n_{c}-1\right)
$$

With $\hat{\eta}$ so estimated, the $\hat{\eta}$ smallest absolute value coefficients (beyond $b_{1}$ ) are set equal to zero with the statements ending at 425.

Section 5. - Predictions. - Predicted values of the dependent variable for all the treatments of the fractional factorial oxperiment are computed in this section using SUBROUTINE YATES' and the reversec Yates'method as proposed by Duckworth (1965).

The operation of Yates" method followed by the "reversed Yates' methed" is illustrated by the following table for a $2^{2}$ experimeri:

YATES METHOD

YOBS

$$
\begin{array}{ll}
\mathrm{Y}_{1} & \mathrm{Y}_{1}+\mathrm{Y}_{2} \\
\mathrm{Y}_{2} & \mathrm{Y}_{3}+\mathrm{Y}_{4} \\
\mathrm{Y}_{3} & \mathrm{Y}_{2}-\mathrm{Y}_{1} \\
\mathrm{Y}_{4} & \mathrm{Y}_{4}-\mathrm{Y}_{3}
\end{array}
$$

B
B/FNC

$$
\begin{aligned}
& \left(Y_{1}+Y_{2}+Y_{3}+Y_{4}\right) / 4 \\
& \left(Y_{2}-Y_{1}+Y_{4}-Y_{3}\right) / 4 \\
& \left(Y_{3}+Y_{4}-Y_{1}-Y_{2}\right) / 4 \\
& \left(Y_{4}-Y_{3}-Y_{2}+Y_{1}\right) / 4
\end{aligned}
$$

reversed yates method

YOBS

| $\left(Y_{4}-Y_{3}-Y_{2}+Y_{1}\right) / 4$ | $\left(Y_{4}-Y_{2}\right) / 2$ | $Y_{4}$ | $Y_{1}$ |
| :--- | :--- | :--- | :--- |
| $\left(Y_{3}+Y_{4}-Y_{1}-Y_{2}\right) / 4$ | $\left(Y_{2}+Y_{4}\right) / 2$ | $Y_{3}$ | $Y_{2}$ |
| $\left(Y_{2}-Y_{1}+Y_{4}-Y_{3}\right) / 4$ | $\left(Y_{3}-Y_{1}\right) / 2$ | $Y_{2}$ | $Y_{3}$ |
| $\left(Y_{1}+Y_{2}+Y_{3}+Y_{4}\right) / 4$ | $\left(Y_{1}+Y_{3}\right) / 2$ | $Y_{1}$ | $Y_{4}$ |

In the case of the computer program, there are $n_{c}$ parameters estimated from a fractional factorial experiment.

Section 6. - Accumulation of errors. - The squared error for each prediction is accumulated (as required by eq. (24)) in the array $\operatorname{ERSQ}(I, L, M)$ as computed with the loop "DO $609 \mathrm{I}=1$, NC." These accumulations are stored for each combination of $L$ and $M$ as indicated by the loops terminating at statements 680 and 690 , and this process is repeated for each of the $n_{e}$ sets of random numbers as indicated by the loop terminating at statement 699. For the purpose of computing the variance of the squared error of prediction, the quantity

$$
\sum_{n^{*}}^{n_{e}}\left(e_{p i \ell m n}^{2}\right)^{2}
$$

of equation (27) is computed within the loop ending at statement 609 and stored as $E R S Q S Q(I, L, M)$.

Section 7. - Determination of maximum and mean squared errors and their variances. - The purpose of this section is to determine maximums and means of the prediction errors over the space of the experiment after the errors have been evaluated over that space by accumulating over the simulations. The accumulation over the number, $n_{e}$, of simulations had been stored in the array $\operatorname{ERSQ}(I, L, M)$. For particular $L$, and $M$, the determination of the largest prediction error over the space of the experiment as defined by equation (25) is done through repeated use of the library subroutine AMAXI, which determines a real number as a function of two real arguments. This is done within the loop
"DO $750 \mathrm{I}=1$, NC." The summation for the mean squared prediction error over the space of the experiment as required by equation (26) is also done within the same loop terminating at statement 750. After division by the appropriate divisors, these two evaluations of error are stored in the arrays (ERSQMX (L,M) and $\operatorname{AVERSQ}(\mathrm{L}, \mathrm{M})$. The quantity

$$
\sum_{n=1}^{n_{e}}\left(e_{p i l m n}^{2}\right)^{2}-\frac{1}{n_{e}}\left(\sum_{n=1}^{n_{e}} e_{p i l m n}^{2}\right)^{2}
$$

is computed and stored as TEM within the loop ending at statement number 750. The quantity $\hat{\mathrm{v}}\left(\mathrm{e}_{\mathrm{lm}}\right)_{\text {max }}$ defined by equation (28) is determined to be the maximum of the values of TEM as determined by

$$
E=\operatorname{AMAX1}(E, T E M)
$$

and from this maximum, $\hat{V}\left(e_{\ell m}^{2}\right)_{\text {max }}$ is computed and stored with the statement

$$
\operatorname{VESQMX}(\mathrm{L}, \mathrm{M})=\mathrm{E} / \text { FNEM1 }
$$

The sum of the values of TEM as given by

$$
F=F+T E M
$$

is then used to compute $\hat{\mathrm{V}}\left(\mathrm{P}_{\ell \mathrm{m}}^{2}\right)$ according to equation (29) using the statement

$$
\operatorname{AVVESQ}(L, M)=F / \text { FEMINC }
$$

The computation ends if the data for MP, KPF, KPU, RF, and RETA, are exhausted; otherwise a new strategy is investigated by returning control to statement 50 .

Section 8. - Output. - The output is illustrated in appendix E. The NAMELIST output was incorporated only for program checking.

Section 9. - Yates' method subroutine. - This subroutine is essentiallv that of part of the main program of POOLMS (Amling and Holms (1973)) except with the last few statements modified so that the subroutine can be used for the direct Yates' method and also for the reversed Yates' method; as was also done in POOLES (Holms (1974)).

The algorithm for Yates' method is described as follows: The "observations" $y_{1, j}$ may be visualized as a column ( $j=1$ ) with row index $i=1, \ldots, 2^{l}$. The column is then operated on according to Yates' method to produce a succession of columns $j=2, \ldots, l$. The successive columns for any $k^{\text {th }}$ row are computed as follows:

$$
y_{k, j}=y_{i+1, j-1}+y_{i, j-1}\left\{\begin{array}{l}
i=1,3,5, \ldots, 2^{\ell}-1 \\
k=(i+1) / 2
\end{array}\right.
$$

$$
y_{k, j}=y_{i+1, j-1}-y_{i, j-1}\left\{\begin{array}{l}
1=1,3,5, \ldots, 2^{\ell}-1 \\
k=\left(2^{\ell}+1+1\right) / 2
\end{array}\right.
$$

New columns are computed according to the two preceding equations for $j=2, \ldots$, (to create $\ell$ columns).

## listing of computer program poolgu

vamellst／OUTI／E／OUTZ／roes／JJṪ／Y4J／OUT4／INOXA／auTj／Ry


NAMELIST／CJTl3／IVUXJ，TEM，VJF，IEST，JN／OUT15／JETA
 NAMELIST／OUTZj／KJUE／JUT21／afM


 366，1．690，3．976，2．962，3．925，3．870，3．754，3．625，3．412，2．947，2．395，1，9 $401,4,687,4.945,4,753,4,65,4,44,4,21,3,30,3,267,2,658,2,184,5,74,5$ ． 563，5．45，5．31，4．29，4．68，4．28，3．57，2．373，2．371，6．51，6．33，5．11，5．57，5 6．45，5．29，4．61，3．33，3．11，2，54，7．23，6．76，5，65，6．35，5．98，5．44，4．51，4． 7U6，2．27，2．00，7．91，7．57，7．16，5．78，6．25，5．75，5．17，4．47，3．45，2．82，8．3 84，9．61，7．53，7．17，6．59，0．03．5．41，4．45，3．54，2．95，3．82，8．44，7．95，7．53



 0，6．44，5．29．4．3J．3．551
OIMENSIOY REMAZ×（14），ASOHA（11），Ta（16，IU），RY（24），INJ（15），2（16）， 1THETA（5），N2（7），DELTA（15），YMJ（16，5），AVRHO（5，7），ERSOI16．5．7）， 2ERSCSQ（16，5，7），ERSG4X（5，7），COEマMX（5，7），AVERS2（5，7）， 3VESQMX（5，7），AVVESO（5，7），ADCOEマ（5，7），EFM（16），FT3（20，1）

COMMON KK，YOSS（26），E（16）
DATA（ALPHA1I），I＝1，11）／0．202，0．202，．7．025，0．01，ن．025，0．05，0．10， 1C．25，0．50．0．7E．L．C／
 A7．8．161．4，39．90，5．620，1．030，3．1716，979．5，498．5，178．5，93．57，38．51，1 20．51，8．526，2．571，5．6667，0．1333．167．7，124．3，55．55，34．12，17．44，13．13 C，5．538，2．0＜4，7．5851，4．122J，74，14，51．45，3i．3：，2i．20，12．22，7．709，4．5 045，1．857，0．5486，0．1165，47．18，34．73．26．73，10．25，10．01，5．509，4．060，1 E．672，L．5281，0．1134，35．51，27．12，14．54，13．74，9．3．33，5．707，3．776，1．621


 180，21．54，17．17，12．83，10．94，6．937，4．735，3．285，1．492，3．4397，0．1073，1 J7．69，16．20，12．23．9．646，6．724，4．944，？．225，1．475，3．4054，‥1769，23．64
 L84，11．37，9．774，6．414，4．667，3．136，1．450，5．4614．0．1057，17．14，14．34，1

 $0531,6.115,4.494,3.446,1.425,3.4763,2.1351,15.72,13.29,17.36,0.430$ ，

 R4．3E1，2．79U．1．408．J．4728．3．1J45．14．32．12．52．5．744，8．095．5．872．4．35 S1，2．975，1．404．U．4719，0．10441 （1）

```
C
    1B.- INPUTS ANJ COVSTAVTS
    READ(5,BJU) (REMARA(I)-I=1.14)
    ARITE(5,80\) IREMARKII),I=1,14)
    REAO (5,BCLI LSMH.NE, KOOE
    IF IKOSE GT.U WRITE IG. JUT2DI
    REAJ(5,804) LT4, (THETA(LI, LEL,GTM)
    REAO (5,306) NJELTA, (UELTA(K), KES,NDELTAI
    W&ITE (6,BUT) VOELTA, TOELTA(KI, K=I,NJELTAI
    GEAD (5,8\O) NNI, (VU(M), MEI NNO)
    KK=L5Mt
    NE = 2%*65M4
    WRITE (6,8L3) KK,NC, VVJ, NE
    NCMI = N:-1
    NCM2 = N:-2
    NCPI = NE*i
    NTMX = NE * NE(NND)
    NPMXP1 = NTMX * 1
    NEM1 = NE - 1
    FNE = NE
    FNE = VE
    FNEMI = VEMI
    FNESNE = NE*NE
    FEMINC = NEMI#NC
C
C 1C.- POPULATION MEAVS
C
    OO 1C I=1,NE
    BIII= D.C
    10 CONTINJE
    DO 20I=1,NJELTA
    8(I+1) = JLLTA(I)
2O COVTINUE
    IF (KOJE OGT.U) WQITE 1b, 2UT1)
    DO 22 I=1,NC
    NCDIMI = NCOI-I
    YO3S(I) = S(NEP{MI)
22 CONTINJE
    CALL YATES
    IF (KOJE.OT. U WRITE 16. JUTI )
    0O 3u IEL,NC
    NEPIMI = NCDI-I
    YOSS(I) = E(NCPIMI)
3) CONTINJE
    IF (KOJE CT. 1 I WRITE 16. JUTZ)
    LO 48 LES,LTH
    00 47 I= 1,m*
    YMUII,L) = YOBS(I)*TNETA(L)
47 CONIINJE
4 CONTINJE
    IF (KOJE OGT. G 1 WAITE 16, OUTE,
n
E 10.- 512015j%
C
```



```
    MPP1 = MP+1
    GMLL SANJ (XS)
```

```
        OO 99 ME1,NNO
        OO PE LEL,LTH
        AVFHO(L,MIE U.J
        DO 97 IEI,NC
        ERSCII,L,MIE O.N
        ERSOSO(I,L,M) = 0.0
    OT EONTINJE
    O cOVTINJE
    OCOVTINJE
C
C
C
        LO EFS V= &,NE
        INJXN=V
        IF (KOSE ©GT. 3 ) RITE (6, OUT4)
        00223 I=&,NTMXF:
        EALL RANS(RNIII)
    213 COVTINJE
        IF 1NOJE .GT. Y WRITE 16. OUT! ;
        DO <15 IEI,NTMX,2
        E= SCRT(-2.OHALOG(RVIII))
        O=6.2831853哣(I* L)
        RN(I)= E*こOS(J)
        RN(I*I)= E#SIN(O)
    Cl5 CSNTINJE
    IF (KOJE .GT. Y) WRITE 16. OUT5 I
    DO 690 LE1,LTH
    INJXL = L
    IF IKOJE GT. Y WRITE 16, JUTB I
    00 2<4 I=1,NC
    YO3S(I) = YMUIIOL) * RV(I)
    624 EONTINJ:
    IF (KOSE OGT. 1 ) WRITE 10, JUTZ I
    CALL YATES
    IF (KOJE GT. U (WIITE (6. JUTI )
E
C 3.- COVSTRUCTION AVO ONDEZIVS JF MEAN STJARES
    00 36% I=1,VE
    INJ(II= I
    Z(I)= =(I*I)*日(I*1)/FVC
    3FM(I)=3(I)/FNC
    3CJ COVYINUE
```



```
        IF (KOJE OUT. O URITE Ib, JUTZS I
    C
        00 313 J=1,NEM2
        TEST = ZINCMI)
        IN = NEML
        DO 312 NA=J,NEM2
        IF(TEST-Z(NA)) 31&,312,311
    j1% TEST = 2(NA)
    JN: NA
SI2 CONTINUE
    |TEm=【N)(\V)
    TEM= z(IV)
    INJ(IN)= INJ(N)
```

```
    71I:1= ?(1)
    IHO|J!=ITEM
    Z|J! = T&*
    313 CCNTINUR
    If IHCEE OUT. E , wPITE IA, OLITG I
    OC 6:T M=1,NR."
    IN|XI=M
    IF IMOLP .GT. J , EEITE I*, OUTA I
    IF INOLE OT, ICI bFITE IE, OUTIII
    CC EIE T = I,NC
    &|I| = nfm|l|
    3:b CONTJNUF
    NT = NC * NHM!
    JF IMOQF ©ST. O , WEJTE IA, OLTT I
    FN: = A* (M)
    RFN:` = PF&FN.
    Ir = i..
    If |N:|m|-il :3r, j2%g }a:
    2S SSCYC = \therefore.
        DO 3.2 I=FCFI,NT
        TY = TY * RNII
        SECYO = SEGYO INIIIEOE
    3<2 CCNPINUE
    If INOES .GT. ilI hFITE If, OUT!:I
    TFM = SSGYO - (1TY**2)/FA '1
    N(F = N (N)-1
    E(i)= |FNC*F|I| TYI/IFNC. FN)
    GC +0 gry
    #:5 TY = DNIHCP1)
    TEM = .04:176*11TY - FFMI!11**こう
    NOF =1
```



```
    GCTC:=%
    !3t TEM=1.
    NEF=
    :SE IF INOCP .ET.EI HEITE Ic, OUTGI
    IF I MOCE OCT. % I WAITE 1 S. NUTE I
    :F IMOCT. CT.S I HQITS IN, OLT..I
```



```
    IF IHPF OPT.:O AAC.HPU.CY. ..I GO TC 42I
    IF IIP OT. JICC TC OIT
    OC IE& J = 1.NP
    InDXJ=J
    FFM= TFM* 2(J)
    3:S CLNTJNLE
    NCF = ARF - MF
    IF IMOLT ET.G I EEITE I*, OUT':I
C
C *OCELETION OF Prines
    4i7 DC 4.G JEFFFI,NCT1
            INOYJ= J
            FJ=J
            If InEF ol: iti rc in 4.f
```



```
C
C
            F-1%ST
```

C
416 IF IKPU OT. $2 u 1$ CO TO 4ir
$N D F=N D F+1$
$J N=J$
FRDF $=$ NDF
TEST = FNRF*Z(J)/(TEM*Z(J))
IF INODF GT LE WRITE (G, OUT: 3 I
IF ITEST ©ST. TEIJN,KPUII GO TC 476
TEM $=$ TEM + 2(J)
419 CONTINUE
JFTA $=$ NCM1
GO TO 4.2
$42 \mathrm{JETA}=\mathrm{J}-\mathrm{J}$
IF (KODE ©GT. 221 WRITE 16, OUTi31
GO TO $4 ? 2$
421 JETA $=$ MP
$422 \mathrm{ETA}=\mathrm{JFTA}$
IF IKOCE OGT. 131 WRITE (K, OUT'4)
JETA = IFIXIFETA*ETAI
IF IKOLF .GT. 14) WRITE $\mid E$, OUT: $b \mid$
IF IJETA LT. I) CO TO 434
DO 4.5 J=:.JETA
INDXJ=J
INDX $=$ IN( $(J)+1$
B(INUX) $=1$.
$4^{\circ}$ : CONTINUE
IF INCDE ©GT. $D$ I MPITE 16, OUT, I
GO TC 434
$4 こ 2$ JETA $=?$
434 RHO = NCM! - JETA
IF IKCDE OGT. 151 WFITE 16, OLTIOI
$\operatorname{AVRHO}(L, M)=A V F H C(L, M)+R H O$
$C$
$c$
$c$
5.-FEEDICTIONS
IF IKODE OGT. 5 , WRITE 6 , OUTE I
IF 1 KULE $G T$. 7 I WRITE 1 E, CUTB 1
DC 54t. I=i,NC
NCP:PI = NCP:-I
YCESII) $=8(N C P: Y I)$
546 CONTINUR
IF (MOOE -GT. 1 ) WRITE 1G, OUT? )
CALL YATES
IF IHOQE OGTA ORTIE IE, OUTV I
C
(6.- ACCUMILLTIOR CF EERORS

```
    DO 6:9 I=?,NC
    NCPIMI = NCF1-1
    TEM = IR(NCP!MI) = YMUIIILII**&
    ERSCII,L,M)=EPSC(I,L,M) TEM
    EFSCSOII,L,M)= FHSSSOII,L,MI + TEM**2
    C.G CONTINUF
    CG, CONTINUE
    O9C CCNTINUT
        IF (KOCE OGT. &GI WRITE IE, OLIT!7)
        IF IKOUF.,GT. 17) WRITE 16, OUTIgI
    699 CONTINUF
        IF (KOCF ©GT & 16) WRITE IG, OUII7I
        IF INOCE -GT. 17I WRITE 1B, OUTIEI
C
C 7.- DETERMINATION OF MAXIMUM AND MEAN SCUARFD ERRORS
C
    DO 75:1 M=:,NNC
    INDXM = M
    IF IFODE OGT. 5 I GRITE 1 6, OUT6 I
    FNT = NC & N.IM)
    RTFNT = SCRTIFNTI
    IF (NODF OGT. 18) WRITE 15, OUT191
    00 7e: L=?,LTH
    INOXL=L
    IF IKOLE OGT. 7 I WRITE IN, OUTA I
    C = ..
    0 = ...*
    E= \because.ll
    F= \thereforeoi
    OC 751 J=:,RC
    C = AMAXI(C,ERSCII,L,MII
    O = O + EFSOII,L,MI
    TEM= EKSCSCII,L,M)-(IERSC(I,L,M))**2I/FNE
    E = AMAXIIE,TEMI
    F=F+TEM
    750 CONTINUF
        ERSGMX(L,P)= C/FRE
        COEFMX(L,N)= (SGFT(ERSGMX(L,M)))/THETAIL)
        AVEFSOIL,MI = D/FAEENC
        VESGMX(L,N)= F/FPEMI
        AVVESC(L,N) = F/FEM!NC
        AVRHCIL,MI = AVFHCIL,MI/FNE
        ACCOLR(L,M)= COEFMXIL,MI#RTFAT
    lol CCNTINUE
    7O: CONTINUF
        S.- CUTPUT
        WFITE (P,GGC) (MF, RF, ALFHA(KPF), ALPHA(KPU), DETA)
        WFITE (6,8,1) (N,(M), M=&,NNJ)
        WFITE (5,{:iJ)
        WRITL (A,P:5)
        WRITE (S,R:7) (THETAILI,IAVPHO (L,M),M=R,NNC I,L=I,LTHI
        WFITE (6,&31)
        WFITE (B,F17) (THFTAILI,IERSGMX(L,M),M=I,NNO J,L=I,LTH)
        WFIT! (0,039)
        WFITY (*,P17) (THETAILI,(AVERSG(L,M),M=1,NNC I,L=I,LTH)
```

```
    WRITE (6,836)
    WRITE (6,817) (THETA(L),(VESQMXIL,M),MEL,NNO I,L=1,LTHI
    WRITE (6,837)
    WRITE (6,817) (THETA(LI,IAYVESQ(L,M),MEI,NNO I,L=1,LTH)
    WRITE (6,838)
    WRITE (6,817) (THETA(L),(COERMX(L,M),MEI,NNO ),LEI,LTH)
    HRITE (6,839)
    GRITE (6,BLT) (IMETAIL), (ADCOEP(L,Y), M=1,NNO),L=A,LTH)
    GO TO 50
    679 STOP
C
    BOD FOZMAT (13AG,A2)
    801 FOPMAT (1H1,//1OX,13AS,AZ//)
    802 FORMAT (3I5)
    BOJ FORMAT IIHG,3X,GHLSMH =I5,5X,4HNC =I5,5X,5HNNO =I5,5X,4HNE=I5I
    BO4 FORMAT (I8,5FB.*)
    BDG FORMAT II4:(1OFQ=5!)
    BOT FORMAT (1HO,5HRHO=I5,5X,7HDELTA =//(1X,10F10.j))
    OOB FORMAT (3IS,2F5.3)
    BJ7 FORMAT IIHI//,IX,4HMP = I5,5X,4HRF=FS.3,5X,BHALPHAF =FS.3,5X,8HALP
    AHAU =F6.3,5X,6HRETA =F6.3)
    810 FORMAT (BIC)
    311 FOPMAT (1HO,4HNO = 7114/1)
    813 FORMAT (1HU,5HTHETAI
    815 FORMAT (1HO,2OX,5HAVRHO//I
    817 FORMAT (1X,F8.3.7E14.4)
    331 FORMAT (1HO,2OX,GHERSOMX//)
    635 FORMAT (1HU,20X, GHAVERSQ//)
    336 FORMAT (1HO, 2OX,GHVESQMX//)
    837 FORMAT (1HU,2OX,GHAVVESO//1
    333 FORMAT (1HU, 2OX,GHCOERMX//)
    937 FORMAT (IHC,2OX,6HADCOER//)
        ENJ
```

|  | SUBROUTINE VATES |
| :---: | :---: |
| C |  |
| c | 9.- YATES METHOD SUBROUTIVE |
| C | COMMON KK, Y(16), 3 (16) |
|  | $I I=2 * * K K$ |
|  | IIJB2 = II/2 |
|  | $K K M 1=K K-1$ |
|  |  |
|  | CO 906 I=1,II, 2 |
|  | IP102 $=11+1) / 2$ |
|  | $\exists(I P 102)=Y(I+1)+Y(I)$ |
| 906 | $B(L L)=Y(I+1)-Y(I)$ |
|  | D0 907 I=1.II |
| 907 | Y(I) $=$ B(I) |
| 905 | COVTINUE |
|  | 00 909 IE1,II,2 |
|  | IP102 $=(1+1) / 2$ |
|  | B(IP1)2) $=Y(1+1)+Y(I)$ |
|  | LL = IP1J2*IID32 |
|  | $B(L L)=Y(I+1)-Y(I)$ |
| 907 | COVTINJE |
|  | RETURN |
|  | ENJ |

## APPENDIX E

ILLUSTRATIVE OUTPUT OF COMPUTER PROGRAM POOL9U
MAY 30. 1900 TEN $=0.94117601$ WAS PEM $=0.501$
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Table 1. - Expressions for degrees of freedom, sums of squares and test statistics.

| Case | ${ }_{0}$ | ${ }^{m}$ | ${ }^{\text {n }}$ dfo |  | Eq. No. | F-Test (See Eq. (14)) | $\mathrm{U}_{\mathrm{j}}$-Test (See Eq. (16)) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a | 0 | 0 |  |  |  | $\mathbf{( 1 \leq j \leq ~} \mathbf{r f}_{\mathbf{f}} \mathbf{n}_{0}$ ) | $\left.1 \leq 0 \leq n_{c}-1\right)$ |
| b | 1 | 0 | 1 | $S S_{b}=0.941176\left(y_{01}-b_{1}\right)^{2}$ | (B4) | $f_{i, j}=\frac{(1+j-1) z_{(j)}}{S S_{b}+z(1)+\cdots+z(j-1)}$ | $u_{j}=\frac{\left(n_{d f 0}+j\right) z_{(j)}}{\operatorname{ss}_{b}+z(1)+z_{(j)}}$ |
| c | >1 | 0 | $n_{0}-1$ | $s s_{c}=\sum_{k=1}^{n_{0}} y_{0 k}^{2}-\frac{1}{n_{0}}\left(\sum_{k=1}^{n_{0}} y_{0 k}\right)^{2}$ | (B5) | $f_{1, n_{0}+j-2}=\frac{\left(n_{0}-1+j-1\right) z_{(j)}}{S S_{c}+{ }^{2}(1)+\cdots+z_{(j-1)}}$ | $u_{j}=\frac{\left(n_{d f 0}+j\right) z_{(j)}}{s S_{c}+z(1)+\cdots+z_{(j)}}$ |
| d | 0 | $>0$ | ${ }^{\text {mp}}$ | $s s_{d}=\sum_{j=1}^{p} z_{(j)}$ | (B7) |  | $u_{j}=\frac{j z_{(j)}}{S S_{d}+z_{(m p+1)}+\cdots+z_{(j)}}$ |
| e | 1 | $>0$ | $1+m_{p}$ | $s S_{e}=s S_{b}+\mathbf{S S}$ | (B9) | $f_{1, j}=\frac{(1+j-1) z(j)}{S S_{e}+2(m p+1)+\cdots+z(j-1)}$ | $u_{j}=\frac{(1+j) z(j)}{\left.S S_{e}+2(m p+1)+\cdots+z_{(j)}\right)}$ |
| f | >1 | 20 | $n_{0}-1+n_{p}$ | $\mathbf{s S _ { \mathbf { f } }}=\mathbf{S S}_{\mathbf{c}}+\mathbf{S} \mathbf{S}_{\mathbf{d}}$ | (B11) | $f_{1, n_{0}+j-2}=\frac{\left(n_{0}-1+j-1\right) z(j)}{S S_{f}+z(m p+1)+\cdots+z(j-1)}$ | $u_{j}=\frac{\left(n_{0}-1+j\right) z(j)}{S S_{f}+z(m p+1)+\cdots+z(j)}$ |

Table 2. - Values of $f$ at which transfer from $F$ to $U_{j}$ distribution occurs.

| $n_{0}$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $r_{F}$ |  |  |  |  |  |  |  |
| 0.0 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
| 0.4 | 2 | 2 | 2 | 2 | 2 | 3 | 3 |
| 0.5 | 2 | 2 | 2 | 2 | 3 | 3 | 4 |
| 0.7 | 2 | 2 | 2 | 3 | 3 | 4 | 5 |
| 0.9 | 2 | 2 | 2 | 3 | 4 | 5 | 6 |
| 1.0 | 2 | 2 | 3 | 4 | 5 | 6 | 7 |
| 2.0 | 2 | 3 | 5 | 7 | 9 | 11 | 13 |
| 4.0 | 2 | 5 | 9 | 13 | n.t. | n.t. | n.t. |
| 8.0 | 2 | 9 | n.t. | n.t. | n.t. | n.t. | n.t. |
| 16.0 | 2 | n.t. | n.t. | n.t. | n.t. | n.t. | n.t. |

n.t. No transfer occurs.

Table 3. - Parameter combinations, $\beta_{k+1}=\theta \delta_{k}, \beta_{1}=0$.

| $k$ | $\delta_{k}$ | $\theta$ |  |  |  |  |
| :---: | :---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  | 0.125 | 0.250 | 0.500 | 1.000 |
| 1 | 2.1082 | 0.2635 | 0.5270 | 1.0541 | 2.1082 | 4.2164 |
| 2 | 1.6645 | .2081 | .4161 | .8322 | 1.6645 | 3.3290 |
| 3 | 1.4094 | .1762 | .3524 | .7047 | 1.4094 | 2.8188 |
| 4 | 1.2219 | .1527 | .3055 | .6110 | 1.2219 | 2.4438 |
| 5 | 1.0694 | .1337 | .2674 | .5347 | 1.0694 | 2.1388 |
| 6 | 0.9386 | 0.1173 | 0.2346 | 0.4693 | 0.9386 | 1.8772 |
| 7 | .8221 | .1028 | .2055 | .4110 | .8221 | 1.6442 |
| 8 | .7161 | .0895 | .1790 | .3580 | .7161 | 1.4322 |
| 9 | .6176 | .0772 | .1544 | .3088 | .6176 | 1.2352 |
| 10 | .5250 | .0656 | .1312 | .2625 | .5250 | 1.0500 |
| 11 | 0.4368 | 0.0546 | 0.1092 | 0.2184 | 0.4368 | 0.8736 |
| 12 | .3521 | .0440 | .0880 | .1760 | .3521 | .7042 |
| 13 | .2699 | .0337 | .0675 | .1350 | .2699 | .5398 |
| 14 | .1892 | .0237 | .0473 | .0946 | .1892 | .3784 |
| 15 | .1084 | .0136 | .0271 | .0542 | .1084 | .2168 |

Table 4. - Admissible strategies and their operating characteristics.
(a) $n_{0}=0$.

| $m_{p}$ | ${ }^{\text {r }}$ | $\alpha_{F}$ | ${ }^{a}$ | $r_{\eta} \theta$ | $\bar{\rho}$ |  | $V\left(e^{2}\right)_{\text {max }}$ |  | $C_{\text {ae, mx }}$ |  | R |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 0.125 | 2.0 | 0.125 | 2.0 | 0.125 | 2.0 | 0.125 | 2.0 |
| 0 | -- | 1.0 | 1.0 | 0.0 | 15.00 | 15.00 | 2.460 | 2.460 | 33.04 | 2.065 | 1.1215 | 1.0000 |
| 1 | -- | 1.0 | . 75 | . 10 | 14.98 | 14.98 | 2.462 | 2.605 | 33.02 | 2.072 | 1.1208 | 1.0034 |
| 1 | -- | 1.0 | . 75 | . 20 | 14.92 | 14.91 | 2.453 | 2.504 | 33.00 | 2.084 | 1.1202 | 1.0092 |
| 1 | -- | 1.0 | . 75 | . 40 | 14.72 | 14.66 | 2.450 | 2.585 | 32.99 | 2.133 | 1.1198 | 1.0329 |
| 1 | -- | 1.0 | . 50 | . 15 | 14.72 | 14.55 | 2.456 | 2.791 | 32.97 | 2.170 | 1.1191 | 1.0508 |
| 1 | -- | 1.0 | . 50 | . 20 | 14.64 | 14.49 | 2.443 | 2.812 | 32.96 | 2.181 | 1.1188 | 1.0562 |
| 1 | -- | 1.0 | . 50 | . 25 | 14.39 | 14.17 | 2.442 | 2.975 | 32.95 | 2.240 | 1.1185* | 1.0847* |
| 1 | -- | 1.0 | . 75 | . 54 | 14.43 | 14.36 | 2.450 | 7.879 | 32.94 | 2.375 | 1.1181 | 1.1501 |
| 1 | -- | 1.0 | . 75 | . 55 | 14.42 | 14.36 | 2.454 | 8.715 | 32.92 | 2.404 | 1.1174 | 1.1642 |
| 1 | -- | 1.0 | . 50 | . 35 | 14.04 | 13.75 | 2.443 | 8.117 | 32.90 | 2.808 | 1.1168 | 1.3598 |
| 1 | -- | 1.0 | . 50 | . 40 | 13.96 | 13.60 | 2.422 | 13.75 | 32.88 | 3.178 | 1.1161 | 1.5390 |
| 1 | -- | 1.0 | . 50 | . 45 | 13.78 | 13.34 | 2.398 | 34.87 | 32.70 | 3.910 | 1.1100 | 1.8935 |
| 1 | -- | 1.0 | . 50 | . 50 | 13.36 | 12.89 | 2.458 | 98.42 | 32.58 | 4.931 | 1.1059 | 2.3879 |
| 1 | -- | 1.0 | . 50 | . 55 | 13.26 | 12.79 | 2.429 | 167.5 | 32.55 | 5.479 | 1.1049 | 2.6533 |
| 1 | -- | 1.0 | . 50 | . 75 | 12.57 | 11.88 | 2.383 | 2135.0 | 32.46 | 10.00 | 1.1018 | 4.8426 |
| 1 | -- | 1.0 | . 50 | . 80 | 12.50 | 11.74 | 2.409 | 3159.0 | 32.40 | 11.11 | 1.1000 | 5.3801 |
| 1 | -- | 1.0 | . 50 | . 85 | 12.32 | 11.57 | 2.299 | 4735.0 | 32.28 | 12.23 | 1.0957 | 5.9225 |
| 1 | -- | 1.0 | . 50 | . 90 | 12.20 | 11.36 | 2.270 | 9239.0 | 32.27 | 14.23 | 1.0954 | 6.8910 |
| 1 | -- | 1.0 | . 50 | . 95 | 12.05 | 11.13 | 2.253 | 18616.0 | 32.03 | 16.87 | 1.0872 | 8.1695 |
| 1 | -- | 1.0 | . 05 | . 70 | 6.029 | 5.710 | 1.568 | 770.8 | 30.53 | 19.05 | 1.0363 | 9.2252 |
| 1 | -- | 1.0 | . 10 | . 80 | 6.209 | 5.447 | 1.631 | 2632.0 | 30.39 | 22.36 | 1.0316 | 10.8281 |
| 1 | -- | 1.0 | . 05 | . 75 | 5.137 | 4.783 | 1.472 | 1581.0 | 29.72 | 23.17 | 1.0088 | 11.2203 |
| 1 | -- | 1.0 | . 025 | . 75 | 4.488 | 4.389 | 1.465 | 903.1 | 29.61 | 23.63 | 1.0051 | 11.4431 |
| 5 | -- | 1.0 | . 05 | . 75 | 4.291 | 4.000 | 1.497 | 172.6 | 29.46 | 24.09 | 1.000 | 11.6659 |

*Security regret strategy.

Table 4. - Cont'd.
(b) $n_{0}=1$.

| $m_{p}$ | ${ }^{\mathbf{r}}$ | ${ }^{\alpha}$ F | $\alpha_{u}$ | $r_{\eta} 0$ | $\overline{7}$ |  | $V\left(e^{2}\right)_{\text {max }}$ |  | $C_{\text {ae, mx }}$ |  | R |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 0.125 | 2.0 | 0.125 | 2.0 | 0.125 | 2.0 | 0.125 | 2.0 |
| 0 | 2.0 | 0.50 | 0.75 | 0.65 | 10.66 | 14.90 | 2.291 | 2.512 | 33.05 | 2.118 | 1.0875 | 1.0000 |
| 0 | 3.0 | . 50 | . 25 | . 80 | 8.747 | 14.91 | 1.898 | 2.508 | 32.04 | 2.119 | 1.0543 | 1.0005 |
| 0 | 3.0 | . 50 | . 10 | . 80 | 8.442 | 14.90 | 1.878 | 22.46 | 31.78 | 2.180 | 1.0457 ${ }^{\text {* }}$ | 1.0293* |
| 0 | 2.0 | . 50 | . 25 | . 75 | 7.463 | 14.65 | 1.714 | 408.0 | 31.61 | 4.094 | 1.0401 | 1.9330 |
| 0 | 2.0 | . 50 | . 10 | . 80 | 6.741 | 14.38 | 1.692 | 1029.0 | 31.20 | 5.989 | 1.0267 | 2.8277 |
| 0 | 0.0 | . 50 | . 10 | . 75 | 5.780 | 12.27 | 1.581 | 3796.0 | 30.82 | 12.17 | 1.0141 | 5.7460 |
| 0 | 0.5 | . 25 | . 05 | . 80 | 5.209 | 10.60 | 1.487 | 5046.0 | 30.60 | 15.57 | 1.0069 | 7.3513 |
| 0 | 4.0 | . 01 | . 05 | . 75 | 4.305 | 4.737 | 1.551 | 1607.0 | 30.53 | 23.90 | 1.0046 | 11.2842 |
| 0 | 4.0 | . 01 | . 025 | . 75 | 4.194 | 4.657 | 1.536 | 1426.0 | 30.51 | 24.02 | 1.0039 | 11.3409 |
| 0 | 8.0 | . 01 | . 05 | . 75 | 4.281 | 4.649 | 1.536 | 1408.0 | 30.47 | 24.03 | 1.0026 | 11.3456 |
| 0 | 4.0 | . 005 | . 05 | . 75 | 4.275 | 4.404 | 1.539 | 1024.0 | 30.46 | 24.30 | 1.0023 | 11.4731 |
| 0 | 4.0 | . 005 | . 025 | . 75 | 4.164 | 4.316 | 1.524 | 811.3 | 30.44 | 24.43 | 1.0016 | 11.5345 |
| 0 | 8.0 | . 005 | . 05 | . 775 | 4.209 | 4.276 | 1.517 | 716.3 | 30.39 | 24.50 | 1.0000 | 11.5675 |

*Security regret strategy.

Table 4. - Cont'd.
(c) $n_{0}=2$.

| $m_{p}$ | ${ }^{\mathbf{r}}$ | ${ }^{\alpha_{F}}$ | ${ }^{a_{U}}$ | $r_{\eta}{ }^{\theta}$ | $\overline{0}$ |  | $V\left(e^{2}\right)_{\text {max }}$ |  | $\mathrm{C}_{\text {ae,mx }}$ |  | R |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 0.125 | 2.0 | 0.125 | 2.0 | 0.125 | 2.0 | 0.125 | 2.0 |
| 0 | 2.0 | 0.75 | 0.50 | 0.90 | 13.12 | 14.98 | 2.437 | 2.519 | 34.40 | 2.187 | 1.1058 | 1.0000 |
| 0 | 1.0 | . 50 | . 75 | . 70 | 10.10 | 14.88 | 2.340 | 2.533 | 33.98 | 2.188 | 1.0923 | 1.0005 |
| 0 | 2.0 | . 50 | . 25 | . 85 | 9.957 | 14.91 | 2.048 | 2.518 | 33.20 | 2.189 | 1.0672 | 1.0009 |
| 0 | 3.0 | . 25 | . 50 | . 85 | 8.959 | 14.42 | 2.227 | 7.804 | 33.14 | 2.252 | 1.0653* | 1.0297* |
| 0 | 1.0 | . 50 | . 50 | . 74 | 8.510 | 14.83 | 2.180 | 31.24 | 33.08 | 2.466 | 1.0633 | 1.1276 |
| 0 | 1.0 | . 50 | . 50 | . 80 | 8.142 | 14.81 | 2.157 | 65.72 | 32.93 | 2.610 | 1.0585 | 1.1934 |
| 0 | 0.0 | . 75 | . 50 | . 80 | 8.045 | 14.61 | 2.157 | 142.3 | 32.91 | 3.152 | 1.0579 | 1.4412 |
| 0 | 2.0 | . 25 | . 25 | . 75 | 7.508 | 14.28 | 1.922 | 384.4 | 32.70 | 4.022 | 1.0511 | 1.8390 |
| 0 | 2.0 | . 25 | . 25 | . 80 | 7.327 | 14.28 | 1.895 | 416.8 | 32.57 | 4.096 | 1.0469 | 1.8729 |
| 0 | 1.0 | . 50 | . 10 | . 80 | 6.492 | 14.43 | 1.695 | 960.4 | 32.04 | 5.921 | 1.0299 | 2.7074 |
| 0 | 1.0 | . 50 | . 025 | . 75 | 6.361 | 14.30 | 1.674 | 1221.0 | 31.96 | 6.638 | 1.0273 | 3.0352 |
| 0 | 0.0 | . 50 | . 10 | . 80 | 5.362 | 12.30 | 1.580 | 3680.0 | 31.72 | 12.35 | 1.0196 | 5.6470 |
| 0 | 0.0 | . 50 | . 05 | . 80 | 5.206 | 12.04 | 1.548 | 3958.0 | 31.66 | 13.04 | 1.0177 | 5.9625 |
| 0 | 0.0 | . 50 | . 025 | . 75 | 5.136 | 11.91 | 1.541 | 4106.0 | 31.59 | 13.38 | 1.0154 | 6.1180 |
| 0 | 1.0 | . 25 | . 025 | . 80 | 5.176 | 11.24 | 1.533 | 4676.0 | 31.57 | 14.85 | 1.0148 | 6.7901 |
| 0 | 0.0 | . 25 | . 05 | . 80 | 5.045 | 10.46 | 1.524 | 5018.0 | 31.56 | 16.18 | 1.0145 | 7.3983 |
| 0 | 0.0 | . 25 | . 025 | . 75 | 4.976 | 10.30 | 1.517 | 5086.0 | 31.48 | 16.51 | 1.0119 | 7.5492 |
| 0 | 0.0 | . 10 | . 025 | . 75 | 4.909 | 9.569 | 1.516 | 5249.0 | 31.42 | 17.77 | 1.0100 | 8.1253 |
| 0 | 0.0 | . 10 | . 01 | . 75 | 4.840 | 9.521 | 1.496 | 5262.0 | 31.37 | 17.87 | 1.0084 | 8.1710 |
| 0 | 0.0 | . 10 | . 01 | . 80 | 4.829 | 9.521 | 1.499 | 5262.0 | 31.37 | 17.87 | 1.0084 | 8.1710 |
| 0 | 0.0 | . 025 | . 025 | . 75 | 4.864 | 9.292 | 1.517 | 5264.0 | 31.34 | 18.22 | 1.0074 | 8.3310 |
| 0 | 0.0 | . 025 | . 01 | . 75 | 4.795 | 9.244 | 1.497 | 5271.0 | 31.29 | 18.32 | 1.0058 | 8.3768 |
| 0 | 0.0 | . 025 | . 01 | . 80 | 4.784 | 9.244 | 1.500 | 5271.0 | 31.29 | 18.32 | 1.0058 | 8.3768 |
| 0 | 2.0 | . 002 | . 10 | . 80 | 4.362 | 4.436 | 1.491 | 1173.0 | 31.26 | 24.88 | 1.0048 | 11.3763 |
| 0 | 2.0 | . 005 | . 05 | . 75 | 4.276 | 4.349 | 1.480 | 915.8 | 31.24 | 25.06 | 1.0042 | 11.4586 |
| 0 | 2.0 | . 002 | . 05 | .75 | 4.245 | 4.240 | 1.468 | 707.4 | 31.12 | 25.20 | 1.0003 | 11.5226 |
| 0 | 4.0 | . 002 | . 05 | . 80 | 4.086 | 4.113 | 1.478 | 394.2 | 31.11 | 25.41 | 1.0000 | 11.6187 |

[^1]Table 4. - Cont'd.
(d) $n_{0}=3$.

| $\mathrm{m}_{\mathrm{p}}$ | $r_{F}$ | ${ }^{\text {a }}$ F | av | $r_{\eta} \theta$ | $\bar{\rho}$ |  | $V\left(e^{2}\right)_{\text {max }}$ |  | $\mathrm{C}_{\text {ae,mx }}$ |  | K |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 0.125 | 2.0 | 0.125 | 2.0 | 0.125 | 2.0 | 0.125 | 2.0 |
| 0 | 1.0 | 0.75 | 0.50 | 0.85 | 10.53 | 14.97 | 2.119 | 2.523 | 34.41 | 2.244 | 1.0770 | 1.0000 |
| 0 | 1.0 | . 50 | . 50 | . 80 | 7.456 | 14.89 | 1.888 | 2.532 | 33.63 | 2.246 | 1.0526 | 1.0009 |
| 0 | 0.0 | . 75 | . 50 | . 80 | 6.581 | 14.73 | 1.691 | 11.95 | 33.29 | 2.301 | 1.0419* | 1.0254* |
| 0 | 0.7 | . 50 | . 50 | . 80 | 6.584 | 14.83 | 2.665 | 30.94 | 33.20 | 2.356 | 1.0391 | 1.0499 |
| 0 | 1.0 | . 50 | . 10 | . 80 | 6.418 | 14.86 | 1.706 | 64.86 | 32.94 | 2.578 | 1.0310 | 1.1488 |
| 0 | 1.0 | . 50 | . 05 | . 80 | 6.372 | 14.86 | 1.705 | 78.33 | 32.87 | 2.684 | 1.0289 | 1.1961 |
| 0 | 0.7 | . 50 | . 10 | . 75 | 5.195 | 14.44 | 1.520 | 833.1 | 32.39 | 5.725 | 1.0138 | 2.5.12 |
| 0 | 0.7 | . 50 | . 025 | . 75 | 4.988 | 14.28 | 1.470 | 1161.0 | 32.21 | 6.689 | 1.0081 | 2.9808 |
| 0 | 0.0 | . 50 | . 025 | . 75 | 4.387 | 12.31 | 1.491 | 3665.0 | 32.19 | 12.63 | 1.0075 | 5.6283 |
| 0 | 0.7 | . 25 | . 05 | . 80 | 4.354 | 12.24 | 1.483 | 3765.0 | 32.13 | 12.79 | 1.0056 | 5.6996 |
| 0 | 0.7 | . 25 | . 025 | . 75 | 4.360 | 12.08 | 1.475 | 3957.0 | 32.09 | 13.26 | 1.0044 | 5.9091 |
| 0 | 0.0 | . 25 | . 025 | . 75 | 4.298 | 11.12 | 1.474 | 4662.0 | 32.06 | 15.20 | 1.0034 | 6.7736 |
| 0 | 1.0 | . 10 | . 025 | . 75 | 4.281 | 9.967 | 1.463 | 5162.0 | 32.02 | 17.16 | 1.0022 | 7.6471 |
| 0 | 2.0 | . 001 | . 05 | . 80 | 4.067 | 4.117 | 1.486 | 427.6 | 31.97 | 26.08 | 1.0006 | 11.6221 |
| 0 | 2.0 | . 001 | . 025 | . 75 | 4.075 | 4.097 | 1.477 | 371.7 | 31.95 | 26.12 | 1.0000 | 11.6399 |

*Security regret strategy.

Table 4. - Cont'd.
(e) $n_{0}=4$.

| $\mathrm{m}_{\mathrm{p}}$ | $\mathrm{r}_{\mathrm{F}}$ | ${ }^{\alpha}{ }_{F}$ | ${ }^{\alpha}{ }_{U}$ | $\left.r_{\eta}\right\rangle$ | $\bar{\rho}$ |  | $\mathrm{V}\left(\mathrm{e}^{2}\right)_{\text {max }}$ |  | $C_{a e, m x}$ |  | R |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 0.125 | 1.0 | 0.125 | 2.0 | 0.125 | 2.0 | 0.125 | 2.0 |
| 0 | 0.5 | 0.75 | 0.50 | 0.85 | 1.038 | 14.96 | 1.845 | 2.501 | 34.38 | 2.300 | 1.0536 | 1.0000 |
| 0 | 1.0 | . 50 | . 05 | . 80 | 6.992 | 14.89 | 1.864 | 2.519 | 33.93 | 2.304 | 1.0398 | 1.0017 |
| 0 | 0.5 | . 50 | . 50 | . 80 | 5.904 | 14.83 | 1.605 | 2.533 | 33.89 | 2.309 | 1.0386* | 1.0039* |
| 0 | 0.0 | . 50 | . 50 | . 80 | 5.616 | 14.48 | 1.591 | 12.77 | 33.71 | 2.421 | 1.0331 | 1.0526 |
| 0 | 1.0 | . 25 | . 10 | . 80 | 4.830 | 14.48 | 1.639 | 151.2 | 33.12 | 3.096 | 1.0150 | 1.3461 |
| 0 | 0.0 | . 50 | . 25 | . 80 | 4.723 | 14.04 | 1.539 | 588.4 | 33.07 | 5.257 | 1.0135 | 2.2857 |
| 0 | 0.5 | . 50 | . 05 | . 75 | 4.737 | 14.44 | 1.486 | 854.5 | 32.94 | 5.930 | 1.0095 | 2.5783 |
| 0 | 0.9 | . 25 | . 05 | . 80 | 4.394 | 14.03 | 1.484 | 1131.0 | 32.90 | 6.710 | 1.0083 | 2.9174 |
| 0 | 0.0 | . 50 | . 05 | . 80 | 4.241 | 13.01 | 1.465 | 2700.0 | 32.74 | 10.69 | 1.0034 | 4.6478 |
| 0 | 0.5 | . 25 | . 05 | . 80 | 4.243 | 12.85 | 1.465 | 2923.0 | 32.67 | 11.15 | 1.0012 | 4.8478 |
| 0 | 0.0 | . 25 | . 05 | . 80 | 4.186 | 12.13 | 1.460 | 3653.0 | 32.64 | 12.86 | 1.0003 | 5.5913 |
| 0 | 0.9 | . 10 | . 05 | . 80 | 4.142 | 11.01 | 1.451 | 4547.0 | 32.63 | 15.11 | 1.0000 | 6.5696 |

*Security regret strategy.

Table 4. - Cont ${ }^{\text {'d. }}$
(f) $n_{0}=5$.

| $\mathrm{m}_{\mathrm{p}}$ | $\mathrm{r}_{\mathrm{F}}$ | ${ }^{\alpha} \mathrm{F}$ | ${ }^{\alpha} \mathrm{U}$ | $\mathbf{r}_{\eta} \theta$ | $\bar{\square}$ |  | $V\left(e^{2}\right)_{\text {max }}$ |  | $\mathrm{C}_{\text {ae, mx }}$ |  | R |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 0.125 | 2.0 | 0.125 | 2.0 | 0.125 | 2.0 | 0.125 | 2.0 |
| 0 | 0.6 | 0.50 | 0.10 | 0.60 | 7.120 | 14.89 | 1.950 | 2.488 | 35.92 | 2.352 | 1.0719 | 1.0000 |
| 0 | 0.7 | . 50 | . 50 | . 80 | 6.049 | 14.89 | 1.739 | 2.486 | 34.81 | 2.354 | 1.0388 | 1.0009 |
| 0 | 0.7 | . 50 | . 10 | . 80 | 5.233 | 14.88 | 1.616 | 2.501 | 34.30 | 2.360 | 1.0236 | 1.0034* |
| 0 | 1.0 | . 25 | . 10 | . 80 | 4.834 | 14.53 | 1.615 | 2.567 | 33.97 | 2.394 | 1.0137* | 1.0179* |
| 0 | 0.8 | . 25 | . 25 | . 80 | 4.581 | 14.44 | 1.537 | 88.61 | 33.96 | 2.925 | 1.0134 | 1.2436 |
| 0 | 0.5 | . 50 | . 10 | . 75 | 4.616 | 14.68 | 1.508 | 253.0 | 33.90 | 3.826 | 1.0116 | 1.6267 |
| 0 | 0.5 | . 50 | . 10 | . 80 | 4.489 | 14.68 | 1.487 | 262.1 | 33.71 | 3.854 | 1.0060 | 1.6386 |
| 0 | 0.7 | . 25 | . 10 | . 80 | 4.247 | 14.30 | 1.492 | 468.3 | 33.70 | 4.703 | 1.0057 | 1.9996 |
| 0 | 0.5 | . 50 | . 05 | . 80 | 4.403 | 14.55 | 1.462 | 571.1 | 33.60 | 5.120 | 1.0027 | 2.1769 |
| 0 | 0.5 | . 50 | . 025 | . 80 | 4.388 | 14.51 | 1.462 | 691.4 | 33.58 | 5.540 | 1.0021 | 2.3554 |
| 0 | 0.5 | . 50 | . 01 | . 80 | 4.379 | 14.47 | 1.456 | 805.2 | 33.57 | 5.889 | 1.0018 | 2.5038 |
| 0 | 0.5 | . 25 | . 05 | . 80 | 4.101 | 13.27 | 1.466 | 2202.0 | 33.51 | 9.744 | 1.0000 | 4.1429 |

*Security regret strategy.

Table 4. - Concluded.
(g) $n_{0}=6$.

| ${ }^{m} p$ | ${ }^{\mathbf{r}}$ F | ${ }^{\alpha} \mathrm{F}$ | ${ }^{\alpha}$ | $\mathbf{r}_{\eta} \theta$ | $\bar{\rho}$ |  | $V\left(e^{2}\right)_{\text {max }}$ |  | $C_{\text {ae, mx }}$ |  | R |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 0.125 | 2.0 | 0.125 | 2.0 | 0.125 | 2.0 | 0.125 | 2.0 |
| 0 | 0.6 | 0.50 | 0.10 | 0.60 | 6.862 | 14.89 | 1.805 | 2.479 | 36.77 | 2.401 | 1.0736 | 1.0000 |
| 0 | 0.7 | . 50 | . 10 | . 80 | 6.071 | 14.89 | 1.786 | 2.478 | 35.38 | 2.402 | 1.0330 | 1.0004 |
| 0 | 0.5 | . 50 | . 05 | . 80 | 4.850 | 14.88 | 1.549 | 2.485 | 34.72 | 2.408 | 1.0137* | $1.0029 *$ |
| 0 | 0.9 | . 25 | . 05 | . 80 | 4.548 | 14.55 | 1.679 | 2.536 | 34.66 | 2.437 | 1.0120 | 1.0150 |
| 0 | 0.7 | . 25 | . 10 | . 80 | 4.336 | 14.54 | 1.500 | 30.30 | 34.55 | 2.524 | 1.0088 | 1.0512 |
| 0 | 1.0 | . 10 | . 10 | . 80 | 4.239 | 13.75 | 1.499 | 97.63 | 34.48 | 3.274 | 1.0067 | 1.3636 |
| 0 | 0.5 | . 25 | . 10 | . 80 | 4.159 | 14.41 | 1.496 | 245.1 | 34.43 | 3.824 | 1.0053 | 1.5927 |
| 0 | 0.5 | . 25 | . 05 | . 80 | 4.080 | 14.33 | 1.493 | 461.5 | 34.34 | 4.754 | 1.0026 | 1.9800 |
| 0 | 0.4 | . 50 | . 025 | . 75 | 4.324 | 14.62 | 1.453 | 476.4 | 34.30 | 4.804 | 1.0015 | 2.0008 |
| 0 | 0.0 | . 50 | . 025 | . 80 | 4.037 | 13.65 | 1.477 | 1573.0 | 34.25 | 8.384 | 1.0000 | 3.4919 |

[^2]Table 5. - Values of $\vec{\rho}$ as functions of $n_{0}, \theta$, and choice of strategy.

| $\mathrm{n}_{0}$ | Strategy |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ${ }^{\text {minimum }}$ | e,mx ${ }^{(2.0)}$ | ${ }^{\text {b Secur }}$ | Regret | ${ }^{\text {c Minimum }}$ | $\mathrm{C}_{\mathrm{ae}, \mathrm{mx}}(0.125)$ |
|  | $\theta$ |  |  |  |  |  |
|  | 0.125 | 2.0 | 0.125 | 2.0 | 0.125 | 2.0 |
| 0 | 15.00 | 15.00 | 14.39 | 14.17 | 4.291 | 4.000 |
| 1 | 10.66 | 14.90 | 8.442 | 14.90 | 4.209 | 4.276 |
| 2 | 13.12 | 14.98 | 8.959 | 14.42 | 4.086 | 4.113 |
| 3 | 10.53 | 14.97 | 6.581 | 14.73 | 4.075 | 4.097 |
| 4 | 7.038 | 14.96 | 5.904 | 14.83 | 4.142 | 11.01 |
| 5 | 7.120 | 14.89 | 4.834 | 14.53 | 4.101 | 13.27 |
| 6 | 6.862 | 14.89 | 4.850 | 14.88 | 4.037 | 13.65 |

$\mathrm{a}_{\text {From }}$ first row of table 4.
${ }^{\mathrm{b}}$ From asterisked results in table 4.
cFrom last row of table 4.


Figure 1. - Use of arrays YOBSII), B(I), and BFM(I).

(a) Compuiation of sums of squares.

Figure 2. - Flow charl of program POOLOU. Numbers in 11 are equation numbers of text. Three digit integers are statement numbers in Appendix 0.


(c) Deletion of insigniticant cceflicients.

Figure 2. - Concluded.


[^0]:    *For sale by the National Technical Information Seivice. Spingfield. Virginia 22162

[^1]:    *Security regret strategy.

[^2]:    *Security regret strategy.

