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EXECUTIVE SUMMARY

INTRODUCTION

This study defines the characleristics of 30/20 GHz
satellite systems c¢o be used in support of projected
communication requirements of the 1990's. The study
encompasses a requirements analysis which develops
projected market demand for satellite services by
general and specialized carriers, an analysis of the
impact of propagation and system constraints on 30/20
GHz operation, development of a set of technical per-
formance characteristics for the 30/20 GHz systems
which can serve the resulting market demand, and
finally defining the experimental program necessary to
verify technical and operational aspects of the pro-
posed systems.

The market analysis in this study takes as 1its basis
previous Western Union and other reports on the ad-
dressable and accessible satellite market demand.
Data from these studies, together with that derived
from additional potential markets identified in the
current study, have been combined and analyzed. The
specific requirements of each type of traffic were
then used to arrive at market projections for the Ka-

band in terms of the various types of satellite
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carriers and their market interest. The traffic mix
identified for each type of carrier results in a pro-
Jection of three types of Ka-band satellites: An all
trunking satellite, an all CPS satellite, and a satel-
lite combining both types of service.

An analysis of propagation factors at Ka-band identi-
fied suitable modes of operation for normal and rain
affected operation in each region of the U.S. By
cambining the market and operation mode studies, a set
of functiona) specifications for a satellite applica-
ble to a Western Union class carrier was established.
By comparing these specifications with currently
available technology and considering the minimum re-
quirements for a useful satellite system, a set of
functional requirements for the proposed experimental
satellite was obtained. Such a satellite would be
used to investigate presently assumed propagation
effects, prove out necessary new technology, and pro-
vide an experimental system to assess the applicabili-
ty of the Ka Band to commercial service offerings.

In addition, certain topics requiring further investi-
gation have been identified, and potential uses of an
intersatellite link considered.

Discussion of potential wuses of Ka-band satellites
normally places great emphasis on the channel avail-

ahility problem due to weather related attenuation
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increases, Methods to resolve this problem require
considerable investment 1in additional hardware, loss
of system capacity, and complex control procedures.
Without any attempt to minimize the importance of the
availability problem at Ka-band, it must be realized
that in normal use a Ka-band facility will represent
only a part of any entity's total communication capa-
hility. Typically a car;ier using a3 Ka-band trunking
network will have other trunking facilities as well,
be they terrestrial, C-band, or Ku-band, interconnec-
ted into a single communication network. Similarily,
a company served by a network of CPS stations opera-
ting at Ka-band will also have available alternate
communication facilities for voice and low to medium
speed data via the standard telephone network (message
telephone system or MTS). Such alternate routing
capabilities for both carrier and private networks are
routinely used today in all terrestrial systems,
Examining the Ka-band availability from the standpoint
of the user, loss of the Ka-band facility represents a
loss of capacity, not a total interruption of commun-
ication. (This 1is not always true for wide band fa-
cilities, but most of these are not used for real-time
traffic or represent lower priority "real-time" ser-
vices which can be delayed if necessary.)

Thus the user is faced with either a loss of through-

put or increase in blocking probability during a Ka-
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hand outage, or {s forced to use higher cost channels
(e.qg. MTS), or both, The net result is an ingrease in
cost per unit of traffic. Thus, while the effects of
Ka-band outages will certainly be a factor in a deci-
570n to implement a Ka-band network, they should not
be the overriding factor in determining suitability of
Ka-band transmission systems for given services.

A more detailed summary of the report is given below.
The sections are keyed to the main sections of the
report.

MARKET ASSESSMENT

The three major traffic categories identified in the
previous studies--data, voice, and video--were further
proken down on the basis of characteristics affected
by Ka-band satellite performance limitations. These
are primarily availability and lack of global (CONUS)
beam coverage. In later sections of this report,
designs for trunking and CPS earth stations are shown
which will yield availabilities of .9999 and .999,
respectively, over the entire continental United
States (CONUS). The lack of full CONUS coverage
beams can be circumvented by using simultaneous or
sequential transmission on many spot beams. Thus it
will be possible to install purely Ka band transmis-

sion networks to satisfy any reasonable system re-

quirements. There are, of course, cnst penalties
involved in these solutions and practical Ka-band
4
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networks may not, in fact, achieve these availabili-
ties or provide CONUS coverage. Notwithstanding these
problems we feel that even with significantly lower
availabilities than those quoted above, only truly
real-time data (e.g. airline reservation systems or
credit verification) and Network or CATV broadcast
video are ccmpletely unsuitable for Ka-band services.
As noted in the introduction, other services which at
first might seem unsuitable actually can effectively
use the Ka band when consideration 1is given to the
other communication facilities available to the user.
Thus with overall service quality generated by a
combination of Ka-band and other facilities, suitably
priced Ka-band links can be attractive in almost any
network.

The analysis of existing and announced satellite car-
riers has identified three types of carriers: public
carriers carrying primarily switched voice and data
between trunking terminals (AT&T, GTE); private
carriers using primarily CPS terminals (e.g. SBS,
SPCC, etc.) to carry voice and data directly between
customer locations; and combination carriers (e.g. WU
and RCA) which provide both trunking and CPS service.
The projected traffic for each of these carriers in
the year 2000 has been estimated at 900 GBPS for the
public carriers as a group, 200 GBPS for each of two

CPS carriers, and 300 GRPS for each of {(wo combination
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carriers. Based on these estimates, practical
limitations on spacecraft capacity, and a balance of
initial system costs and lony term capacity needs, we
estimate that the initial satellite for each type of
carrier would have a capacity of 10 GBPS for a public
carrier, 2.5 GBPS for a CPS carrier, and 4 GBPS of
trunking and ? GBPS of CPS for a combination carrier.

NITWORK CONNECTIVITY

R

The connectivity problems of the three types of
carriers have been analyzed in terms of the require-
ments of the traffic they carry. A public carrier can
use Ka-band facilities to supplement existing lower
frequency band facilities, using its existing terrcs-
trial network to concentrate traffic to high capacit)
trunking stations., It can also use Ka-band to direct-
ly connect high traffic points (e.g. downtown city
locations), bypassing higher Jlevels 1in the switching
hierarchy. A public carrier would normally require a
satellite providing service to points distributed
throughout CONUS. This will require either a
centrally Jlocated satellite or multiple satellites
with direct 1links between them. A public carrier
normally plans its network in advance to integrate all
its transmission facilities and can therefore use a
predetermined satellite configuration.

A CPS type private carrier is organized to provide

corporate- or organization-wide networks which are
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normally f{solated from each other. These networks are
constantly changing as a result of customer actions,
both on a long term basis, ar+ dynamically as customer
activity varies on 2 dafly or hourly basis, In many
cases some of the wuser Jlocations will he located in
remote areas. Thus a satellite for this type of car-
rier must have the capability of being reconfigured at
high and low rates, and must be capable of reaching
any portion of CONUS, (Indeed it 1is precisely the
capab’'lity of providing a wide range of broadband
services to remote locations that makes a satellite
system attractive.)

Combination carriers require both heavy traffic trunk-
ing capability and CPS capability. They must there-
fore have all the features identified above.

For all types of carriers the economy of providing
CONUS coverage with a single satellite that is, conse-
quently, limited to a small portion of the orbital arc
must be balanced against possible improvements in per-
formance obtainable from suitably interconnected sat-
eliites with smaller coverage. The problem of orbital
arc saturation remains to be addressed.

PROPAGATION CONSIDERATIONS

Previous studies of 20/30 GHz propagation have identi-
fied seven rain rate climate zones for CONUS. The
rainfall statistics in these regions were used to de-

fine <ystem power margins needed 1n each of the re-
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qtons  tor vartous levels ot availabirlhaty ant for g
well-located satellite, Based on maintaining a rea-
sonabhle vlevation dangle over CONUS, the optimum satel-
e location .as determined to be 97°W longitude with
a +7° range allowing reasonable operation. An exanm-
ination of experimental results of earth station space
diversity separation vs., expected diversity gain
showed that 8-10 km separation would be suffilient to
yteld considerable system improvements,

TRANSMISSION SYSTEM CONSIDERATIONS

The propagation analysis ot section IV was used to
derive performance requirements for an operating link.
The various methyds available to increase system mar-
gin considered were:

1. Increased Power

2. Increased Antenna Size

3. Forward Lrror Contro)

4. Reduced Rate Transmission

5. Space Diversity
For trunking stations for which a .9999 availability
1« required, no combination of approaches 1-4 will
provide satisfactory service, On the other hand, if
space diversity is wused, a small amount of adaptive
power control (4.9 dB up-link and 8.75 dB downlink)
and & meter antennas are sufficient to provide the
availability needed (if diversity gain is obtained on
a d8 for dB basis for single site fades greater than
18 dBR, which requires verification).

8
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For CPS stations, except in rain zone £ (scutheast -n
CONUS), with 32 MBPS wuplinks and 256 MBS dJdownlinks,
the use of adaptive power control (7.5 ds) and forward
error correction s sufficient to obtain .999
availability, In rain zone £ it would be necessary to
go to lower burst rates, increased antenna size, and
more uplink power.

A consideration ot synchronization techniques has
determined that the preferred approach would be an
open-loop one 1in which slant range calculations are
made hy the master control station and appropriate
delay 1instructions sent to each trunking or CPS sta-
tion, This wil) minimize equipment buth in the space-
craft and ground stations, as compared to closed loop
approaches in which each station determines its own
delay.

An investigation of cross-polarization separation-loss
problems indicates that rain-induced depolarization
should not affect system performance since the rain
induced attenuation will make the signal unusable
first. There may he some problems with antenna design
for cross-polarization (especially in the spacecraft,
which has a wide range of beam pointing angles), since
maintaining off-axis cross-polarization isolation s
harder than obtaining on-axis isolation.

FUNCTIONAL SPECIFICATIONS

. ;i“g P snnabobliiii  a u;‘ N T B . & it ol i « B

The functional specifications for an operiational
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Western Union class carrier 20/30 GHz satellite system
have been determ’ned., A requirement for 4 GBPS trunk-
bng and 2 GBPS PSS service wds o assumed,  For trunking,
the spacecratt carries 1R fixed .3° beams operating at
500 MBPS each. These are interconnected by a fully-
connected IF switch. Three carrier frequencies are
reused six times each,

CPS service wuses an additional set of six transpon-
ders, each equipped with dual TWT's for the down!link
to provide two independent 256 MBPS signals at full
power. The uplinks will use multiple 32 and 128 MBPS
channels, A Baseband Processing Unit wi!l be used to
provide full interconnectivity between all CPS users.

EXPERIMENTAL SYSTEM FUNCTIONAL REQUIREMENTS

Recemmendations for dan experimental system to provide
verification of the propagation analysis and a test of
the solutions to the hardware problems and to provide
a market trial vehicle are given. The proposed system
would have a 500 MBPS SS-TDMA, a 274 MBPS FDM and an
NYSC analog video (36 MHz BW) capability in the trunk-
ing mode. Seven beams covering all rain zones would
he available, with one steerable to wmeasure frequency
reuse problems. An on-board TDMA switch would be used
for interconnection of the heams, with additional FDM
switching between some beam pairs. Dual power (10/75
watt) transponders are required,

Antenna size would be 5 meters for trunking earth

10
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stations and 3.5 meters for CPS earth stations {except
5 meter< in rain zone E). Uplink power would be
150/450 watts. FEC encoders and decoders (R=1/2, K=7)
would bhe required in the spacecraft and ground sta-
tions for CPS service. A master control station would
be required, and full monitoring capabilities should
be installed in both the spacecraft and ground sta-
tions.,

ADDGITIONAL STUDY RECOMMENDATIONS

Areas for further study identified are:

a) Rain zone E alternative approaches -
Ka-band special design vs. cross-band
operation.

b) CPS mix between semi-permanent and demand
assigned channels.

c) TDMA Synchronization approaches.

d) Scanning beam vs. Fixed Contiguous beams
for CPS.

INTERSATELLITE LINKS

Intersatellite links can be used to provide connec-
tions between services (e,g. domestic and internation-
al) to reduce the multihop delay. They can also be
used to interconnect other band (C or Ku) satellites
to a Ka band satellite. A third application would be
to extend the orbital arc available to Ka band by
using two interconnected satellites for CONUS cover-

age.

11
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Functional requirements for the intersatellite link
are qiven, From a4 system standpoint it appears as

additional ports on the spacecraft switch and Baseband

Processing Unit (BPU). %
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CANDIDATE SERVICES, MARKEY DEMAND, AND
TRANSMISSION CHARACTERISTICS
STATEMENT OF THE PROBLEM

The requirements of this subtask are to develop a
detailed list of canrdidate services and the following
data for each:

Performance requirements

Availabiifity

Transmission characteristics

Connectivity requirements

Characterization into Trunking/CPS systems

Net accessible satellite market for each -

forecasted for the years 1990 and 2000.

INTRODUCTION

To determine whether or not the services identified
are viable candidates for 30/20 GHr communication
systems, key technical and operational data are estab-
lished for each as it relates to Ka band operation
(e.g., quality and availability). The data is evalu-
ated relative to technical and propagation parameters
derived in section 4, as well as operational con-
straints of a 30/20 GHz communication system, to iden-
tify those services that are viable 30/20 GHz candi-
dates and those fhat are more approp%iately suited to
"C" or "Ku" band systems.

13
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Previous studies developed forecasts for voice, data,
and video service categories. The accessible traffic
fdentified in these studies together with <come
additional traffic identified in the current study has
been used to identify ihe net accessible trunking and
Customer Premise Station (CPS) market size and
expected carrier market shares. (Note that a typical
CPS wuser is one with a large transmission capacity
requirement located far enough from a trunking station
to make it economically preferable to install a
separate earth station.)

METHODOLOGY

The 1list of candidate services have been developed
using the following sources:
18/30 GHz Fixed Communication System.
Service Demand Assessment (WU)
30/20 GHz Fixed Communication System.
Service Demand Assessment (I7TT)
30/20 GHz Net Accessible Market Assessment
(WU).
Consultation with the Authors of the above.
Existing and planned WU services and other
common carrier services as understood by WU
business planners.
Consultation with product line organizations
within Western Union.
Informal Niscussions with representatives from

other common carriers,

14
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The reports prepared by Western Union were the result
of an exhaustive market research effort that ‘ed to
the identification of thirty one services that are
candidate market applications, The net traffic
addressable by satellite systems operating within each
of the three satellite frequency bands was then
identified. Subsequent effort further developed the
accessible demand based on economic justification of
facilities implementation by specialized and public
common carriers, These reports form the basis for the
present effort along with identification of several
additional specialized market areas. The resulting
accessible market demand was then categorized with
respect to: A) common carriers emphasizing different
market thrusts; and B) suitability for CPS or trunking
requirements,

Technical and operational requirements for each of the
candidate services were identified for subsequent
comparison to Ka-band system technical and operational
characteristics.

CANDIDATE SATELLITE SERVICES

The thirty one market applications can be segregated

into three basic service categories: Data, voice and

video. There are 21 applications within the data

category and 5 applications in each of the voice and

video categories,

15
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Data traffic may be divided according to its need for
yanediacy, f.e., real time, packet, and store-and-
forward categories. Real-time includes the switched
and dedicated traffic, often broadband, where
continuous high quality transmission is expected, such
as interactive computer service, Although exhibiting
real-time characteristics, packet separates users from
the medium by nodal intelligence which can:
(A) Absorb short outages with nodal storage
of incoming data;
(B) Seek alternate routes for longer outages;
and
(C) DODefer data transmission when circuits are
overloaded due to outage of some of all
interconnecting facilities.
Deferred data transmission refers primarily to store-
and-forward operation, such as electronic mail, remote

job entry, and mailgram/telegram service,

DESCRIPTION OF SERVICE

Satellite services for data transmission will general-
ly require both direct delivery at the customer's
premises (CPS), and routing via major trunking sta-
tions through local distribution facilities because:
(A) Customers with CPS stations may need to com-
municate with customers without CPS termin-

als.

16
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(B) Operation at much less than the basic 64

K8PS rate through a CPS terminal may be un-

economic (even where CPS terminals exist)

compared with a trunking connection,
Those applications requiring distribution among a wide
community of users (e.g., switched network data trans-
mission) will predominantly be handled on a trunking
basis because many of these users will not be equipped
with CPS terminals. Interconnect to CPS userc may be
provided at major trunking terminals or within the
satellite; some considerations for each approach are
discussed in Section III. Interconnection with users
on trunking systems will be via Jlocal terrestrial
switching and 1local loop distribution. Some appli-
cations would additionally benefit from interconnec-
tion with Terrestrial or C/Ku band links. Data appli-
cations frequently include multi-point (e.g., as in
polling) as well as point-to-point transmissions.

Facilities for both types of operation are required.

) 4.1.2 PERFORMANCE REQUIREMENTS FOR DATA
Data transmission as defined at the user {interface fis
- characterized by the rate, delay, quality of perform-
ance and availability of the service. Data rates
) range from slow asychronous through 1.544 MB/S for
_ deferred traffic, Real-time traffic is typically at
300 bps to 1200 bps asynchronous at the lower end and
- ranges from 2.4 kbps to 1.544 MB/S for higher speed
. - 17
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Jinks, some of which will be in support of nodes serv-
ing Yess than rcal-time (packet) requirements.

One transmission objective (as proposed by Bell's DDS)
for real-time high quality data signals is 99.5% error-
free seconds when the circuit s available,. In
general delays due to data traffic outages should not
exceed a few seconds for real-time traffic, one minute
for packet traffic and one hour for deferred traffic,
Typical availability specifications for high quality
real-time data may also be deduced from DDS service
end to end availability which is specified at 99.96%.
Other data quality specifications have been proposed,
e.g., one part in 107 error rate for 99.5% of the time
with further stipulations as to overall error perform-
ance, All of these result in a similar intrinsic
quality objective for the end-to-end linkof the order
of one part in 107 with some allowance for burstiness
of errors and occasional link down time and/or tempor-
ary outages.

In point of fact, many data wusers currently employ
analog facilities which offer considerably poorer per-
formance than the above,. [t would seem that their
major considerations are: A) the price of the service;
and; B) the net throughput of the facility under some
form of ARQ protection (a common feature of most sys-
tems). Most data applications are in fact fairly
tolerant of short outages and occasional bursty er-

rors,

18
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Voice traffic is conveniently categorized under the
following headings:

1. Leased-line business;

2. MTS business (including WATS); and

3. MTS residential,
DESCRIPTION OF SERVICES

Leased-1ine business traffic encompasses point-to-
point service between business locations, usually of
the same organization. These services may carry
either permanent or switched connections. Another
type of leased line service is a connection into the
MTS system, e.g., FX lines. MTS business &nd residen-
tial traffic arises from connections to the public
switched telephone network directly.

Leased connections between Dbusiness locations can
often be served by CPS to minimize cost by eliminating
local distribution, A1l other voice services would
primarily be handled via switches which are best serv-
ed by interconnection via trunking facilities,

PERFORMANCE REQUIREMENTS FOR VOICE

While it is commonly considered that voice applica-
tions require very high availability (99.99%), the
requirement can often be circumvented 1in practice.
For example, a portion of circuits forming a trunk
qroup may be unavailable without causing complete

loss of service and in non-busy hours there might not

19
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even be a noticeable effect on blocking probability,
Thus the apparent availability can be 99,99% even if
some of the circuits exhibit much poorer availability.
Switched voice traffic requires distribution to a wide
community of users, The high degree of connectivity
required 1s most readily achieved via trunking modes,.
It also implies an interface between users with (CPS
terminals and those connected to local distribution
facilities serving a trunking station, Corporate
leased line services often in fact do serve as trunks
for private switched systems, For this case CPS
terminals will find an important role to play.

Studies of the subjective effects of time delays on
speech 1indicate that the long delays associated with
round-trip satellite links are not a serious problem
for most users. However, the long-delayed echo accom-
panying the transmissfon must be eliminated for serv-
ice to be satisfactory. Modern echo cancellers are
expected to solve this problem. Analog message chan-
nel objectives are easily met by standard CODEC'S used
in the conversion to digital traffic. An error rate
better than one part i 109 s generally considered
acceptable for voice signals.

BROADCAST TV

Included in this category are Network TV, CATV and

special events broadcasts (sports events, etc.).

20
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4.3.1

4.

3.

2

SERVICE DESCRIPTIONS

The basic requirement of a broadcast TV network is to
transmit signals from a source to a large number of
users (for example, CATV head ends, television sta-
tions or other distribution centers). In addition to
services requiring CONUS coverage, new markets are
emerqging which <could require broadcast service of
interest to geographically limited areas. These
include local news coverage and sports events, public
service information, etc., which could be served by a
spot beam capability,

The concept of satellite distribution for these serv-
ice is based upon the elimination of (expensive) ter-
restrial facilities and thereforé this is an almost
entirely CPS application, especially for down-links.
PERFORMANCE REQUIREMENTS

Previous studies have assumed a digital 30-50 MBPS bit
stream for each video signal. This requires the use
of compression equipm2nt which is currently quite
costiy, especially in view of the need to equip large
numbers of receive-only earth stations. Therefore,
broadcast television should preferentially use analog
transmission to minimize the cost of receive termin-
als, unless the cost of the compression equipment can
be reduced significantly. Availability requirements
for broadcast TV are normally extremely high. How-

ever, for some special purpose networks, a tradeoff

21
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may he  made hetween availability and cost, Other i

vtgnal parameters -hould satisfy NTC / standards for

notwork TV, whereas CATV performance may be relaxed
snmewhat  from these standards. For network quality 1

S/N, the NTC 7 requirement is 53dB while 48d8B is ac-

ceptable for CATV. Limited distribution TV would fal)
k in hetween these limits. Since obvious picture
degradation occurs at 45dB S/N, video links for limi-

ted distribution may bhe designed without fade margin

by allowing the spread between nominal operations and
obvious degradation to be used instead.

4.4 SPECIAL PURPOSE VIDEO

This <consists of some types of videoconferencing,

educational and health services, newsgathering, and

S T W

nther applications of video where point-to-point

transmission can provide a useful service.

4.4.1 SERVICE NESCRIPTION

There are two types of special purpose video;

interactive and one way. Interactive video s

i represented primarily by videocriferencing. NDther
forms of "interactive video" require a video return
channel, but the request channels use low speed data.

? Most other special purpose video is one way to a ;

single point or multipoint,

Vidoeconferencing via intracompany networks mdy be

satisfactorily served via CPS stations. However, as
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videoconferencing expands toward frequent use of ad-
hoc conferences between organfzations at least one of
which {s not equipped for CPS, access to local distri-
bution via trunking becomes more {important, In edu-
cational video or health networks, newsgathering and
other uses of video where geographical flexibility is
important, CPS 1is the preferred mode of transmission
because access to wideband local distribution facili-
ties is normally not available,

For special purpose video services there 1is no time
urgency in most cases, so traffic deferra) is accep-
table, Therefore, availability may not be as impor-
tant as rapid reconfiguration, geographical area se-
lectivity, and low cost.

PERFORMANCE REQUIREMENTS

Special purpose TV can be divided into full motion and
Yimited motion applications, Educational, medical,
newsgathering and full motion videoconferencing re-
quire a channel equivalent to broadcast CATV.

Limited motion videoconferencing would be transmitted
in a digital mode at 1. .6 Mb/s. Freeze frame video-
conferencing will operate at 56 Kb/s. Both of these
can be treated as data traffic but will tolerate poor-
er error rates--as low as one part in 105,

Because of the data vrates ivvolved, freeze frame
videoconferencing has been lumped with data traffic in

the market analysis.
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KA-BAND MARKET FORECAST

The characteristics of Ka-band transmission are re-
viewed below and then are used to identify those serv-
ices which are more amenable to Ka-band satellite
transmission. Market forecasts for these services are
then derived based upon previous work and potentia)
services that have been identified since the previous
study was completed,

KA-BAND TRANSMISSION LIMITATIONS

“
Bl ke s o e ranidkave ok . ~ .

There are three inherent characteristics of Ka-band
which impact an the utility of a Ka-band satellite for
the services described in Section 4:

Limited availability

Limited Beam Coverage

Analog Transponder Penalties
Ka-band services are subject to weather-induced out-
ages, typically ot ten minutes duration. These can be
countered by diversity operation, power control, and
adaptive forward error control or a combination of
these technigues. Diversity operation 1is generally
only feasible economically for trunking stations and
possibly for broadcast uplinks. Power control is of
only partial benefit (approximately 65dB) due tc the
limited power increases available and the time requir-
ed to coordinate changes. FEC will result in a trade
of available spectrum for more margin. Both of these

techniques combined can serve to enhance availability
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for CPS stations through increased marg.n but will
still leave residual outage or partial outage periods.
Therefore, in the market assessment which follows, it
is assumed that services which cannot tolerate such
outages are not prime candidates for Ka-band satel-
lites, As will be described, most services can in
fact tolerate such outages and remain candidates for
Ka-band transmission,

Limited beam coverage results from the fact that
additional power is necessary to transmit at Ka- band
compared to the C/Ku bands. Thus services requiring
simultaneous CONUS coverage cannot be easily
provided.

Services requiring an analog transponder or partial
transponder are somewhat limited by the less efficient
use of spacecraft transponders for each analog cir-
cuit, The number of 36MHz analog transponders which
may be placed in a particular spacecraft is limited
because of space and power limitations, and will not
use the bandwidth fully. However, for multi-ground
station applications, efficient transponder utiliza-
tion may not be of prime importance so that a case can
be made for analog transmission (or SCPC for that
matter) in a number of cases.

SERVICES ADAPTABLE TO Ka-BAND TRANSMISSION

DATA

0f the three types of data delineated in section 4.1,

25
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i.e., real-time, packet, and deferred traffic, defer-
red traffic is more amenable to Ka-band transmission
than the other two. However, there may be users of
some "real-time” services who are willing to tolerate
nccasional outages {f the cost of the service is
attractive, Similarly, packet networks using Ka-band
satellite facilities may be able to cope with occasio-
nal outages and/or reduced capacity by virtue of
intelligence in the nodes which will to some extent
mask these effects from the user. Almost all data is
point-to-point, or point to a defined set of other
points and therefore is not affected by the lack of

simultaneous CONUS coverage.

VOICE

For a public carrier trunking system carrying a small
percentage of a trunk group on a Ka-band satellite,
only a smal)l penalty (in blocking probability) would
be incurred during an outage, and this only if the
outage coincides with a busy hour. Thus, a lower cost
voice channel could be attractive. The same consider-
ations apply to private lines wherever a significant
cross section between two points is provided. The fol-
lowing should be noted with respect to Ka-band voice
circuit unavailabiity for private networks.
A) In many corporate networks, serving trunk groups
are undersized for economic reasons so that block-

ing prbability 1is already high during peak per-

iods. Lack of facilities arising from inclement
26
il 5 kAl e in T ¥

S U FE e ST




C)

I Al it e S —

weather would thus only extend such high blocking
periods uaffecting service in a similar manner to
an unexpected additienal load.

Where facilities are mixed, one generally has
recourse to alternate means of transmission. For
erample, {f intra company tie lines are wunavail-
able due to overload or outages, alternate paths
are normally available via MTS, This results , in
additional costs during Ka-band outage and it will
be necessary to develop an econcmic profile to
decide just what the most cost effective com-
bination of facilities would be. Under a scenario
in which Ka-band facilities offer significant
economic advantage these should dictate their use
despite occastonal outages.

Outages for Ka-band will be area limited, so that
an adjacent serving area may be able to communi-
cate, Alternate routing via adjacent facilities
coupled by terrestrial facilities could therefore

greatly alleviate local circuit outages.

In view of the above it would seem that voice Ka-band

services whether by CPS or trunking facilities can be

readily sold if the price advantages can be realized.

Voice {s almost never broadcast and therefore is not

amenable by spot beam coverage,

27




h.7.3 HWROADCAST TV AND CATV

The TV network and NATV distribution markets have limi-
ted ultimate growth capabilfties and an already heavy

investment 1in C-band facilities. In addition, except

possibly for a few marginally profitable CATV services, 4

Ka band outages are not tolerable for these markets.

Limited beam coverage will also make Ka-band trans-
misston unattractive to users with a nation-wide cover-

age requirement.

Limited area networks, one of the new services ident-

ified in this report, would probably tolerate short

i
)
|
»
|

outages 1f the coverall service cost were low enough.

o

The limited beam coverage at Ka-band is an advantage

in this <case, allowing extensive frequency re-use.

Broadcast TV normally favors the use of analog trans-
mission to minimize the cost of TV receiving equip-
ment. Therefore, due to the analog transponder limita- |

’ tions, effective satellite costs may increase for this
type of service offering.

5.2.4 SPECIAL PURPOSE "IDEO

These services would tolerate outages if the cost s
sufficiently attractive.

r The small coverage afforded by spot beams 1is of no

consequence, since these are basically two point ser-
vices. Full bandwidth video would be easier to handle

on an analog basis. Low bandwidth video 1is almost

alWays digital.
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MARKET FORECASTS

BASIS FOR MARKET FORECASTS

The 18/30 GHz Demand Assessment effort developed base-
line total market forecast for the data, voice, and
video service categories, The baseline forecasts were
modified 1n successive processing steps to develop
impacted beseline, net long haul traffic, addressable
and accessible satellite market forecasts., During the
current study, certain additional services were ident-
ified as viable candidates for Ka-band satellite sys-
tems. Traffic was estimated for these new services to
obtain a total market forecast. The revised market
forecasts will be desc¢ribed in terms of two typical
carrier traffic scenarios: public carrier and spe-
cialized common carriers, The public carriers cur-
rently address the voice MTS market primarily while
specialized <common carriers currently address all
major market areas including private line voice, video
and data.

NEW SERVICES IDENTIFIED

The new services (all in the video area)are:

Video Data Retrieval

Limited Area TV Distribution

TV Newsgathering
A video data retrieval service has been identified in
which video data banks containing current information
of primary importance to various industry, institu-

tional, and government groups, can be accessed by an

29
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Aauthorized user, Typical examples would be rare med-
ical procedures for doctors, new analysis procedures
tor chemists, and repair procedures for complicated

electronic or mechanical equipment. The transmission

would he on a simplex basis from the data base to the

user. Communication for inquiry can be accomplished

via either a telephone or a low or medium speed data

. channel,

Limited area TV distribution would be used for broad-

I

I

l casting Jlocal sport or public affairs events to an
' area lying within a spot beam region.

} Temporary video uplinks for newsgathering and similar ]
, purposes can be established in the Ka-band without the

coordination problems encountered at C band which

would very helpful in rapid establishment of such

uplinks. This is a point-to-point TV service,.

5.3.2.1 MARKET CONTRIBUTIONS FROM NEW SERVICES

, Video data retrieval will compete with direct distri-
bution of video information via tape cartridges and
| video discs. The market potential is thus hard to
quantify. As a first attempt, a requirement for six
channels has been assumed.
Limited area TV distribution s a potential market :
whose growth is likely to be highly cost sensitive.
The use of satellite capacity installed primarily for
other services will thus be very attractive. For

these reasons the number of additional transponders
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estiymated to be needed for this service has been es-
timated as ‘en,

Tomporary video uplinks would be wvsed tor transmission
trom locations where permanent facilities were un-
availahle, Constdering the number of users of such
services and the number of simultaneous events requir-
ing such facilities, a requirement for ten satellite
channels would seem to be a qood estimate.

A1l these services would use spot beams to CPS type
earth stations.

PUBLIC CARRIER

Public carriers currently address the voice MTS market
primarily and also a portion of the data between
ditferent business establishments. These carriers
presently operate exclusively in a trunking mode.
Services provided by the public carriers, e.g., AT&T
and GTE, are heavily influenced by the large 1invest-
ment they have in terrestrial plant, Therefore, Ka-
band trunking by public carriers would be backed up by
terrestrial facilities, vresulting 1in an acceptable
level of availability. Business and residential voice
services are. therofore prime targets for transmission
over ka- bhand trunks that have been integrated with
alternate routing facilities (or that are provided
using space diversity terminals).

Based upon present thinking, it is unlikely that pub-

lic carriers would get significantly involved with
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CPS.  This is not only from a technical point of view,
but hecause they ocwn the existing local distribution
plant.

Newer services such as wideband 1.5-6.0 Mb/s videocon-
ferencing could be captured by public carriers using
Ka-hand satellites in the trunking mode since the pub-
lie carriers are expected to have extensive wideband
local distrabution within this time frame, Narrowband
videoconferencing (56 kBits/s and under) will also
readily be carried on local distribution networks. It
is expected that, in the long term, videoconferencing
would benefit trom the trunking mode which permits on-
demand videoconferencing between unrelated organiza-
tions.

SPECIALIZED COMMON CARRIER

Specialized common carriers currently address all
major market areas including private line voice, video
and  data, Nespite initial system designs directed
toward voice transmission, the dominant satellite
service bhusiness of the specialized carriers is video
and program distribution services where the point to
multipoint transmission capabilities of existing sat-
ellites are most effertively realized. However, a
strong interest in the business and government voice
and data market has been maintained and the projec-

tions for qrowth of this type of traffic will assure
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that this market will domindate in the time frame of
interest for Ka-band satellites, Ailthouqgh the dearee
ot flexability yn routing enjoyed by public carriers
with respect to voice and data will not be as great
tor the speciralized carrrors, 1t will be possibie to
mitigate the effects of outages in much the same man-
ner (e.q., through a mix of transmission media and
adaptivity) and by use ot the public networks as an
alternate transmission medium, Since much business
voice traffic is in  fact used for trunks between
PABX's or tandem switches, outages will have the same
effect as increased traffic loads. Under conditions
of a properly designed <system, the specialized
carriers should thus be carryina appreciable amounts
of voice traffic on Ka-band satellites. Speciaglized
carriers will use both the trunking and CPS modes in
support of voice and data traffic.

Yhe previously completed 18/30 Accessable Market Study
tabulated primary and secondary areas of interest for
patential specialized common carriers., Based on this,
one class of common carrier has been postulated as
represented by either RCA, or Western Union with Amer-
ican Satellite (who has long term arrangemenrts for
joint use of the satellite). Another class, emphasiz-
ing different market areds, would be a SB8S or XTEN

type of carrier,
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MARKET SHARE ANALYSIS

Based upon the torcqoinag, the assumption s that tnere
will be three types of carriers providing ka-hand sat-
pllate sorvioe: Publye  carriers, Western Unton/RCA-
type specralized common carriers and the SBS/XTEN-type
specralirzed common  carriers, Examinatiron of the Wi
IR/30 GHz Demand Assessment etfort and other sourves,
such as the SBS filing n support of ts applicatiron
for satellrte service, provided the basis for making
the assessment of probable carrier market share in the
year 2000 as shown in Table 5.3.6-1.

As noted in Section §.3.3 it has been assumed that no
CPS service will be oftered by a public carrier. ¢
has also heen assumed that SBS/XTEN-type carriers will
not ofter trunking service, In addition, based on
current market trends, it is expected that tull band-
width video wirll be provided only by an RCA/Western
inion-type carrier,

(As noted previously, slow motion videoconferencing 1is
considered as being a data service). The CPS/trunking
split for other services was obtained by comparing the
SBS traffic predictions with the WU 30/20 GHz Acces-
sible Market study, The trunking split between public
and specialized carriers is based upon current market
trends, For example, public carriers handle more low
speed than high speed data. Division of ¢traffic be-
tween carriers in the same category e.qg.,, SBS/XTEN was

assumed S0/80,
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The service split bhetween types of specialized car-
riers, 1,e., Western Union/RCA vs. SBS/XTEN i§s based
upon the primiary/secondary market determination made
in the 30/20 GHz Assessible Market study. Sixty per-
cent of the traffyc was assigned to primary carrviers
with the remainder assigned to the secondary carriers,
The number of transponders for satellite carriers were
calculated from total traffic estimates obtained from
the 30/20 GHz Net Accessible Market Study, the SBS
satellite filing, and new services fidentified in Sec.
4. Dividing this traffic among the various carriers
using Table 5.3.5-1 resulted in Table 5.2.5-2. The
calculations assumed an equivalent transponder provi-
ding 50 Mb/s for voice or data rr one full-motion
video channel. (Note that splitting the analog trans-
ponders among the satellites results in about six ana-
log transponders/satellite, which appears practical.)
Conversion of transponder capacity to number of satel-
lites involves both technical and economic problems.
At the technical &nd, while total capacity for a
trunking satellite f{s relatively easy to determine
from the Hughes and TRW Phase [ reports, the reduction
in capacity due to the introduction of CPS 1is much
less clear., It will depend on the method of operation
(TOMA or FDMA), the manner in which spot beams are
interconnected, etc.

From an economic standpoint it is quite likely that
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when service is first established the traffic require-
ments will be much less than those projected here. It
may well bhe that under such circumstances a lower than
possible capacity sateilite will prove to be optimum,
especially if the savings in space and weight of the
communications system can be used to extend the usefu)
life of the spacecraft, modify the performance to
reduce earth station costs, or similarly improve over
all system performance, as well as reduce initial
costs. Additionally, because of the range of varia-
tion possible in synchronization techniques, beam scan
patterns, channel assignment algorithms, etc., it s
unlikely that a single satellite could serve the needs
of more than one carrier. This also favors the use of
lower capacity satellites since the available customer
base will thus be fragmented.

The above considerations will be least applicable to a
public carrier, si.ce a trunking system permits the
use of a much <im;,2r satellite, and since a pubdlic
carrier is in a better position tn switch a large
amount of traffic to Ka-band at one time, We have
therefore assumed a 10 GBPS capacity for a public
carrier satellite, On the other hand, the size of a
SBS/XTEN type satellite will be heavily influenced by
the above considerations, and we consider 2.5 GBPS a
reasonable size for the initial satellites and 5 GBPS

for later models.
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U/RCA type satellites would be sized at an interme-
diate level, for example 4 GBPS for trunking and 2
GBPS for CPS, on the initial satellite, with a heavier
emphasis on CPS in subsequent satellites (i.e. 3.5
GBPS for trunking and 5.5 GBPS for CPS).

An examination of Table 5.3.5-2 shows that the three
types of satellites may be distinguished not only by
the types of service offered but by configuration--all
trunking, all CPS, or combined trunking/CPS. It is
clear that enough traffic has been identified to
justify market entry by each of the assumed carriers,
even if the aggregate traffic demand were to fall

considerably short of the projected levels,
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NETWORK CONSIDERATIONS

SITATEMENT OF PROBLEM

fo develop typical network topologies, traffic mix,
loading and connectivity for a trunking/CPS carrier
such as Western Union.

INTRODUCTION

Two basic types of network are examined, i.e., public
and specialized carrier. The public network, exempli-
fied by the Bell system, will offer Ka band satellite
services as an adjunct to its terrestrial network, using
the additional capacity provided by the Ka band system
to augment existing terrestrial facilities. In a spe-
cialized carrier network, typical of the type operated
by Western Union, limited terrestrial distribution is
available for use with the Ka band satellite system.

Connectivity requirements will be described below for
each service category expected to be offered by West-
ern Union using Ka band satellite transmission in terms
of traffic and performance requirements, service mode
(CPS or trunking), and the necessary service availa-
bility. Aspects of connectivity explored are the number
of satellites and transponders per satellite, the number
of spot beams, the probable geographical distribution of
service and the need for interconnection with terres-
trial and other satellite systems. The impact of advan-

ced satellite technology (e.g. multibeam and multiple
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satellite systems) on the achievement of connectivity
requirements is discussed,

Satellite capacity and distribution requirements for
typical Western Union Network topologies are describ-
ed. These topologies are related to the growth of
specialized carrier traffic, starting from an initial
minimum fedsible satellite network to a maximum one
predicted for the year 2000, This analysis predicts
that the cumulative portion of this market ranges from
30 to 84 percent of the net addressable satellite
market, depending on the number of SMSA's addressed.

METHODOLOGY

The typical network topologies described are based
upon information from the following previous studies:
- 18/30 GHz Fixed Communication System
Service Demand Assessment (W.U.).
- 30/20 GHz Net Accessible Market Assessment
(W.U.).
- Propagation Effects Handbook for Satellite
Systems Design (NASA).
They are based upon a detailed market research effort
that led to the identification of thirty one services
that are candidate satellite markets, augmented by the
following three additional market areas:
- Video Data Retrieval
- Limited Area TV Distribution

- TV Newsgathering
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Fach candidate service was examined in turn, and the
connectivity requirements expected to satisfy most
users of that service is described below:

ANALYSIS
TYPICAL NETWORKS FOR PROVIDING Ka-BAND SERVICE

Two types of networks may be visualized for providing
Ka-hand service, These two types of network may be
conveniently categorized as either public or spe-
cialized, each of which is described in relationship
to its application as a Ka-band network.

PUBLIC NETWORK

This refers to a network approach likely to be imple-
mented by a dominant carrier such as AT&T which has a
very extensive existing terrestrial network. The Ka-
band satellite services would be uifered as an adjunct
to their terrestrial network, using the additional
capacity provided by the Ka-band system to augment
existing terrestrial facilities. A public network of
this type is likely to consist of a limited number of
high volume earth station locations, each serving a
large geographical area. Each earth station would
serve a region containing a number of large, medium
and small size cities, or one or more SMSAs (Standard

Metropolitan Statistical Areas).
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4.1.

.7 SPECIALIZED NETWORKS

A TRUNKING NETWORK

These networks have more limited terrestrial distri-
bution systems, primarily wused for interconnecting
with the Ka-band satellite system, In this type of
network a number of earth stations are strategically
located closed to the major .areas of market demand.
As before, each earth station location serves a cen-
tral SMSA, with terrestrial extension to other SMSAs,
Terrestrial extensions are used to assemble enough
traffic to provide a viable network, but for economic
reasons are generally limited to a radius of about 50
miles from the earth station, Earth stations may be
small, medium, or large, depending upon the type and
quantity of projected traffic. A network of this type

is appropriate to the Western Union environment.

4.1.70 CPS NETWORKS

Twe possible CPS network configurations are visual-
ized, as illustrated in Figure 4.1.2-1:

(a) Intra-organization CPS links; and

(b) CPS links subleased by other carriers.
In the intra-organization type of communication net-
work, illustrated in Figure III-1A, large companies
and government organizations lease capacity from a
satellite common carrier (e.g., Western Union) to
interconnect geographically widely dispersed offices

having high traffic volume requirements. Each office
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ORGANIZATION LOCATIONS:
Al, 2,...; B1,2,...3C1,2,... c2

w.u.
SATELLITE

Al B1 a1

(a) INTRAOKGANIZATION CPS LINKS

UTHER CARRIER CPS LOCATIONS:
A]l 2....;3‘.2,...;(:].2.... Cz
N e
W.U.
SATELLITE
A2
Al Bl C1

éé'.. &8s oo 66.00
(b) CPS LINKS SUBLEASED BY OTHER CARRIERS
FIGURE III - 1 POSSIBLE CPS CONFIGURATIONS
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has associated with it a separate ground station for
communication to the satellite, which links the ground
stations. Interconnection between the CPS network and
other networks is performed at the ground statijons.

Sublease by a satellite common carrier (e.g., Western
Union) to other specialized carriers (e.g., Tymnet)
for satellite capacity sharing to its customers s
shown in Figure I111-18, In this case the CPS ground
stations act to concentrate traffic from a number of
users at each ground station, which are interlinked
via satellite. While the carriers A, B & C are pro-
viding a trunking service, Western Union is supplying
dedicated CPS service to the second tier carriers.

GEOGRAPHIC TRAFFIC PATTERNS

The installation of a trunking Ka-band satellite sys-
tem by a carrier is based upon an estimate that this
system will augment its existing trunking network in a
cost effective manner, In the case of a public car-
rier, the satellite system relieves a portion of any
traffic peaks which would tend to overload the exist-
ing terrestrial network, or it may be used to provide
new services not conveniently handled by the terres-
trial network in a cost effective manner (e.g., video-
conferencing). A specialized carrier might use a Ka-
band trunking system to provide service capacity not
currently available with its existing limited network.

Therefore, a geographic study of traffic patterns eand
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the interconnectivity requirements of services are
important considerations in determining where earth
stations should be located and how they should be
interconnected. An estimate of gecgraphic patterns
may be obtained from a Western Union study.4 used to
obtain a service demand assessment,

In the studies, traffic volume was estimated by ser-
vice category as a function of city size, based upon
275 SMSA's gqgrouped into five population categories.
Each population category was assigned to a mini-
mum/maximum range that produced five population group-
ings (quintiles), each with approximately 20% of the
total SMSA population (157.3 million). The percentage
proportions of the market demand for voice and data
traffic by SMSA were determined and assigned to the
appropriate population quintile, using weighting fac-
tors to indicate the relative 1{mportance of market
demand per unit population within each SMSA. The
distribution of voice and data traffic volume by popu-
lation quintile, developed in this manner, is presen-
ted in Figure [11-2, A video service category is not
included since a substantial portio: of video traffic
is broadcast in npature, originating in a limited
number of cities and received throughout the CONUS.
This is consistent with Section Il - 5.2.3, where it
was concluded that this service category 1is not

stuitable tor Ka-band since the TV netwerk and CATV
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distibution markets already have heavy investment in
C-hand facilities and Ka-band does not provide the
reliabtlity required for this service.,

Note that the top 15 SMSAs, having populations ranging
from 1.5 to A+ million, have a predicted demand of
49.4% of the total voice traffic and 43.4% of the
total data service for 1990,

Analysis of the economics of operating a communica-
tions network in the U.S. indicates that about 30% of
the accessible market represents the minimum viable
market that a satellite network must serve to attract
a sufficient number of customers and subsequent traf-
fic load to its network. Based upon the SMSA popu-
lation distribution, this coverage will be achieved by
addressing the population centers illustrated in
Figure 111 - 3. Therefore, this minimum network will
serve as a basis for estimating the traffic require-
ments for estaiblishing a specialized carrier Ka-band
network.

For accurate prediction of the geographic location of
CPS networks, a study is required to determine the
geographic distribution of the high volume traffic
centers for larqge industrial and gqovernment organiza-
tions, An estimate of the total CPS networking market
size may be obtained by examining the users of long
haul traffic. A determination of the major segment of

the user population for large organizations was part
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of the serviice dJdemand assessment study. A quintile
distribution of user population in each user category
hy traffic volume was obtained from the Fortune Double
500/50 directory, a federal government department and
agency list, and a list of major city/local govern-
ments, wnstitutions of higher learning, and major hos-
pitals, The conclusions of this study are:

1. About 1,000 (less than .05% of the over 3
million business firms) represent 60% of this
cateqgory's total transmission expenditures
with an average annual transmission expendi-
ture of $4.6 million.

2. Only 19 federal departments (of the total
of 84 departments and agencies), each spen-
ding $12.0 million per year or more on tele-
communications service, make up 80% of the
federal governments' total transmission ex-
penditure,

3. A1l state governments, except for Wyoming,
and the 18 largest city gqovernments spend
over $1 million each on telecommunication
services, |

4. The larger institutions of higher learning
and hospitals have average annual trans-
mission expenditures of $229,000 and

$185,000, respectively.
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Table 1l1-1 summarizes some typical statistics of or-

g
1
E

ganizations which may be candidates for CPS networks.

A typical large company is estimated to have four

i

i major locations, resulting in annual telecommunication

E expenditures 1n excess of $5 million per location. A

; typical Federal agency having 20 locations would spend

E in excess of $40 million per establishment, At the
' state level, over $2 million would be spent per esta-

blishment, and over $0.5 wmillion at hospitals and

| schools,
Average
Average yearly
| yearly Number of expenditure
Number of cxpenditure locations per location
entities ($000,000) per entity ($000,000)
)
,'
LARGE CORP, 1650 20.8 4 5.7
FED. AGENCY 19 861.8 20 43
STATE GOVERN., 65 6.4 3 2.1
r
HOSP. & SCHOOLS 1000 .6 ] .6

' TYPICAL USER LONG HAUL TRANSMISSION EXPENDITURLES--YFAR 2000
TABLE 111-1
An estimate of the point at which it miqht pay for an
organization to acquire a CPS earth station may be
’ obtained by calculating the required savings, S, of
| telecommunications cost using a CPS mode relative to

competing service:

F S =1 -E/TC
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where:

. = one-time earth station cost,

Lan]
u

> transmission exjenditure/yr. of a typical
establishment

T = 65,33 = 10 year amortization period discounted

2 at 20%/yr.

e

ﬁ Fquation 1 is plotted in Figure [I1-4 for earth sta-
tion costs ranging between $1,000 and $1,000,000. As
: illustrated, a large esteblishment expending one mil-
i lion dollars per year would break-even at virtually no
: cost reduction if a $100,000 earth station is used and 4
would require only a reduction to 90 percent of other |
‘ facility long haul transmission costs to justify the
; use of CPS with only one-half of this traffic carried
| by the CPS terminal.
At the Jlower extreme, schools or medical establish-
ments with typical annual long haul communications
expenditures of $0.6 million (of which one-half was
adaptable .o a (PS system) would have to receive a 75
percent reduction in annual costs before a $1 million
earth station could be justified but would need a re-
duction to only 90 percent to justify a $100,000 earth

station.

Thus, earth station costs in the range of $100,000 to

$1,000,000 appear Jjustifiable to a wide range of po-

tential wuser organizations who, assuming acceptable

E quality of service, will find CPS networks a viable
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approach to satisfying their communications needs.

Users whose traffic requirements will not justify a

CPS earth station at a particular location may be able

to join with other users in their geographical vicini-

ty to assemble enough traffic to install one.

This will expand ihe market for CPS networks by makina

Lhem economical for organizations with many iow traf-

fre Jocatians, The costs of the required terrestrial

conncections must of course be considered in determin-

ing the feasibility of such arrangments compared with
using trunking service.

CONNECTIVITY REQUIREMENTS

Connectivity describes the communication links between

users and ground stations, between ground stations and

satellites, between and within satellites, transpon-

ders, and spot beams required to provide data, voice,

and video services.

Connectivity requirements for each service are depen-

dent upon traffic and performance requirements, ser-

vice mode (CPS or trunking), and the necessary service

availability, Connectivity is affected by the number

of satellites and transponders per satellite, the

number of spot beams, the required geographical dis-

tribution of service and the interconnection with
terrestrial and other satellite systems. [It, in turn,
impacts on the technology required, e.q., multibeam,

multi-hop, intersatellite links, etc.
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Other 1ssues which may he affected by connectaivity
roquirements are:

1. Geographic distribution and location of
satellites,

2. Deployment ot satellites specralized by
service, e.q9. voice service,

. Use of reliability improvement techniques,
0.q, diversity and adaptive power techniques
to wmprove fade margin,

A, Tradeotf between connectivity and perfor.
mance requirements, e.9. connectivity vs,
delay,

4.2.1 DATA SERVICE CONNECTIVITY

Connectivaty requirvemonts ftor data transmisc<ion vary
widely among the different dota communication dapplica-
tions, It is convenrent to distinguish between those
applicatrons  requiring  dedicated service and  Lhose
regquiring switched service,

4.2.1.1 DEDICATED DATA TRAFFIC

A large portion ot data traffic requires dedicated
service on leased line {or privately owned) networks,
These networks link the various remote locations of
companies  or gqovernmental adagencies, and while some
need for dedicatod ntercompany connectivity exists,
the more usual reguirement s for connection betweoen
establtishments of the same corporation or agency.

While many dedicated data communications links involve
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o -

;

i



ST s ST AR RS L T R S e o T T T ™ i e g m :

the <imple pre-assigned connection of two points,
there are also frequent needs (for example, those
associated with the polling of remote terminals from a
central site) that require multipoint connections,

Dedicated traffic is suitable for transmission via

¢ither CPS or trunking configurations, However, CPS

confiqurations in the Ka hand are not likely to meet %
l the avatlability requirements of most real-time data

) applications and should he reserved primarily for that

‘ portion of traffic using deferred or store-and-forward

: transmissions, An exclusively CPS configuration is 4
| practical for data transmission only when the estab-
‘ lishments at both ends of the link are large enough to
; support on-site dedicated earth stations and where
| availability requirements are not severe. CPS to CPS
transmission of this type are likely for applications
such as electronic mail., For example, CPS earth sta-
tions co-located with large regional post offices may
offer an excellent and cost effective means of provid-
ing the lower availability dedicated links suitable
for the large volume expansion of mailgram-type servi-
ces planned by the U.S. Postal System,

While a limited number of instances, such as the
above, may be cited where CPS to CPS transmission

modes provide a cost effective solution to special

TR AW TR

problems of data transmission connectiviiy, in the

E general case requirements will often exist for connec-
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tions between two or wmore small organizations for
which on-site varth stations are impractical, It is
als0 necessary to provide for dedicated links between
many small organizations (without CPS) and one or more
large central locations which may have an on-site
earth station (for example, the 1linking of remote
sales offices to a computer system at corporate head-
quarters), It is therefore highly likely that trunk-
ing will be required (even for those establishments
capable of supporting CPS earth stations) so that the
smaller establishments may be addressed. As a result,
the satellite system should provide the means for
interconnection of dedicated links between establish-
ments using CPS and trunking modes. This interconnec-
tion will most probably be achieved at common ground
stations, thus reducing the complexity of the satel-
lite commmunication subsystems.

Total Ka band satellite traffic far exceeds the capa-
city ot a single transponder. The multiple transpon-
ders within the satellite require means for conrrnec-
ting data wusers assigned to different transponders,
This is vrelatively straightforward as Jlong as all
earth stations are addressable by the same satellite.
If multiple satellites are used, either an intersat-
ellite link or a gqround station connection will be
required, with resulting increased delay and system

complexity.
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The problem of reaching a station, whose antenna
points at one satellite, from a station whose antenna
points at a different satellite, requires some form of
interconnectivity between satellites. Whether this is
hest established by intersatellite link, or via multi-
ple relay through earth stations involves many complex
tradeoffs between costs, flexibility, and the accumu-
tation of time delays (which under some data communi-
cations protocols has adverse effects cn throughput).
Fortunately, for dedicated data service the problems
of intersatellite connectivity are lessened by the
fact that the origin and destination of channels are
pre-assigned. Dedicated wusers can, with relative
ease, be segregated into small communities of users
all of whom can (under some system designs) be as-
signed to the same satellite. While some loss in the
flexibility of reconfiguration may be implied, the
separation of users into such communities provides an
additional method of achieving desired connectivity
assignments.

2 SWITCHED DATA TRAFFIC

Connectivity requirements for switched data traffic
tend to be similar to, but more demanding than those
for dedicated data traffic. Whereas dedicated traffic
involves pre-assigned connectivity among limited com-
munities of users, switched traffic invoives on-demand
connection to a potentially very large community of

recipients,
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The same considerations relative to interconnection
between CPS and trunking users discussed under Dedi-
cated Data Traffic applies even more strongly for
switched traffic, Because of the need to address a
wide range of possible recipients, independent on the
size of the establishment in which they reside, links
between CPS and trunking modes are essential,

Polied operation, which might occasion the need for
multipoint connectivity among data terminals, is not
commonly encountered in switched circuits and there-
fore switched data traffic tends to be point-to-point
(through the switches) rather than multipoint.

There are, however, needs for many-to-one switched
data connections as in the case of terminals widely
separated throughout a region individually calling in
to a central computer (similar to In-WATS) and the
reverse (e.g. a computer sequentially dialing remote
terminals to accept their accumulated data asin Out-
WATS). The essential connection, however, remains
point-to-point and the many-to-one nature of these
applications 1is primarily tariff oriented.
For switched data traffic, connection to both 1long
haul and local terrestrial facilities will be needed,
While the satellite system may ultimately grow to a
very large size, and be capable of reaching, through
its own facilities, most or all of the‘ksignificant

population centers, it is likely to be a long term
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gradual growth, As result, the need to reach a wide
ranqge of potential addresses (which is 1inherent in
switched network operation) will initially require
routing through terrestrial facilities to cities not
yet included in the satellite network. With this
pattern of interoperability established at the
heginning, it is Jlikely to continue throughout tne
evolut.ion and maturity of the satellite system,

The connectivity problems, imposed by the multi-beam
and/or multisatellite environment expected in some of
the high traffic scenarios, are potentially complex

for switched data traffic. The need to reach a large
number of widely dispersed users on demand requires
sophistication in the ability to direct transmissions
from beam-to-beam and from satellite-to-satellite
without incurring undesirably long transmission de-
lays.

The ability to solve multisatellite connectivity prob-
lems by assigning user communities to the same satel-
lite is not a viable option in the case of switched
data since wide distribution to all potential users is
usually required.

VOICE SERVICE CONNECTIVITY

Connectivity requirements for voice traffic transmit-
ted by Ka satellite depends upon the type of service
provided. For the purpose of describing this connec-

tivity, voice traffic will be divided according to

60

-



? dedicated business, MTS business, and MTS residential
voice services,

A voice service network used by a corporation usually

L

E contains a combination of dedicated facilities used to

! reach various corporate or customer locations having a

E high volume of ¢traffic and MTS facilities used to |

' reach other corporate .2d non-corporate locations and ‘
to provide emergency bdcxup or overflow connections to

the locations normally reached by the dedicated facil-

ities., The interconnection between the dedicated and ‘

» MTS facilities occurs 1in switching machines which are
3 part of the overall network., In these networks the

: dedicated and MTS connections to the switches are

; functionally distinct, although in the absence of CPS
service they may use the same physical facilities,
Physical separation of some or all of the dedicated
facilities into CPS and non-CPS carried circuits thus
presents no special problems,

! 4.2.2.1 DEDICATED TRAFFIC

The most commonly encountered leased line configura-
tions are:
(a) Lines connecting two establishments which
have .a high volume of dedicated traffic.
%ﬁ v (b) Intracompany networks connecting multiple

} locations.
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(c) Foreign exchange lines connecting an estab-

lishment in one city with a central office

in a remote city. These are usually used

for non-tol)l customer access, for example,

as for airline reservations,
Connectivity requirements for leased line voice traf-
fic are similar to those of dedicated data traffic.
Ihat iy, connectivity qenerally requires pre-assigned
links betweeen a limited number of locations, The
required links are point-to-point only, because of the
nature of voice transmission,
Nedicated links often carry switched traffic. For
example, many intracompany dedicated networks termin-
ate on PBX's which are used for local distribution
within the customer's premises or for dial out to the
surrounding local area. Another instance of this is
the leasing of dedicated transmission facilities link-
ing switches owned by a specialized common carrier,
The SCC provides switched service to the customers
served by its network nodes but may use dedicated
lines obtained from another carrier (e.g. the Bell
System) to provide the needed transmission facilities
linking those nodes, As discussed with respect to
dedicated data, the achievement of a desired connec-
tivity may be complicated by the use of different spot
beams, transponders, and multiple satellites, parti-

cularly in view of the requirement to hold delay to a

62



iﬁ
)
|
l
|

minimum, Fortunately in the case of dedicated voice
traffic the fact that connectivity is pre-assigned and
involves a limited number of locations, offers the
possibility of solving these problems by grouping the
user communities so that each community uses common

satellite facilities,

4.2.72.2 MTS TRAFFIC

The qeneral requirement of MTS traffic, whether busi-
ness or residertial, is the need to address a large
number of possible recipients. Furthermore, this
connectivity must be provided on demand rather than
being pre-assigned. This {s accomplished by the
existing network through a hierarchy of switches and
facilities,

Ka-band transmission can be used in two ways in the
MTS network. Firstly, trunking routes cabe set up
betwaen major centers (e.q., New York to Los Angeles)
supplementing terrestrial and lower frequency satel-
lite facilities., Such routes will require high avail-
ability and large capacity. Secondly, a CPS type
network, wusing earth stations Jlocated directly on
class 2, 3, or 4 switching centers can be used to
directly connect locations with large common interest
(e.g., Downtown New York City to Downtown Washington,
D. C.). In this case the alternate routing capability
of the network can be used to reroute calls if an

outage occurs. (With the common channel interoffice
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siqnalling system expected to be in widespread use by
1990, it would be possible to reroute calls in pro-
gress if necessary.)

BROADCAST TV

This service category includes Network TV and CATY,
both of which have multipofnt connectivity require-
ments from a limited number of origination points to a
multiplicity of receive points. As described in Sec-
Lion [1-%,2.3, only limited area networks are feasible
using Ka band, and only if the overall cost is low
enough for the service to tolerate short outages.

The use of spot beams, multiple transponders, or mul-
tiple satellites in various network configurations is
not likely to impose 1important problems for either
limited area Network TV or CATV. The limited number
of up-links means that each originating site can look
at each of several satellites without imposing f{nor-
dinate increases in overall system costs. The re-
ceive-only locations need to look at only the most
convenient satellite broadcasting the desired program
material.

it is also possible to use multi-hop satellite trans-
missions to improve connectivity for Broadcast TV.
This may be of particular importance in a multisatel-
lite environment where not all earth stations look at
each satellite, The one-way nature of the Broadcast

TV transmissions eliminates concern over the addition-
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al time delays i{ntroduced. The only disadvantages
appear to be the possible accumulation of transmission
impairments and some loss of spectrum efficiency be-
cause of the multiple transmissions of the same pro-

gram.

4.2.4 SPECIAL PURPOSE VIDEO

Special purpcse video may be one way or finteractive,
One way video such as that used in newsgathering and
special events, usually requires full bandwidtii, For
interactive video, such as videoconferencing, narrower
bandwidth, limited motfon capabilities are generally
acceptabdle,

Although videoconferencing via dedicated intracompany
networks may be satisfactorily served via CPS sta-
tions, trunking becomes important as videoconferencing
expands toward more frequent use of ad-hoc conferences
between organizations at least one of which i{s not
equipped with a CPS station,

Delay caused by f{interconnecting videoconferencing
users via multiple satellite hops may be objectionable
in videoconferencing because of the two w*: interac-
tive nature of these conferences. This may limit the
usefulness of multi-hop and intersatellite links in
this application. Trunking modes of Interactive video
require connectivity between transponders, beams, and
satellites to which the trunks are connected. Inter-

connections between transponders and beams in the same
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satellite cause small delay effects. However, multi-
hop and intersatellite connections are subject to the
same delay restrictions as imposed on the CPS mode.

CONNECTIVITY REQUIREMENT SUMMARY

The connectivity requirements for Ka band service
categories are summarized in Figure III - 5, Note
that the delay limitation category bears on the ap-
plicability of connectivity solution via multiple-hop
and intersatellite links. It may be concluded from

this summary that:

- CPS/Trunking connectivity is often needed.
- Satellite/Terrestrial connectivity is usually
needed.

- Multiple-Hop and Intersatellite link delays
are to be avoided when possible.

SATELLITE CAPACITY AND DISTRIBUTION REQUIREMENTS FOR

TYPICAL WESTERN UNION NETWORK TOPOLOGIES

Typical topologies for a Western Union network may be
visualized by examining the growth of the minimum
specialized network discussed in tSeo 4.1. The

minimum specialized network has been estimated
to cover about 30% of the total accessible market,
which represents the minimum viable coverage. (This
minimum portion of the market must be served to
attract a sufficient number of customers and subse-
quent traffic load.) Based upon the astimates made in

Sectin [II - 5,3.5, this minimum network could well be
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served by one satellite for each specialized carrier.

(Separate satellites will probably be employed because

ik R  _ad |

0f the range of variation possible in synchronization
techniques, beam scan patterns, channel assignment

algorithms, etc.)

among four separate satellites (one for each special-

Rtk L S « B i

The distribution requirements for traffic division i

ized carrier) are based upon the cornectivity require-

ments given in Section 4.2 for the .ype of services

offered by each specialized carrier. For example, MTS

voice traffic, which requires maximum connectivity

’ with all other users of the network, should be assign-
ed a major portion of each satellite capacity, distri-
buted by transponders and spot beams to provide max- é
| imum interconnectivity (as described in Section 4.2), ;

The specialized common network size grows from the

minimum to meet additional traffic growth toward a
predicted maximum specialized network size of 99 earth
stations in the year 2000 (assuming that Ka-band ser-
t vice can be offered at 40% less than Ka-band service).
On this basis, it was shown that the cumulative por-
tion of this market captured by Ka-band in the year

2000 is B83.75%, based upon the total market value of

Es. AL RNt

the principal SMSA plus all of its subordinates 1lo-

cated within a 50+ mile radius for hubbing.

g

o If the market predictions are accurate for the year

2000, each specialized common carrier will have either
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two or three satellites, cepending upon their capture
of the total market, the mixture of traffic, transpon-
der capacity for trunking and CPS, etc. The addition-
al connectivity requirements imposed by multiple sat-
ellites (see Section 4.2) impose constraints on the
services provided (due to additional delay caused by
multiple-hop or intersatellite links),

Since low earth station elevation angles result in
higher attenuation due to rain (because of longer path
length), satellite locations resulting in higher ele-
vation angles will be sought and used, where availa-
ble. If not available to both sateliites of a special-
ized common carrier, the one providing a higher eleva-
tion angle will be dedicated to the services requiring
increased reliability. The other satellite may be
used for services which are tolerant of outages (usu-
ally deferred traffic). Distribution of satellite
capacity, by services, among several satellites for
each specialized common carrier will therefore prob-
ably depend upon service reliability needs, based upon
geographical distribution of rainfall throughout CONUS
and the satellite elevation angle.

Interconnectivity between satellites of different
carriers, e.q9., MTS traffic from one carrier to an-
other, requires appropriate links and standards.
These intercarrier links may be located at earth sta-
tions or as part of a terrestrial network. Standards
will be required to interface differences in synch-
ronization, protocols, etc. between carriers,
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PROPAGATION EFFECTS ON THE TRANSMISSION PATH
STATEMENT OF THE PROBLEM

The requirements of this subtask are to identify 30/20
GHz propagation characteristics, and provide a basis for
estahblishing expected effects on typical links used in
support of candidate services.

INTRODUCTION

Rain attenuation on the tfansmission path, and the re-
sulting large link margin requirements required to pro-
vide high availability performance, is the most sig-
nificant factor in identifying the services that can be
accomodated by 30/20 GHz satellite communication sys-
tems. This section presents the key precipitation data
that will be compared to the availability and perform-
ance requirements of the trunking and CPS services de-
veloped in Section II. The resulting link margin re-
quirements establish the Ka-band system pavameters nec-
essary to satisfy service availability/performance cri-
teria and to identify system limitations.

METHODOLOGY

The most recent NASA hundbook on propagation effects at
30/20 GHz and other sources were used to develop the
required propagation information,

Using the propagation statistics, fade depths and link
margin requirements were computed for each of the CONUS
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rain z2ones identified, "ertinent fade duration statis-
tics, rain attenuation characteristics as a function of
varth station elevation anqgle, and space diversity gain
data from the referenced publications were wused to
derive the data presented.

PROPAGATION CHARACTERISTICS

Figure IV-1 shows the rain rate climate regions for the
continental United States (CONUS). Figure 1V-2 shows
the point rain rate distributions as a function of the
CONUS rain regions. Region D is subdiviaed into three
subzones and the rain rate distribution for each of the
subzones 1is shown in Figure IV-2(b). Using the proce-
dures from the NASA Handbook and the point rain rate
statistics in Figure V-2, fade depths as a function of
percent of>time the fade depth is exceeded were computed
for each of the rain zones. To maintain a given level
of link availability, the precipitation margin required
equals the rain fade depth; thus the data computed s
identified as Precipitation Margins for the 20 GHz and
30 GHz Links in Tables IV-1 and IV-2, respectively.

The data has been computed for each rain zone at the
appropriate e'evation angle, since rain attenuation
varies appreciably with earth station elevation angle,
particularly in high rain rate vregions. Fiqure [V-3
shows rain attenuation characteristics as a function of
earth station elevation angle.

The satellite location can be optimized to provide the
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Rain Attenuation in dB for Satellite at 9g’w

R e AT e R e R SO S 3 p o - —
w
* 4

EE RNt TSNS - 7 T S SNV

(20 GHs)
Elevation Percent of the Time Attenuation is Exceeded

Zone Angle 0.01 0.08 0.1 0.8 1.0

B 3 13 ¢ 4 1 |

C 30 20 s ) | ) |

D‘ 40 2 . L ¢ | |

: D, 45 28 13 ] ] 1
‘ D‘ $0 ‘ ] ] | 17 12 3 s
» 4 $s $8 29 20 4 |
| 4 40 17 ¢ 4 3 1

TABLE TV - 1
Rain Attenuation in dB {w
(30 G/iz)
Elevation Percent of the Time Attenuation is Excoeded

Zone Angle 0.01 0.05 0.1 0.5 1.0

B 33 29 13 ) 3 |

(o b 1} 45 17 11 3 |

l)1 40 80 21 14 4 |

Dz 48 63 28 18 ¢ 3

D’ {1 80 b 37 s 4

B 1 120 64 43 10 4

4 40 ) 13 ] 4 |

TABLE TV - 2
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best weighted CONUS coverage with the lowest margin
requirements, Figure IV-4 and IV-5 show the elevation
angle contours superimposed on the CONUS for satellite
locations at 90°W and 97°W longitude, respectively. The
optimum location is at 97°W, At orbital arc locations
below 90°W and above 104°W appreciable performance de-
gradation in major population centers will be experi-
enced.

Of particular interest is the relationship between tota)
annuvl rain attenuation and the worst month attenuation
Figure IV-6 shows the results of rain attenuation meas-
urements, as a ratio of worst month to total annual
attenuation, recorded at Greenbelt, MD. The worst month
attenuvation exceeded the average annual level by factors
of 5 to 7.5.

Fiqures IV-7 to IV-9 show fade duration distributions at
three widely separated locations: Holmdel(NJ), Slough
(England), and Rosman (NC) respectively. Fade durations
and the number of fades vary among the three because the
measurement period and the elevation look angle (and
consequintly the rain path length) were different at the
three sites. The distribution characteristics at the
three sites are, however, similar.

Figure IV-10 is a histogram showing the percentage of
each month the three fade denths indicated were exceed-

ed. The data is the result of measurements made at
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Wallops 1Island, VA 1illustrating typical fade distri-
bution characteristics by month. Monthly distribution
varies considerahbly between sites as can be seen by
comparing Figures 1IV-6 and 1V-10, two sites that are
approximately 150 miles apart, At Greenbelt the worst
month is July whereas August is the worst month at Wall-
ops lsland. Additional data for Richland, WA is shown
in Fiqure 1V-11 to illustrate variances between sites.
Fade duration statistics are useful in estimating block-
ing probabilities for message switched services on oc-
casions during which adaptive FEC is activated to ac-
commodate severe fading, or other means are used to
exchange available bandwidth for performance quality on
remaining circuits.

Fiqure 1IV-12 shows that fade characteristics are
relatively independent of frequency. A reasonably ac-
curate estimate of rain attenuation can therefore be
made from data at a single spot frequency.

SPACE DIVERSITY

Space diversity has been used for a number of years in
terrestrial microwave systems. In such systems it s
generally used to combat degradations due to ducting,
multipath, and other phenomena characteristic of paths
near and parallel to the earth's surface. The use of
space (or "“separation") diversity with satellite links
is primarily intended to combat high attenuation due to

intense precipation. The basis for use of a diversity
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system is the observation that regifons of intense rain-
fall are generally limited in geographic extent. This
is true for temperate climates. The physical separation
of the satellite earth stations then serves to reduce
the correlation of such heavy rainfall at the sites,
Some simple means of choosing the better of the sites at
any instdant then completes the diversity system,

A useful tool in the study of diversity systems is the
concept of “"diversity gain,"” as developed by D. Hodge of
Ohio State University, The derivation of diversity gain
is best illustrated by a figure. In Figure IV-13 the
two curves to the right are the individual cumulative
time distributions of attenuation for the two sites
operating individually. The single curve to the left is
the cumulative time distribution for diversity opera-
tion--that 1is, the better of the two stations at any
instant, As shown, the distance between the curves ror
the same percentage time is the diversity gain in deci-
bels.

Hodge hos determined an empirical relationsnip between
the separation distance, fade depth, and diversity gain
based on measurements made using ATS-V. These measure-
ments were taken at 15,3 GHz. This relation is as fol-

lows:
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a

a(l-exp(-bD))

Diversity gain in d8

The site separation distance in km
A-3.6(1-0xp(-0.24A))

The single site attenuation in d8

0.46(1-exp(-2.726A))

Hata Laken using ATS-6 indicated that the diversity gain

way not strungly dependent on frequency. A satisfctory

separation for the diversity sites seems to be about 8

to 10 km.

NDiversity gain as a function of separation is

shown in Figure IV-14,
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TRANSMISSION SYSTEM CONSIDERATIONS
GENERAL CONSIDERATIONS

In Section Il an analysis of the net accessible Ka-
hand market was made to estimate the portion of that
market that might actually be captured by Ka band
communications systems and the share of the estimated
traffic volume that might be captured by the individ-
ual satellite carriers 1in their respective market
areas. The transmissien requirements of the carrier
community may tbte divided into three separately identi-
fiable systems 1in accordance with the services pro-
vided. The three system ca‘tegories are: trunking,
CPS,. and combined trunking/C"S. A trunking system
being appropriate for Bell, combined trunking/CPS for
carriers such as Western Unfon and RCA, and all CPS
for carriers addressing those market areas of interest
to SBS, XTEN, SPC, etc. Each of these system cate-
gories requires a different satellite system design.

From the work in Section Il the Western Union market
areas require both Trunking and CPS satellite system
capabilities, The projeéted Western Union market
share is estimated to grow to 7.5 GBPS in each cate-
gory by the year 2000, An estimate of the size of an
initial satellite in terms of capacity was identified
previously a: 4 GBPS of trunking capacity and 2 GBPS
of CPS capacity. In the Phase I - Task 9 effort the
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marginal utility of adding one more earth station in
the trunking network was that the traffic capacity of
that earth station be at least .11% of the total pro-
jected trunking traftic. For a two carrier split of
the total traffic the minimum capacity required s
.22% or 33 MBPS. The maximum network size for Ka
services priced 20% below Ku band service 1s 89 earth
stations. On the assumption that the objective of tae
two dominant private-carriers is to implement at least
the most efficient network size (34 earth stations
each), the minimum traffic capacity at any earth sta-
tion 1is at least 30 MBPS. On this basis a SS-TDOMA
trunking system operating at a 500 MBPS burst rate is
a reasonable choice, Ultimately 15 transpcaders at
500 MBPS each wiil be required to accommodate the
projectea traffic.

In the CPS case the traffic volume is the aggregate of
2 large number of smal! networks that include corpor-
ate, institutional, government, and low capacity trun-
king networks. Assuming that ultimately CPS services
will be carried through some 1000 earth stations the
average transmission capacity per station is 7.5 MBPS.
Some will be as low as 64 KBPS, others may be in the
20-30 MBPS range or possibly higher, The nominal
32/128 MBPS uplink and 250 MBPS downlink transmission
rates are reasonable choices for CPS, however, it will

probably be more desirable to customizi at least the
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uplink transmission--and in the case of the southeas-
tern region the downlink transmission--to provide
adequate system margins (normal operating margin plus
margin obtained by adaptive measures) to meet avail-
ability requirements, This §s discussed further in
Subsection 4.2,

In the following subsections some specific systems

consideration are discussed in some detail.

PERFORMANCE

The two key measures of performance are BER and avail-
ability. The required BER performance, 1x10-7, s
driven by data transmission requirements. (Typically
in PCM encoded voice and video systems BER performance
levels of 1x10°6 and 1x10-5 respectively will provide
high quality service.) The transmission link analysis
ts based on the 1x10-7 BER.

Availability requirements have been discussed in Sec-
tion II. In the trunking transmission network a link
availability objective of .9999 has been established.
To meet the availability objective both adaptive com-
pensation and diversity earth stations are generally
necessary, However, as discussed in Section II, this
availability could be obtained by considering use of
terrestrial and other satellite bands.

The availability objective for the CPS services is
.9990 although .9950 would be an acceptable level for

some types of traffic. The availability criteria for
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each user network would be considered individually to

f 3 avoid an overdesign, although the basic system (satel-
lite/earth station) design requirements are specified
to meet the .9990 availability objective.

3.0 RAIN ATTENUATION COMPENSATION
The severity of rain attenuation in the 30/20 GHz

\

band, particularly where high system availability fis
required, mandates that the system designer consider
multiple techniques for improving system availability.
These would include adaptive power control, adaptive

FEC, space diversity earth station complexes, and

location of the satellite within the domestic orbital

arc. Any or all of these techniques would be appro-
priate in a given system. § j
3.1 ADAPTIVE POWER CONTROL

To meet availability objectives both the trunking and
CPS systems require use of adaptive power control. In
the trunking case adaptive power control is required
for both the uplink and downlink. In the CPS case the

satellite transmitter is operated normally at maximum

output power and adaptive power control is limited to
the uplink. Subsection 4.0 provides link summaries
civing normal operating and adaptive power levels
necessary for the trunking and CPS systems.

3.2 FORWARD ERROR CONTROL

The use of FEC 1{s necessary in the CPS .ystems but :

need not be included in the trunking system. FEC has
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the advantage of providing large increases in bit
error performance and margin to offset the effects of
rain attenuation. Rate 1/2 encoding with soft deci-
sion decoding, which will provide an 8.8d8 coding gain
at a constant transmission rate, has been assumed as a
standard. However, the use of that rate does not
imply that the total information data rate of the CPS
system will »2 reduced to half of the uncoded trans-
mission data rate, FEC is specified to be applied to
individual sites that are under the influence of rain
attenuation at the port rate within the Terrestrial
Interface Modules and not at the transmission burst
rate. The probability that more than 10X of the net-
work stations are experiencing such conditions simul-
taneously is quite low. Thus for a station network
with uniform distribution of traffic, (i.e. each has a
peak hour traffic of 2.5 MBPS), one station out of ten
experiencing rain conditions will reduce total
throughput capacity from 250 MBPS to 225 MBPS. The
impact on system thoughput and blocking probability in
the case of voice circuits even at peak hours will be
relatively low as long as capacity can be reassigned
among the stations. In off-peak hours there is not
likely to be any noticeable effect on network trans-
mission,

There are a number of interesting control scenarios by

which required bandwidth can be allocated to stations
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experiencing fades. These should be investigated to
' devise an optimum algorithm for resource control.
3.3 SPACE DIVERSITY EARTH STATIONS

: f To meet a postulated .9999 availability requirement

for a trunking system, implementation of space diver-
\ ! 5ily earth stations is required at all trunking noues.
V A description of the diversity gain/spacing character-
Istics was qgiven in Section IV, Diversity experiments
are essential, since empirical data to substantiate
the belief that there s a dB for dB diversity gain
improvement for cases where single site attenuation

exceeds the 15-18 dB range is not available. The

importance of space diversity gain improvements is

paramount to meeting trunking network availability

objectives, since if the expected diversity gain im-

provements cannot be obtained, Ka band systems would ]
not be an acceptable medium for trunking transmission

under the .9999 availability assumption. However, as

noted above, many trunking networks could tolerate

poorer availability with appropriate network design

and "fail-soft" operating procedures, so that this

assumption requires further study.

3.4 SATELLITE POSITION IN THE DOMESTIC ORBITAL ARC

Rain attenuation increases appreciably as earth sta-

tion elevation angles decrease. In Section [V the

variation of rain attenuation as a function of eleva-

tion angle was given together with a plot of elevation
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ang!e contours in CONUS. By selection of the satel-
lite location in the orbital arc the bdest weighted
CONUS coverage with the lowest rain margins can be
obtained. From the plots in Section IV the optimum
satellite position is 97° W 1longitude, providing a
minimum elevation angle in CONUS of 30°., For orbita)
are. locationy helow 90°W and above 104° W the increas-
vd altenuation due to lower elevation angles in major
population centers becomes a critical factor. The
useful orbital arc can be extended through use of
intersatellite links (to be discussed separately),

ADOITIONAL CONSIDERATIONS

Additional system margin can be obtained by adaptive
reduction of the transmission data rate, providing an
increased level of energy per bit for given avatlable
transmitter power conditions. The approach should be
examined but is not considered a preferred choice
because of its impact on throughput capacity and chan-
nel blocking. In subsection 4.0 reduced transmission
data rates are considered to meet availability re-
quirements for CPS stations in CONUS rain zone E, but
in that case the peak transmission requirements would
be considered in the design and the necessary total
capacity provided through use of an appropriate number
of FOM channels,

To minimize reduction in throughput data rates an

adaptive reduction in the number of quantization bits
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for digital voice channels can be employed. For exam-
ple if the cight bit code normally used for voice
channel quantization is reduced to six bits the per
channel data rate is reduced from 64KBPS to 48K8PS,
This approach should be explored as part of system
design trade-off consideration.

4.0 EARTH STATION ANTENNA SIZE AND SYSTEM MARGIN CONSIDER-
ATIONS

4.1 TRUNKING STATIONS
Both RHughes and TRW, in the baseline and alternative

designs submitted to date, advocate use of large (12 ;i
meter) antennas for trunking systems. Western Union
expects that a 5 meter antenna will be adequate for
the trunking system, and in any event would not con-
sider an antenna larger than 7 meters as being cost-
effective. To substantiate the position thut a 5

meter antenna will satisfy trunking network require-

ments comparative data is presented below using 5, 7,

and 12 meter antennas.

There are a number of reasons why a 12 meter antenna
is not a desirable choice,. A 12 meter antenna is
large, and with the surface tolerance requirements
(.01 inch RMS or better) for the Ka band it is unlike-
ly that a vendor would quote on providing the antenna
on other than a deveiopmental basis. The antenna cost

will be very high, The beamwidth of the 12 meter
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antenna is very narrow (.058°) and the foundation and
structural rigidity required to meet operational per-
formance requirements at wind velocities up to 60 UPN,
(and slightly reduced performance in gusts up to 80
MPH) is severe and costly. (The degradation or track-
ing error at an average wind valocity of 35 MPH was
not specifiad by Hughes or TRW.) There is no reason
why the environmental requirements for the Ka-band an-
terina should be relaxed relative to "C" or "Ku" band
systems, Environmental performance requirements nor-
mally specified by WU are given in Appendix A. The 12
meter antenna will also require a tracking subsystem
somewhat more sophisticated and expensive than & step-
track system. Further, since diversity systems will
in any case be required at trunking noiles (see below),
system cost is substantially increased because two 12
meter antennas per site are required.

The beamwidth of a 5.0M antenna is .14°, simplifying
tracking requirements to that which may be accommodat-
ed with a step-track system, Surface tolerances are
more easily obtained because of the smaller size, and
foundation/structural rigidity requirements can be met
at a lower cost because of the smaller surface area.
Tables V-1 through V-3 give uncoded link budgets for
12, 7, and 5 meter trunking systems, respectively.
Using the earth station and satellite transmitter

power levels shown the available margins for rain loss
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are as shown. In Table V-4, and the similar tables,

the required margins that cxn be accommodated by a2 5

meter system are identified by diagonal lines. The

additional cases that can be accommodated by 7 meter

and 12 meter systems are indicated by tnhe circles and
triangles, respectively. The 12 meter case includes
all /7 and & meter cases and the 7 meter case includes
'l 5 meter cases., The results {indicate that the 7
ard 12 meter systems have somewhat better clear

weather margin than the 5 meter system. [f we now add

adaptive power control! in the uplinks and downlinks

the followi g total margins are obtained,.

NORMAL OPERAILNG PLUS ADAPTIVE POWER MARGIN %
o jota)
Antenna Up-1ink Down=-1ink Margin
size (M) pwr. inc, pwr. inc. (d8)
DB 08 u.L. D.L.
12.0 4.9 8.75 24.9 18.35
7.0 4.9 8.75 20.2 13.65
5.0 4.9 8.75 17.3 10.75

Table V-5 shows the availabjlity levels in each rain
zone that can be attained using combined normal oper-
ating plus adaptive power margins. Consider now the
effects of adding rate 1/2 FEC margin (8.8dB) to the
previous margins, Table V-6 shows the availability
levels in each rain zune that can be attained with a

combination of normal operation, adaptive power, and/-
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Table V-4

Trunking System /Availabi)ity
Hornial Operating Hargin Only

Rain Attenuation in dB for Satellite at 90¥ W

b
g' (20 GHz)
|
.ﬁ Elevation Percent of the Time Attenuation is Exceeded
# Zone Angle 0.01 0.08 0.1 0.5
® ) BUR A @ £
c 30 20 AD A ¥
D, 40 23 A A £
D, 48 28 12 A ®
D, $0 3 17 T2 €))
s s 2 20 ®
r 40 17 P\ ® ¥ 4
-;
(30 GH2) |
i
EBlevation Percent of the Time Attenuation is Exceeded j
Zone Angle 0.01 0.08 0.2 0.5 1.0
B 3s 29 g V' 4 ¥ 4 y § |
o v 30 4 pL g § 4 ¥ 4
D, 40 50 AN (D) Ve x
¥
- D, " 6 2 Pe N » 4
b D, S0 80 3 27 A ) 4 :
| $S 120 (1] 43 w V4
r 40 2 I @ A ” r
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Table V-5
Trunking System Availability with
Normal Operating & Adapiive PWR mwin

Rain Attenuation in dB for Satellite st 90 W

(20 GHz)
Blevation Percent of the Time Attenuation is Exceeded
Zone Angle 0.01 0.08 0.1 0.5 1.0
] 3 @ & A A r
c 30 20 | X ¥ 4 A X
D, 40 %3 A & V4 F 4
D, “ 2 g 4 & x
D, o |3 @ ¥ g ¥
B ss 85 29 20 ) A ¥ 4
r 40 y 4 A y 4 A
in Attenuation in dB for Satellite at 90°W
(30 GHz)
Elevation Percent of the Time Attenvation is Exceeded
Zone Angle 0.01 0.05 0.1 0.5 1.0
B 3s f29 »w A A r
c 30 45 w M ) 4 ¥ 4
D, 40 50 D Y 4 V4 ¥
D, " 63 3 @ y ) 4
D, $0 80 3 ¥ 4 y 4
! E 55 120 64 5 Ab ) 4
| r 40 37 )74 r & y § A
A AR 0t t Adaptive Power Lovel Increase
F KEY: / 5.0 M system ap 5:4.9;8 v
7.0 M system DL 8.75 df

12.0 M system
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Table V-6
Trunking System availabilisy with
Hormal Cperating, Adaptive PHR & FCC mrﬁns

Rain Attenuation in dB for Satellite gt 90°w
(20 GHz)
Elevation Percent of the Time Attenuation is Exceeded "y
Zone Angle 0.01 0.08 0.1 0.3 1.0
B 88 w & y ¢ A ) 4
c ) D) X ¥ 4 X X ]
D, 45 | b 4 y 4 F 28 X | 4
D, 6 38 w b 4 ) o ¥ 4
‘ A
B s ETE # ¥ »
4 40 b4 » A X A | ‘
Rain Attenuation in dB for Satellite at »‘0°W.
(30 GHz)
2levation Percent of the Time Attenuation is Exceeded
Zone Angle 0.01 0.0$ 0.1 0.5 1.0
B 3s @ o » & £
o & 30 45 | X7 M b 4 ¥ 4
b D, 40 50 » M A ’ 4
L D, 45 63 @o» A » 4
1 Dy 50 80 ) D) . A a
’ 88 120 64 43 b’ 4 A ;
r 40 37 i g y 4 A 2
KEY: / 5.0 M systom FEC Cain 6.8 df
0 {éoonusyst::m
. system
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or adaptive FEC margins for the three antenna sizes,
From Table V-6 it 14s seen that an availahility of
.9999 1is not rea2lized by any of the three antenna
sizes.

If instead of FEC we consider the use of space div-
ersity earth stations at the trunking nodes, a
diversity gain of 12 dB can be realized for the case
where the singie site attenuation is 18.0 dB. The
combinec margin available, i.e., operating margin plus
adaptive power plus diversity gain is:

COMBINED MARGIN

Antenna size (M) UL (d8) oL (d8)
12.0 36.9 30.35
7.0 32.2 25,65
5.0 29.3 22.75

Table V-7 shows the avajlability levels that can be
attained in each rain zone with a combined margin made
up of normal operating margin, adaptive power margin,
and diversity gain at a fade depth to 18 dB.

From Table V-7 the 12 meter system will provide an
availability of .9995 in one additional rain 2zone and
an availability of .9999 in two additional rain zones
over the 5 meter system on the downlink. There is no
advantage to the 12 meter system over the 5 meter
systems for the uplink.

In both cases a .9999 availability requirement for
CONUS has not been met. ‘ |
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‘fable V-7
Trunking System Availability with
Normal Operating targin, Adaptive PWR & Diversity

‘ ‘,.m

Gain Margins o
; Rain Attenuation in dB for Satellite at 90 W
y (20 GHz2)
‘ Elevation Percent of the Time Attenuation is Exceeded
i Zone Angle 0.01 0.08 0.1 0.8 1.0
B 3 » y 4 A ! 4 &
c 30 4 A ) 4 ) 4 b 4
D, 40 é ” » « 4
D, a3 A A ¥ A x
D, s 4 A X ' 4
E 88 13 D B A ¥ 4
r 40 y 4 A ) X
Rain Attenuation in dB for Satellite at 90° W
(30 GHz)
Elevation Pe}cent of the Time Attenuation is Exceeded
Zone Angle 0.01 0.0 0.1 0.8 1.0
B 35 o b2 & A &
c 30 1 M M A ’ 4
D, 40 $0 n P2 g A ¥ 4
D, 45 63 4 b g .4 " 4
’ : Dy S0 80 39 | n | P 4 y 4
= B $5 120 64 9 b y 4
o F 40 37| J> 3 & A x
E : .0 M syst Diversity Gain 12 db for 18 dB
KEV: / 5.0 sys e',n Single Site Atten.
¢k 7,0 M system d8/dB above 18 dB
¢ 12,0 M system
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If the diversity gain increases dB for dB for single
site attenuations greater than 18d8 then a ,9999
availability requirement will be met by all three
antenna sizes.

The conclusion is that a 5 meter earth station with
use of normal operating margins plus adaptive power

control and space . versity will satisfy trunking

system performance requirements, and larger antennas
are not warranted.

4.2 CPS STATIONS

Table V-8 gives a link budget for a CPS TDMA system at
32 MBPS uplink and 256 MBPS downlink burst rates. The

avatlable clear weather margin for the uplink is 10.7
‘ d8, and for the downlink, 5.3 dB. The crossed out ;
cases in Table V-9 show that on the downlink the
clear-weather margin provides an availability of .995
in all rain zones and .999 in rain zones B, C, and F.
; An uplink availability of .995 is provided in all but

rain zones E and Dj.
’ With the margin increase due to adaptive FEC (8.8d8B),

the total uplink and downlink margins are 19.5 and

14.1 dB, respectively . The availability on the down-
link is then .999 in all rain zones except rain zone E
and on the uplink is then .999 in all rain zones zone
except D3 and E (circled cases).

The use of uplink adaptive power control to increase

the ES power amplifier output from 11.7 to 19.2 dBw 1
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Teble V-9

i' CPS Systom Availability with normal =
| Cperating Margin, Adaptive UL PWR, Adaptive FEC

Rain Attenuation in dB for Satellite at 90°w

(20 GHz)
| Blevation Percent of the Time Attenuation is Exceeded
:\‘ m Al'l‘ 0.01 0.05 0.1 0.5 1.0 -
B 1] 13 ¢ A P 4 ¥ 4 -
c 30 20 ] ¥ ¢ A P 4
D, ) 2 ’ ® A X
D, 4 20 13 @® y & ) 4 «
D, 0 36 17 a P 4 ¢ _
B $s s 29 20 V 4 } 4
r 40 17 (] A ¥ 4 Y 4
Rain Attenuation in dB for Satellite at 90 W -- |
(30 GHz) |
-
Blevation Percent of the Time Attenuation is Exceeded =
Zone Angle 0.01 0.05 0.1 0.5 1.0
B 35 29 13 ® p 4 ¥ 4 -
c 30 4 17 @ P4 x
D, 40 50 M @ A ¥ 4 -
D, 45 63 28 (T, ¥ § ¥ 4
L Dy 50 80 3 AN @ Ve -
i” B ss 120 64 o X
J e 3 13 ® V4 x -
i ]
! KEY: / Normal Operating Margin Pum Msdﬁ .
m 0 Adaptive FEC-UL & DL FEC 8.8 dB
e A Adaptive UL PWR
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Table V--11

(20 GHz)

CPS System Availability with Ncrmal
Operating Margin, Adaptive FEC, Adaptive UL PWR

Rain Attenuation in dB for Sateilite at 90°w

Elevation Percent of the Time Attenuation is Exceeded
Zone Angle 0.01 0.08 0.1 0.5 1.0
B 38 13 (] y 4 A x
C 30 20 (] y 2 A P 4
D, 40 23 ’ @ ¥ 4 X
D, 4 2 12 O, P 4 x
D, $0 36 17 @ X x
B $s s 29 20 ¥ ¢ 4
40 17 ] N ¥ 4 P 4
Rain Attenuation in dB for Satellite at 90°W
(30 GHz)
Elevation Percent of the Time Attenuation is Exceeded

Zone Angle 0.01 0.05 0.1 0.5 1.0
B 35 29 13 (® 4 X
c 30 4 17 1) F4 ¥ 4
D, 40 50 2 AD N ¥ 4
D, 4 63 28 A ® ¥
D, 50 %0 39 D ® 4
B s 120 7] o Vs
r 40 37 13 ® Vs 4

: . yating Margin Margins

KEY: / Normal Opevating farg PNR TS B

0 Adaptive FEC, UL & DL FEC 8.8 d8

A Adaptive Power, UL
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(81 watts) provides an uplink availability of .999 in
all rain zones except rain zone € (triangle case).
Thus, the combination of clear «eather operating
margin, adaptive FEC margin, and adaptive uplink power
control will provide an availability of .999 in all
rain zones except E, In rain 2zone € an additional
margin of 5.9 dB {s required on the downlink and 16 dB
on the upiink., Table V-10 gives the link budget for a
TOMA CPS system with 128 MBPS wuplink and 250 MBPS
downlink burst rates, Table V-11 shows the availabil-
ity achievable in the various rain zones using normal
clear weather margin, adaptive FEC, and adaptive UL
power control as in the previous examples. In this
case the CPS wup-link transmitter power must be in-
creased to 25 dBw (316W). Again with the combined
margin an availability of .999 is provided in all rain
zones except rain zone E,

The additional margin required on the down-link and
uplink to achieve a CPS system availability of .999 in
rain zone E is 5.9 db and 16 db, respectively. An

approach to resolve the problem is:

Downlink: Margin Gain
decrease burst rate to
128 MBPS: 2.9 d8.
Increase zone E CPS
antenna size to 5.0 meters 3.0 a8 q
TOTAL 5.9 dB |
115
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Ug!ink: Margin Gain

Increase zone E CPS ES

antenna size to 5.0 meters 3.0 dB

Customize UL transmission

rate (FDM), for example

6.3 MBPS,

Normal operation gain 7.0 48

increase (vs. 128 MBPS)

Additional Adaptive UL Power

Margin 6.0 dB
16.0 dB

The adaptive up 1link transmitter power required
in Zone £ is then 26.2 dBw (330W).

The lower CPS DL and UL transmission rates would requ-
ire on board switching to 128 MBPS TDMA downlinks and
the ability to receive demodulate, and decode FODM
uplinks. Connectivity between zone E CPS stations and
CPS stations in the other rain zones would be accompl-
ished in the on-board base band processor.

Additional study is necessary to identify other alter-
native design approaches to adequately service high

rain rate areas with low cost earth stations.
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5.0
5.1

NETWORK SYNCHRONIZATION

GENERAL CONSIDERATIONS

5.1.1 _TIMING (FRAME "“PHASE" ACQUISITION)

5.1

Network synchronization, in any TDMA system requires
that stations sharing a transmission channel time
their burst(s) per frame so as not to interfere (over-
lap) with the other channel users, It also implies
that the stations have some prior knowledge of when in
the frame to receive bursts destined for them; this
second aspect (receive timing) {is not as critical and
is usually solved by placing a "window" of a few bits
on either side of the framing location at which the
unique word designating start of a burst destined for
that station 1is expected. Transmit timing, on the
other hand, especially when wutilizing a satellite
relay, requires computing of the distance, and thus
propagation delay, from ecach station to the satellite
s0 that burst overlap can be avoided with minimum
quard times between allocated burst assignments.

FREQUENCY (FRAME "FREQUENCY" ACQUISITION)

The transmitter data clock at any TDMA station deter-
mines the local frame rate (e.,g. 128,000 bits per
frame for a 128 Mbps channel using a 1 msec frame
duration). This clock is usually locked to the sta-
tion's master oscillator which also deitermines the RF

transmit frequency and the receiver's local oscillator
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5.2
5.2.1
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frequency at the downconverter, The accurate frequen-
cy locking of all network oscillators (including the
MO in the satellite) can improve demodulator perfor-
mance hoth at the satellite (in the case of a CPS BPU
technique) and at the ground station (for both the CPS
and trunking networks). This enables the use of nar-
rower filters {in the demodulator's carrier and bit
timing recovery circuits which in turn enables shorter
preambles, for a given Eb/No, at the beginning of each
burst. This 1s desirable in that it increases TDMA
throughput since such preambles act as overhead, much
the same as gquard time. The following paragraphs,
however, do not address the required or achievable
network frequency accuracies for an operational sys-
tem, It is felt that accurate frequency locking which
includes tracking the satellite doppler frequency
shifts will impact the cost of both the MCS and the
earth station hardware and will require further analy-
sis and perhaps demonstration during the experimental
flight programs,

TIMING SYNCHRONIZATION - TRUNKING TDMA

CLOSED LOOP SYNCHRONICATION

A closed loop system for acquiring trunking TDMA
transmit burst synchronization can be implemented by
having each trunking station transmit a local unique
word (LUW) during a satellite switch (SS), "loopback"

mode, once per frume. It also requires the MCS which
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has acquired the SS to transmit a reference unique
word (RUW) to each of the downlink beams at a known
position, e.g. at the beginning of each of the modes
which connect the MCS wuplink beam with each of the
downlink beams, Transmit timing is then continuously
advanced or retarded to maintain steady state synchro-
nization (4 fixed number of bits or symbols between
the reception of the RUW and the reception of the LUW,
Accuracies of ¢20nsec (a few symbols) can probably be
achieved.

OPEN LOOP SYNCHROWIZATION

Open loop synchronization of transmit burst timing is
accomplished by calculating the slant range from each
trunking station to the satellite periodically, and
interpolating, via a simple range rate calculatioi,
timing adjustments between range fixes (if needed).
This requires fairly accurate ranging from two to four
trunking stations to the satellite, and can be accom-
plished with turnaround ranging fones or via looped
back unique words at each rapnaing station. From these
(2 to 4) slant range measurements the range from any
other trunking station can be simply calculated utili-
zing a "linearized" approximation to the quadratic
range equations requiring only 12 multiplications plus
8 additions per range update, The accuracy of the
original range measurements f{s degraded by at most 2

factor of two using this technique.
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5.2.3

5.3
5.3.1

TRUNKING TOMA SYNCHRONIZATION RECOMMENDATION

The open-loop method »nf Paragraph 5.2.2 is recommended
for the following reasons:

l. Ranging will be required in any event for satel-
lite Station Keeping (and perhaps to obtain parameters
for computing CPS station open-loop antenna pointing
instructions).

2. The need for the (m) mode RUW and the (n) loopback
LUW transmissfons and associated burst syncirontzation
circuitry is eliminated (where m = number of beams and
n = total number of trunking earth stations).

3. The inftial accuracy and frequency of update of
the slant range measurements can be relaxed (guard
time for 100-200 stations does not greatly impact
overall frame efficiency) resulting in less expensive
MCS processor capability,

TIMING SYNCHRONIZATION - CPS

CLOSED LOOP SYNCHRONIZATION

The RUW/LUW technique described in Paragraph 6.2.1 is
not practical for the CPS network since the uplinks
are separated, in vime, from the downliak due to BPU
processing. A closed loop approach 1is possible in
which the satellite assists by monitoring each uplink
channt¢l! and counting the number of symbols between
start-of-frame to reception of a CPS transmitted UMW,
This finformation s then transmitted back to the CPS

on its downlink channe!, The CPS then simply compares
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the satellite measured count with its preassigned
wurst position count and advances or vretards f{ts
transmit bursts accordingly.

OPEN LOOP SYNCHRONIZATION

Open loop synchronization can be accomplished for the
CPS network exactly as in the trunking network of
taragraph 5.2.2. The required range measurements (or
calculated ranges for each station) are transmitted
from the MCS to the CPS user via the OW.

CP5 - SYNCHRONIZATION TIME RECOMMENDATION

Since the closed-loop technique requires increased BPU
logic and complexity, and since there appears to be no
“common* trunking/CPS closed loop approach, it is rec-
ommended that the open-loop method as described in
Paragraph 6.2.2 be employed for the CPS scanning-beam
network,

ASSESSMENT OF DUAL POLARIZATION AT 30/20 GHz

Some experience has been gained in dual polarization
operation at the lower frequencies; however, extension
of these results to the 30/20 GHz frequencies has not
been validated. The experimental data on 30/20 GHz
polarization isolation is also quite skimpy. We have
based the following assessment on three sources: the
NASA Propagation Effects Handbook, data collected with
the RCA SATCOM system, and some reference articles

that treat the subject,
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6.1
6.1.1

6.1.2

PROPAGATION EFFECTS

NASA PROPAGATION EFFECTS HANDBOOK RESULTS

Table V-12 is extracted from the Handbook and shows a
number of recommended formulas for computing the
cross-polarization isolation at high frequencies. In
these formulas, “A" {s the attenuation in d8. Using
the tables of attenuation calculeted previously, we
have counputed the expected cross-polarization isola-
tion; this is shown in Tables V-13 and -14,

RCA SATCOM RESULTS

Data for the predicted performance of the RCA SATCOM
system are shown in Table V-15 for a number of CONUS
locations. While these data are for 4/6 GHz, it is
possible to scale them upward in frequency.

One researcher (T.S. Chu) has found a relationship to
scale polarization {isolation by frequency. The for-

mula is valid between 3 and 30 GHz and is as follows:

XP1(fp)=XPI(f1)-20 log(fp/fy)

for the case of a given value of rain rate. This also
corresponds to a given value of percentage of time.
Hence, the RCA SATCOM data can be scaled in this way.
The results of such scaling for the composite average

values shown in Table V-15 are given in Table V-16
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V- 12 %
Cross-Polarization Discrimination Versus Attenuation
(Least-Mean-Square Fits)

Blacksburg, VA Elevation Angle = ©
é\ Period Frequency/Polarization XPD = 3 - b 10910 (A)
| Aug 1977 ] 11 GHz, RHCP (CTS, & = 330) XPD = 44.7 - 22.6 109y4(A)
CY 1978} 11 GHz, RHCP (CTS) XPD = 36.3 - 16.2 10910(1\)
Aug 1977 | 19 GHz, vertical (COMSTAR, © = 440)| XxPD = 47 - 24.5 1091 9(A)
Sept 1977 19 GHz, horizontal (COMSTAR) XPD = 37.1 - 20.0 loglo(A)
cYy 1978719 GHz, vertical (COMSTAR) XPD = 43.9 - 16.6 10910(A)
Aug 1977| 28 GHz, vertical (COMSTAR) XPD = 36.4 - 15.4 10910(A) :
CY 1978| 28 GHz, vertical (COMSTAR) ' XPO = 31.2 - 7 1ogyo(A) %
,’
V - 15
Estimated Cross-Polarization Isolation for Various U.S. Sites Due to Rain .
) (Distribution of Rain Drop Canting Angles Assumed) | P
! - ﬂ
4Gz 6 Gz
Cate: 0.01% Od'% 1% 001% 0l'a 1%
f - pory Site i (dB) {Jd83)
| 2 Buston 2058 215 3411 405 212 306 37.2
2 "New York D20 255 351 44 w2 g4 382
- 2 Houston 1652 30.6 0 399 46 265 il 426
2 (Chicago A6 278 973 0o 201 335 403
2 Dewver {159 206 39.0 444 237 332 4L
‘ 4 San Diego 5087 3019 417 470 208 378 ddd
’ 4 Los Angeles 047 366 A).e 4T 305 3475
' - 3 San Feancisco 46,10 329 10.6 16,2 283 468 425
3 Seattle 3522 308  JRG A0 269 319 4048
1 Tampa 3837 257 369 44,7 228 332 41l
+ Average (Canting Angle
& T Distribution) 297 JBS5 446 209 34.7 41
Y. Average (Constant Canting :
3 Angle) 23,7 325 MG 199 287 351
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Table V=13
Cross-Polarization Isclation at 20 GHz2
(dB)

(40° elevation angle)

! Climate Percent of Time XPI is Exceeded
f% Zme 0.01 0.05 0.1 0.5 1.0
B 25 31 34 44 44
C 23 30 34 44 44
D, 21 27 30 39 44 ;
D, 19 25 28 36 “ ‘
D3 18 23 26 34 39
E 15 20 23 34 39
F 24 32 36 4 44
Table Y - 14
Cross-Polarization Isolation at 30 GHz
(dB)

(40° elevation angle)

Climate Percent of Time XPI is Exceeded

Zone 0.01 0.05 0.1 0.5 1.0

B 21 23 25 28 29

C 20 23 24 28 29

: D, 19 22 23 26 29

D2 18 21 22 26 28
] D3 18 20 21 25 27 ,3
E 17 19 20 24 27
t F 20 2 25 28 29 j
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Table V-16
RCK SKTUOW Data

(Scale:g :E:o QEQE!

Percent of Time XPl Is Exceeded

0.01 0.1 1.0
20 CHz 16 25 31
30 GH2 12 21 27

These values compare favorably with those presented in
Tables V-13 and -14. It should be noted that data on
frequency scaling of such values is even skimpier than

that for the direct calculation of cross-polarization.

Earlier calculations by Chu, which are shown in Fig-
ures V-1 through V-3, demonstrate the general varia-
tion of <cross-polarization with attenuation. The
independence of the isolation from rain rate (for a
constant attenuation) is also shown.

6.1.3 CONCLUSIONS

Rain caused depolarization should not prove to be a
problem at 30/20 GHz. The main reason for this is
that the attenuation caused by rain becomes severe at
much lower rain rates than dées the depolarization.
The digital systems which are contemplated for the

30/20 GHz bands, particularly those employing coding,
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should be able to withstand cross-polarization inter-
ference at a -20 dB level without significant degrada-
tion. This provides an availability of about 99.95
percent,

CROSS-POLARIZATION PERFORMANCE OF ANTENNAS

Generally, the cross-polarization isolation of anten-
nas s gqreatest at beam-center, and degrades as the
scan angle increases. In actua! antennas, the maximum
of the cross-polarization isolation will not occur
exactly on-beam, due to imperfections in the antenna
and feed structure,. This angular error is generally
small in well-designed antennas.

For the earth station antenna, the above is of relati-
vely little importance, since the tracking system can
keep the poiniing within tolerable bounds. For the
spacecraft antenna, this degradation of polarization
isolation is significant due to the multibeam or scan-
ning beam system employed. Both systems need (relati-
vely) larger scanning angles than would otherwise be
encountered. While it 1is apparent that the antenna
design will be complicated by this consideration, it
is impossible to say (at this time) if the required
levels of isolation can be achieved in practice.

POLARIZATION TRACKERS

Two polarization tracking mechanisms have been devel-
oped for satellite earth station use: one at COMSAT
Labs, and another at NASA/Langley Research Center.
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Both systems are motor-driven, The COMSAT system has
been built and tested at 4 GHz; the NASA system is
patented, and therefore must have involved a working
prototype, No information concerning the frequency of
operation is qiven,

The COMSAT adaptive polarization connection network is
simpler of the two. It corrects for differential
phase but not for differential attenuation; this is
consistant with the C-band design. At C-band, differ-
ential attenuation is negligible because the funda-
mental attenuation is so low. At higher frequencies
this would not be true, and a more complex correction
system would be needed.

A block diagram is shown in Figure V-4, The system
requires two CW beacons, one at each polarization, to
be transmitted from the satellite. It is necessary to
incorporate a microprocessor in the system because the
relationship between the polarization errors and the
position of the two rotatable polarizers is not a
simple one, ruling out the use of direct feedback
control., The microprocessor is capable of resolving
the complex functions involved.

For the 1linear polarizations, and in systems where
cost is a significant consideration, we expect that a
simplified version of such a network may be developed.
This would provide a reduction 1in cross-polarization

with a reduced cost.
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Some of the experimental results for this pyilarization
correction network are shown in Figures V-5 and V-6.
long=-term statistical figures for the system have not
heen published. However, if the correction network
proves to be reliable, the degree of correction shown
in the figures, about 15 dB maximum, should be ap-
proached on a long-term basis,

The NASA/Langley polarization correction network is
more complex. It s also adaptive, and involves
motor-drive, This system features active cancellation
of the cross-polarized component, The implementation
also requires two CW pilots for operation, A block

diagram is shown in Figures V-7 and V-8,
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OPERATIONAL SYSTEM FUNCTIONAL REQUIREMENTS
STATEMENT OF THE PROBLEM

The purpose of this section is to derive a consistent
set of functicnal requirements for the space, ground,
and control segqments of a Western Union class carrier
aperational 30/20 GHz system. These stould meet the
primary objectives of capacity, availability, inter-
connectivity, and cost for a selected baseline system
based upon a projected share of the accessible market
in the 1990-2000 period.

INTRODUCTION

The baseline system chosen, as a result of the analy-
sves of traffic, availability, and general technical
considerations in Sections | through V, provides a
combined Trunking and CPS service with an expected
throughput capacity of about 4 GBPS trunking and 2
GBPS CPS.

The functional requirements for the two services are
derived separately, although the technical solution
for the combined system vill be optimized by the de-
velopment of elements common to both services. For
example, in the space segment, the CPS users located
in the fixed trunking beam areas can access the same
beams (pussibly on a separate frequency); similarly,
smaller trunking teminals, not covered by a fixed
beam, can access one of the CP5 scanning beams. Also

many control station functions such as network synch-
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ronization, antenna pointing and satellite switch
programming will have commonality between the trunking
and CPS services,

METHODOLOGY

The achievahle satellite characteristics of the TRW
and Huqghes Baseline System Concepts (number and size
of antenna beams, available RF power at 20 GHz, weight
limitations, etc.) were combined with the Farth Sta-
tion characteristics (reasonable antenna size, HPA
power. LNA noise temperatures, etc.) to derive the
uplink and downliink budgets shown in Sections [V and
V. Network control functions, including architectur-
¢s, derived in the Ku-band Advanced Westér program,
where applicable, were then added to develop a coher-
ent set of functional requirements.

Frequency re-use through spatially separated spot
beam+ i1l provide more than enough total bandwidth to
meet L tolal 6 GBPS throughput capac .y for the
combined Trunking and CPS services. Thus, from the
point of view of a single user (carrier), frequency
re-use through polarization, that is the use of two
orthogonal polarizations at the same frequencies in
the same or overlapping beams, is not required.
However, the prime portion of the orbital arc, resul-
ting in elevation angles of about 30°, is limited to
about  15°, Several carriers, each with 2 or more

natellites, will ali want to be located in this prime
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portion, Thus orthogonal polarization was considered
for the operational system, and the corresponding
requirements listed where applicable. Whether or not
the operational system can utilize some degree of
polarization re-use of course will ultimately depend
on tae test results from the Demonstration System, but
1t is certainly a most desirable goal and therefore
should be included at this time for an operational
system.

The need for an intersatellite 1link, although useful
for extending the Ka-Band orbital arc as well as pro-
viding interconnectivity with other networks, will not
be considered as part of this Trunking/CPS baseline
operational system. However it can r. main a viable
candidate for the Demonstration System.

GENERAL OPERATIONAL SYSTEM DESCRIPTION

The baseline operational system that can meet Western
Union's requirements for capacity, connectivity,
availability and minimum overall system costs is sum-
marized here,

TRUNKING SERVICE

The basic trunking service is provided by 18 fixed,
.3° beams each connected to a 500 MHz, dual! output
power (75W/10W) transponder, Even if orthogonal po-

larization proves to be wunfeasible, three se,arate

ca'rier frequencies (each with 500 MHz bandwidth), each

reused on 6 of the fixed beams, should provide the
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required C/1 through adequate sidelobe isolation, as

specified below. Thus a frequency re-use factor of

six is achieved, Complete trunking interconnectivity

is provided using %00 Mbps, Satellite Switched TDMA

channels which requires a 20 x 20 IF switch matrix in

i\ the satellite, programmable from a Master Contro)
Station to satisfy changing traffic patterns, Al-
though the maximum throughput is 9 Gbps, this will
only he achievable for a completely balanced traffic
pattern, i.e. the sum of all the traffic demands at
each station would have to be 500 Mbps,
A more realistic achievable throughput, including
secondary trunking stations serviced by scanning beams
as described helow, should be about 4 GBPS.

4.2 CPS SERVICE

The basic CPS service can be provided hy the addition-
al satellite payload of six K00 MHz transponders,
each with two 75 watt TWTA's connected to one .3°
scanning beam, To reduce off-axis scanning losses 3
beams'wi\l scan Eastern CONUS and 3 beams will scan
Western CONUS for a frequency re-use factor of three.

Uplinks will use FDM to provide subchannel combira-
tions of 32 Mbps and 128 Mbps burst rates (eg. three
128 Mbps and four 32 Mbps uplinks per beam). Each
uplink subchannel in turn can utilize TDMA to accom-
modate sub-groups of CPS users, within a common scan-

ning beam position, whose aggregrate throughput is
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less than or equal to 128 Mbps or 32 Mbps. The down-

- e

links will use two 256 Mbps TOMA carriers per beam,

The uplinks are routed through down converters to a i

Baseband Processor which demodulates and performs FEC

decoding (if required by wuplink rain attenuation).

; The baseband processor then routes each burst to the

‘ assigned downlink via an FEC encoder (if required by
downlink rain attenuation), a 256 MBPS wmodulator, an
upconverter, and a 7% watt TWTA that feeds the scan- :
ning beam downlink, Although the 6 transponders re-

present a maximum CPS throughput of 3 GBPS, because ot

the multiple uplinks (up to seven per scan position)
and downlinks (two per scan position), it will be very
unlikely that the CPS geographical traffic demand will
utilize the full throughput. The realizable through-
put will be about 2 GBPS.

4.3 TRUNKING/CPS CROSS-CONNECT CONSIDERATIONS

Secondary trunking stations (not Jlocated in the 18
fixed-beam areas) can be added to the trunking Network
and serviced by the scanning beam, One of the three
East scanning beams will "visit" each of these smaller
trunking stations once per TDMA frame, and similarly _
one of the West scanning beams is assigned tiu service |
those smaller trunking stations which are in the
Western area. In the satellite these uplink/downlink
signals are coupled to the receiver input/TWT output

of one or two of the least-used 18 fixed-bean Né
'
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transponders; it is only necessary to program the
receive/transmit TDMA bursts of these additiona) trun-
king stations and that of the fixed-beam transpond-
er(s) so that they do not overlap at the satellite.
No on-board CPS~trunking cross-connect, with its at-
tendant drain on the Baseband Processor Unit (BPU)
throughput capacity, should be necessary to serve
presently identified requirements. Instead, any re-
quired CPS-trunking cross-connections will be estab-
lished on the ground at one or more trunking stations
having co-located CPS terminals (see below). White
this does introduce extra delay for the affected cir-
cuits, the overall system effects will not be signifi-
cant and the reduction in satellite complexity ' an
important consideration,

CPS wusers located within fixed-beam areas, but not
colocated at trunking stations should be serviced by
the scanning beam in the same manner as the CPS users
not in fixed-beam areas. This alleviates the coordi-
nation between the two services which would be requir-
ed if the fixed-beam CPS wusers shared the trunking
frequency channel on a TDMA basis; it also alleviates
the linearity requirement if the sateliite trunking
transponders had to accommodate multiple FDM uplinks
(e.g. three 128 MBPS and four 32 MBPS simultaneous
uplinks). Also many of these "fixed-beam" CPS users

can be expected to be located within the coverage area
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of high-capacity trunking terminals (e.g. New VYork,
Chicaqgo, Los Angeles) which could be filled to their
H00 MBPS throughput capacities.,

For CPS users co-located (or connected by terrestrial
local loop) to a trunking terminal, two approaches can
be considered. The first approach 1is to add CPS
ground equipment (HPA, LNA, up/down converters, modems
and codecs) to one of the pair of space-diversity
trunking stations, in which case these CPS users are
serviced like all other CPS users, Thus no additional
antenna is required., The second approach would be to
share the trunking up/down links on a TDMA basis which
would cause increased cross-connect complexity in the
spacecraft payload, For the reasons stated in the
preceding paragraph, the first approach is recommended
at this time. At the most, it would require equipping
only 18 main trunking teminals with CPS transceivers,
which wotld have a negligible impact on total system
costs,

SUMMARY OF PERFORMANCE OBJECTIVES

THROUGHPUT CAPACITY

The maximum realistic throughput capacity for the
first Western Union class system to serve the acces-
sible 30/20 GHz market has been estimated in Section
Il at 4 Gbps Trunking and 2 Gbps CPS.

LINK AVAILABILITY

The wuplink and downlink rain margins are sized to
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achieve an availability of ,9999 for Trunking and
.9950 to .9990 for CPS service at a user BER of 10-7,
TDMA SYNCHRONIZATION

Open loop synchronization, utilizing slant range meas-
urements from (up to) 4 trunking stations sent to all
Earth Stations via Order Wire from the Master Control
Station (MCS) will provide TDMA burst synchronization,
In addition the Master Frequency Generator (MFG) in
the spacecraft will be frequency controlled (using a
disciplined PLL) by uplink command from the MCS, so
that the only significant frame-to-frame timing and
frequency error contributions will be due to satellite
motion. These will be tracked out utilizing computed
range rate at each station. The combined gquard-time
plus preamble (required for carrier and bit-timing
recovery of the demodulators) should be less than 500
nanoseconds for the initial operating system, For a
1,000 station CPS network accessing the 6 CPS scanning
beams, each with two 256 MBPS downlinks, there =+il) be
an average of 83 CPS users per TDMA downlink. Since
each £LPS users needs to burst once per frame there
will be 83 x 500 nsec = 41.5 usec lost for guard-
time/preamble per 1,000 usec frame (1 KHz frame rate).
This represents an average TDMA frame efficiency of
over 95%. The allocation of the 500 nanoseconds be-
tween gquard-time and preamble depends upon the accur-

acy and frequency of the range measurements and will
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a1s0 be influenced by the settling time of the scan-
ning beam at each spot position, If many more than
1,000 CPS users per satellite are deployed at a later
date, the ranging and frequency accuracy can then be
increased to maintain TDOMA frame efficiency.

CONNECTIVITY

4 .

(823

Full interconnectivity will be possible between all
pairs of Trunking stations via a 20 x 20 Satellite
Switch, Full interconnectivity 1is required for the
CPS service and is provided by the Baseband Processor,
with reprogrammable routing under control of the MCS.
No absolute reduirement for Trunking/CPS interconnec-
tivity in the Satellite Baseband Processor has been
identified at this time; the interconnectivity can be
provided at the Trunking Stations.

Similarly, although DAMA 64 Kbps channel reassignments
can be made by the MCS via the satellite Baseband
Processor, this capability does not have to be imple-
mented at full speed and maximum throughput efficiency
in the initial system,

THIN-ROUTE CONSIDERATIONS

Until CPS station costs come down to under $50,000, it
is unlikely that stations with iess than 24 voice-
channel capability (1.5 MBPS) can be justified; this
implies that the first few iundred CPS stations will
employ some degree of concentration of low capacity
users within a local area. Thus the initial system

will not have "tailored" low bandwidth up/down links,
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5.0
5.1
5.1.1

5.1.1.

FREQUENCY PLAN

As described in Paraqraphs 4.1 and 4.2, there will be
J trunking channels and 2 CPS channels each approxi-
mately 500 MHz wide. 1f orthogonal polarization is
used, the total spectrum occupancy can be reduced by
half to 1.25 GHz., This may require dua) feeds at some
of the Earth Stations depending upon the outcome of
the polarization re-use experiment,. In addition a
ranging/command and a Telemetry link of approximately
| MHz bandwidth each will be required. Step-track at
all of the Trunking stations and at some of the CPS
stations may require a beacon other than the telemetry
carrier, that is at a lower frequency (S or C Band),
so that these stations may continue to track properly
during rain conditions,

OPERATIONAL SYSTEM FUNCTIONAL REQUIREMENTS

TRUNKING SERVICE
TRUNKING - SATELLITE COMMUNICATIONS SUBSYSTEM
1 NUMBER & SIZE OF BEAMS

The satellite will provide 18 fixed-beams of .3° beam-
width pointed towards the 18 largest trunking station
cities plus two scanning-b2ams of .3° beamwidth of
which at least one can be pointed to any one of a set
of contiguous positions covering the CONUS area. One
scanning-beam can service half of CONUS, and the other
service the remaining half, to reduce off-axis scan-

ning losses. Scanning heam poc<itioning will occur at
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a repetitive frame rate () KHz) programmable by ground
command. See Section 5.2.1 for other scanning beam
pdarameters,

5.1.1.2 CONNECTIVITY

The satellite will provide a 20 x 20 matrix switch at
the IF frequency which will allow 500 Mbps QPSK Trunk-
ing interconnectivity of any uplink beam to any down-

link bheam. The switch will repeat each connectivity

5
5
E
E
|
g

state (mode) at the frame rate (1 KHz) with a maximum
of 100 modes per frame,.

5.1.1.3 TRANSPONDERS

One transponder of 500 MHz nominal bandwidth will be
provided for each beam. This will have dual output
power at 20 GHz of 75w or 10w switchable by ground
command to provide downlink rain response. A common
IF frequency, selected to minimize spurifous inband
modulation products, will be used to allow the TDMA
switch to connect the receive half of each transponder
to the transmit half of any transponder. The trunking
TWIA's will operate near saturation, since {intermodu-
lation 1is not a problem with a single carrier per
transponder.

The frequency response and linearity of each transpon-
der will be controlled over the central 315 MHz so
that for any of the 20 x 20 = 400 paths, and for a
received flux density input range of 20 dB, there will

be an acceptable BER degradation for TOMA 500 Mbps
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QPSK modulation. These specifications cannot be de-
:
* ~ termined until the ground segment's frequency response
and linearity are also budgeted, but critical para-

meters which must he controlled are:

Amplitude Flatness

- Group Delay

- AM-to-PM Conversion
' - Phase Noise

- QOut-of-Band Response

5.1.1.4 SATELLITE EIRP

The EIRP for each trunking beam will be >66.95 dBW
for the High Power Mode and 258.2 dBW vor the low
Power Mode. The satellite power supply will be sized
to enable continuous operation of an average of one
transponder 1in the high power mode., That is, for 20
beams, the worst-month 20 GHz rain margin will require
downlink high-power for an average of about 1 hour per
day per beam.

5.1.1.5 SATELLITE G/T

The Satellite G/T for each trunking beam will be
321.4 dB/°K.
5.1.1.6 FIXED-BEAM ANTENNA PATTERNS

» The fixed-beam antenna patterns will provide sidelobe

isolation >30 dB between co-channel beams within their
i 3 d6 contours on the same polarization and (if polari-
zation frequency re-useis employed) 235 dB clear-sky
isolation between orthogonal polarizations within the
same beam,
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The fixed-beam pointing will be maintained to within
one-fou-th beamwidth (one-half beamwidth during sta-
tion keeping maneuvers) on all beams by automatic
control of the spacecraft's attitude via monopulse
tracking feeds on at least three beams. The nominal
pitch, roll, and yaw offsets from an earth-centered

courdinate system will be changeable by ground com-

mand,

5.1.1.7 SATELLITE MASTER OSCILLATOR

The satzllite master oscillator (MO) provides all wup
and down converter local oscillator frequencies and
the frame and mode timing for the 20 x 20 TDMA switch,
The MO will be frequency contolled by ground command
from the MCS using a “"disciplined PLL" technique. The
short term frequency stability of the MO will be <l1x

10-11 per second.

5.1.1.8 TELEMETRY AND COMMAND

Critical parameters will be continously telemetered to
the MCS on a separate Telemetry downlink channel,
possibly including uplink received power levels for
each beam.

A separate uplink command channel will be provided to
enable MCS control of TWTA High/Low Power Modes, Sat-
ellite Switch Mode Sequence, Scanning Beam pointing
for the Secondary Trunking stations, MO frequency
control, attitude control bias offsets and other

"housekeeping" functions including switching in redun-

dant units.
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5.1.1.9 REODUNDANT UNITS

5.1.2

The fixed beam transponders should have common units
enabling a 1-for-N redundancy for failed units., N is
Lo he determined based on payload weight constraints
and unit reliability, Units fn critical paths such as
the n x n Satellite Switch and the MO should have at
least 1| for 1 redundancy. A1l redundant units are
switchable by ground command.

TRUNKING - GROUND TERMINALS

5.1.2.1 SPACE DIVERSITY

Space diversity earth-station pairs, spaced by 8 to 10
km are required at each Trunking node. A terrestria)
diversity interconnect link and diversity switch wil)

be implemented between the station pairs,

5.1.2.2 TRANSMISSION MODE

The trunking :itations will operate at 500 Mbps QPSK
TOMA on both uplink and downlink. TDMA burst synchro-
nization will be achieved "open-loop* via MCS slant
range measurements and “linearized” range calculation
for each station. The TOMA MUX will provide elastic
storage so that the low-speed user interfaces can be
assembled into high-speed TDMA transmit burst. The
inverse operation will be provided for TDMA Receive
bursts. A station will be able to transmit and re-

ceive up to 40 bursts per frame.

5.1.2.3 EARTH STATION ANTENNA

The maximum antenna diameter will be 7.0 meters.
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Dual, orthogonal 1linear polarization feeds and/or
polarization tracking may be required at some trunking
stations, if polarization frequency re-use is employ-
ed. Antennas will employ step-tracking to maintain a
pointing accuracy of one-fourth the half-power beam-
width for steady-state winds at 30 mph with gusts wup
to 45 mph., The results of diversity-pair site experi-
ments wil)l determine whether the wind-loading may be

relaxed (over that normally required at a single site).

5.1.2.4 STATION EIRP

The station EIRP will be 279 dBW in the Low Power
Mode and 2>83.8 dBW in the High Power Mode. The High
Power Mode may be switched in or out for uplink rain
response at each station as a result of downlink power
monitoring or by command override by the MCS via the

network Order Wire,

5.1.2.5 STATION G/T

The station G/T will be 228.6 d8/°K.

5.1.2.6 EQUIPMENT RELIABILITY

The trunking terminal equipment shall have an availa-
bility consistent with the rain margin availability of
.9999., This would normally require completely, redun-
dant units (except for the antenna) at each trunking
station, However it may be possible to utilize the
diversity link itself to provide some of the required

redundan. v, depending on the success of the diversity

experiments.
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5.2 CPS SERVICE
é 5.2.1 CPS - SATELLITE COMMUNICATIONS SUBSYSTEM
5.2.1.1 NUMBER AND SIZE OF BEAMS

The satellite will provide 6 scanning-beams of .3°
beamwidth which together can be pointed to any one of

a set of contiguous positions covering the CONUS area,.

To reduce off-axis scanning losses, the three scanning
heams will each have the capability to cover half of
CONUS and the other set of three will each have the
capability to cover the remaining half ot CONUS. The
scanning beams' pointing will occur at a repetitive ]
frame rate () KHz) with dwell times at each position 1

programmable by ground command from the M(CS.

5.2.1.2 CONNECTIVITY

Transmission channels will be Frequency Division Mul-
tiplexed (FDM) to provide up to seven channels per

wplink beam (three at 128 MBPS and four at 32 MBPS)

and two channels per downlink beam (each at 256 MBPS).
Each uplink or downlink channel can in turn operate in
a TDMA mode to accommodate multiple users per channel.
Each uplink channel can be connected to any downlink ’
channel through the Baseband Processor Unit (BPU). |
The BPU will provide the following functions:
- Demodulation of each uplink channel
; - FEC Decoding (R=1/2, K=7, Soft Decision)-
7 Switchable by Ground Command.
- Routing (including buffering and switching)- 4
! under control of instructions determined by q
ground command.
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- FEC &Encoding (R=1/2, K=7)-Switchable by
ground command, 3

- Modulation of each downlink channel,

There will be a maximum of eighteen 128 MBPS and
twenty-four 32 MBPS uplink channels to be demodulated g
and twelve 256 MBPS downlink channels to be modulated |
by the BPU, due to the FDM subchannels formed by the €

» scanning beams, For rain response, a minimum of 8 é
decoders and 4 encoders should be available to be ’
switched into any wuplink or downlink channel respec-
tively. Routing will be quantized in units of &4 KPS

channels referved to the user rate, t.e. 64 bit blocks

at the TOMA frame rate of | XHz. Thus any 64 KB8PS
sub-burst on an wuplink channel can be routed to any
downlink channel, The BPU will assemble all traffic
destined for a particular downlink channe! so as to
require the minimum number of downlink bursts per
frame per channel.

Connectivity to rain zone E requires further design
study to d.velop an optimum approach. The increased
marqin can be obtained by tailoring uplinks and/or

increased earth station antenna size,

5.2.1.3 TRANSPONDERS ]

For each of the 6 scanning-beams there will be one
equivalent transponder of 500 MHz nominal bandwidth
and continuous ocutput power at 20 GHz of two 75 watt

power amplifiers, The input and output halves of the g

150




R SRR e & - T Sl oo D I s o T TR e

transpondcrs are connected via the BPU as described in

Paraqgraph 5.2,1.2, The two CPS TWTA's are coupled at

their outputs and routed to a singie 20 GHz feed to
form the two 256 Mbps downlink channels per beam; thus
with only a single TOMA carrier per TWT operation near

saturation will be possible.

The frequency response and linearity of each transpon-

der will be controlled over the central 20 MHz, 80 MH2
and 160 MHz for the 32 MBP3, 128 MBPS and 256 MBPS
channels respectively to minimize overal! BER vs Eb/No

degradation. Critical parameters to be controlled

include:
- Amplitude Flatness
- Group Delay
- AM-to-PM Conversion
- AM-to-AM Conversion (uplink channels)
- Phase Noise
- Out-of-Band Response

- Adjacent Channel Interference (Downlink Chan-

. nels.,

5.2.1.4 SATELLITE EIRP

The EIRP for each of the two downlinks of each scan-
ning beam will be 264.3 dBW at all scanned positions.

5.2.1.5 SATELLITE G/T

! ' The satellite G/T for each scanning-beam will be

i 220.5 dB/°K.
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5.2.1.6 SCANNING-BEAM ANTENNA PATTERNS

The scanning-beam antenna patterns will provide side-
lobe isolation 230 dB between co-polarized, co-chan-
nel beams within their 3 dB contours, whenever the
heam pointing positons are separated by at least .9°
(three heam widths) and, if polarization frequency re-
use is employed, 235 dB clear sky isolation between
orthogonally-polarized co-channels within the 3 dB8
contour of the same beam.

Scanning-beam pointing accuracy will be maintained to
within one-fourth beamwidth (one-half beamwidth dur-
ing station keeping maneuvers) by automatic control of
the spacecraft's attitude via monopulse tracking feeds
on at least three (fixed) beams and by control of the
phase-shifters at each feed element if necessary. The
total number of scanning-beam steerable positions will
be such as to allow complete CONUS coverage with the
minimum percentage of metropolitan areas located on

the beam edges,

5.2.1.7 SATELLITE MASTER OSCILLATOR

The satellite MO is described in 5.1.1.7. The MO may
also be used to assist in the carrier and bit-timing
recovery circuits of the uplink demodulators, depend-
ing upon the CPS stations' ability to (1) maintain
their own frequency accuracy (with respect to the
frequency standard of the MCS) and (2) track out Dop-

pler due to satellite motion, For the initial net-
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work, this CPS capability will probably not be imple-

mented, and therefore the demodulators should not

depend upon a long term relative stability between the

MO and the CPS uplink frequencies of better than 10-7,
§.2.1.8 TELEMETRY AND COMMAND

The Telemetry link will send status of critical para-

meters to the MCS, possibly including received uplink
power for each channel and uplink BER indications for
those channels which have the FEC decoders switched
in,

The uplink command channeil will enable MCS control of
the FEC decoders and encoders, scanning-beam pointing
commands for the 6 scanning beams, MO frequency con-
trol, routing instructions to the B8PU, attitude-con-
trol bias offsets, and other "house-keeping" functions
including switching-in redundant units.,

5.1.1.9 REDUNDANT UNITS

The scanning-beam transponders should have common
units enabling a l-for-N redundancy for failed units,
Critical paths such as the BPU and the MO (plus rela-
ted frequency synthesizers) should have at least a |
for 1 redundancy. All redundant units are switchable
by 9qround command.
; §.2.2 CPS - GROUND TERMINAL
3 5.2.2.1 SPACE DIVERSITY

; Space diversity normally will not be required at CPS
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ground stations to meet the link availabilities of

ST TR S

.995 to .999. However larger capacity stations loca-

BRI S

ted in Rain Zone E may be able to justify a diversity 4
terminal pair,

§.2.2.2 TRANSMISSION MODE(S)

E The CPS station will operate its uplink at either 128
MBPS or 32 MBPS QPSK TOMA with or without an FEC en-
coder (R=1/2, K=7), Downlinks will operate at 256
MBPS QPSK TOMA. Scanning beam and TDMA burst synchro-

nization will be achieved "open-loop" via MCS derived

slant range measurements and "linearized" range calcu-

lation for each station, The TOMA Mux will provide
user rate to burst rate data conversion and assembly
on transmit and the inverse functions on receive. A
station will be able to transmit and receive up to 4
bursts per frame.

5.2.2.3 EARTH STATION ANTENNA

The normal maximum antenna diameter will be 3.5 me-
ters. If polarization frequency re-use is used, dual
orthogonal linear polarization feeds and/sr polariza-
tion tracking may be required at some CPS stations.
Antennas will employ either step-tracking or "“command-
ed" tracking (open loop). Antennas will maintain a
pointing accuracy of one-half the ha'f power beamwidth

for steady state winds of 60 mph with gusts up to 80

IS e e TR

mph.,
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5.2.2.4 STATION E!RP

Tha station EIRP will be >66.8 dBw in the Low Power
Mode and 280dBw in the High Power Mode,. The High

Power Mode may be switched in or out for uplink rain

response by remote control of the MCS for unattended
stations,

h.72.7.5 STATION G/7

The station G/T will be 223.0 d8/°K.

5.2,2.6 EQUIPMENT RELIABILITY

The CPS terminal equipment shall have an availability

2.999, This may require redundancy of critical ele- ,
ments, ‘

5.3 MASTER CONTROL STATION
5.3.1 RANGING, TRACKING AND SYNCHRONIZATION

The MCS will track the 30/20 GHz satellite for the
purposes of:

(1) Planning and executing periodic station-keeping

maneuvers (design goal is +.05° North-South and +.05°
East-West) 5
(2) Providing network synchronization for TDMA opera- }
tion in both the trunking and CPS systems.

Slant range from each of four trunking stations to the
satellite will be measured to an initial accuracy of
<200 nanoseconds. Two-station turn-around ranging
signals generated at the MCS (colocated with one of
the trunking stations) may be used in cooperation with

three other trunking stations; alternatively, the
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transmission and reception of a TOMA Unique Word from
each of the four stations may be used to measure the
stant ranges,.

The MCS will compute the satellite's ephemerides
(State Vector) from the four slant ranges at least
once per minute, It will then transmit this epheme-
ris, together with at Jeast three of the four slant
ranges to each network station via the network Order
Wire (OW). Each station will then compute its own
slant range to an initial accuracy of <200 nanosec-
onds; alternatively the MCS may make the individual
station-to-satellite slant-range calculation, in which
case the MCS would transmit these slant ranges to each
network station via the OW.

At unattended CPS stations, employing commanded an-
tenna pointing (open-loop), the MCS may also compute
the local azimuth and elevation angle, for each sta-
tion and transmit these as pointing commands to the
station's antenna subsystem,

The MCS derived range measurement accuracies and com-
putational speed should be capable of eventual growth,
so that for a fully deployed network with 1,000 to
10,000 stations range and range rate accuracies can be
improved by a factor of at least 100 to minimize inef-
ficiencies due to guard times and/or preambles in a
TDOMA network with 100 to 1,000 accesses per beam per

frame.
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5.3.72 ROUTING CONTROL
5.3.2.1 TRUNKING

B # o - bt

The MCS will compute the trunking network's Satellite
Switch TDMA beam interconnectivity modes and mode
duration from the total traffic demand matrix. It

will then reconfigure the satellite switch via the

T W TR TR R

command link and send the appropriate burst assign-

IR i

ments to each trunking station via the OW. Algorithms
that minimize the number of bursts per station anc,or
maximize the trunking throughput efficiency of the
satellite will be used.

5.3.2.2 CPS

The MCS will compute the routing assignments and cor-
responding scanning-beam pointing frame sequence
(phase shifter commands) and dwell-times for the tota)
CPS traffic demand. These instructions will be trans-
mitted from the MCS to the Satellite's BPU via the
, command link., At the the same time burst assignments

will be sent by the MCS to the CPS stations via the

OW. Algorithms will be used to reconfigure the rout-

ing for the most efficient use of the CPS throughput
capacity. The algorithms will also take into account
potential co-channel interference between pairs of the
six scanning beams; that is, beams wil! be pointed to
minimize interference due to sidelobes to the extent

practicable,
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3.3

ADAPTIVE RAIN RESPONSE

h%.3.3.1 TRUNKING

The MCS will monitor the received signal power levels
and BERs at each Trunking station from signals uplink-
ed from each of the other trunking uplink beams. It
will then command the High Power Mode Yor the downlink
transmitter(s) via the command link and for the uplink
transmitter(s) via tnr OW. It may also grant request-
ing trunking station. permission to switch between Low
Power and High Power modes for their uplinks based
upon locally determined need. In any event the MCS
will monitor the current status of ihe High Power
Modes at both the satellite and the earth stations to
determine potential interference to links not wusing
High Power Mode(s) and to limit the number and dura-
tion of High-Power Modes in the satllite to remain

within power supply constraints,

5.3.3.2 CPS

The MCS will monitor the received signai power levels
and BER's at each CPS station via the OW; it may also
monitor received uplink signal power levels (and BER
for channels using FEC decoders) at the satellite via
the telemetry link, It will then instruct appropriate
CPS stations to switch to the High/Low Power Mode
and/or to switch in FEC uplink encoders and/or down-
link decoders via the OW. It will also command the
satellite BPU to switch in FEC uplink decoders and/or

downlink encoders into the appropriate channels.
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3.6

FREQUENCY CONTROL OF THE SATELLITE MO

The MCS will control the frequency of the satellite MO
to <V x 107 (long term) wusing a “disciplined* Phase
Locked Loop appreoach, It will transmit digital *error
voltage" increments via the command )ink which are
converted to analog corrections at the MO's PLL com-
parator,

SATELLITE “WITCH TOMA SYNCHRONIZATION

The MCS will "acquire" the satellite switch, with the
aid of the "disciplined" PLL MO procedire outlined in
Section 65.3.4, and transmit Reference Unique Words
every frame as appropriate so that both Trunking and
CPS stations can establish receive synchronization
with respect to the satellite's 1 KHz frame rate.

SATELLITE "HOUSEKEEPING" FUNCTIONS

The following functions will be performed at the MCS:

- Maintain satellite attitude control and antenna’
pointing.

- Perform station-keeping maneuvers.

- Monitor the "health" of critical satellite subsys-
tem parameters via the telemetry 1link, Command
redundant configurations in the case of component

failures,
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30/20 GHz EXPERIMENTAL COMMUNICATION SYSTEM
FUNCTIONAL REQUIREMENTS
STATEMENT OF THE PROBLEM:

The requirements of this subtask are to identify the
minimum 30/20 GHz Experimental Communication System
Functionda)l requirements capable of demonstrating the
applicanhility of 30/20 GHz satellite systems and their
necessary supporting technology to commercial ser-
vices.

INTRODUCTION:

The primary purposes of the 30/20 GHz Experimental
Communications Program are: A) to identify projected
services that are viable candidates for 30/20 GHz
communication systems; B) develop the critical tech-
nology required to facilitate use of that frequency
band; and C) to design, construct, and operate an
experimental satellite system that will demonstrate
the technology developed and applicability of the
system to commercial services, and provide the facili-
ties to evaluate other technical and propagation fac-
tors that have an influence on system performance.

In summary, NASA's main thrust is to develop and de-
monstrate the technology necessary to design and im-
plement operational 30/20 GHz systems at the time
satellite service growth and market demands mandate
expansion to that band. NASA's purpose is not consid-

ered to be oriented toward design and construction of
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an operationa) system directed toward development of

specific market areas,

The 30/20 GHz program objectives provided the guide-

1ines for developing the experim:nta)l system function-

al requirements described in this section, Considera-

tion 15 given to:

NASA's new technology development programs
Operational trunking/CPS system requirements
The experiments proposed by the CWG and NASA
that have been incorporated into the Experi-

ment Planning Document.

METHODOLOGY

The 30/20 GHz experimental system functional require-

ments have been derived based on the following:

Incorporation within the satellite communica-
tion subsystem of the new technology hardware
being developed under the auspices of NASA,
Incorporation of those operational system
functional requirements (developed in Section
VI) in the experimental system necessary to
demonstrate applicability of the 30/20 GHz
systems to commercial trunking and CPS ser-
vices.

Considering the Experiment Planning Document,
incorporation of as many of the experiment

technical features as is practical.
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GENERAL CONSIDERATIONS

NEW TECHNOLOGY:

ST TR T T TE TR

The new technology being developed by NASA includes:

- scanning antenna for CPS applications

Low noise wideband receiver (30 GHz)

- Impatt Power Amplifiers

= GSASFET Power Amplifiers

- Dual Mode TWTA's

- TDMA IF switches

- Baseband Processors
The new technology hardware s incorporated in the
communications subsystem as shown on the experimental
system block diagrams. The dual mode TWTA is essen-
tial to demonstrating operational system capabilities
since both low and high power (1OW/75W) opaeration is
required in the trunking system, and the CPS sys' =)
requires a transmitter with a minimum output power of
75 watts. The output power levels expected from the
Impatt and GaASFET amplifi:rs (10W) are adequate for
clear weather trunking operation only and cannot pro-
vide the higher power required to meet CPS require-
ments and the high power required in the trunking
system to provide additional adaptively controlled
margin to compensate for rain attenuation on the down-

l1inks.
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4.2 DEMONSTRATION SYSTEM CONSIDERATIONS
4.2.1 GENERAL SYSTEM CONSIDERATIONS

L - T i

In Section VI operational system (trunking and CPS)
functional requirements were identified based on esti-
mated accessible Ka band market share and mix that may

he captured by a Western Union type common carrier,

w WE s T TTE T R

" The conclusion was that 500 MBPS SS-TDMA channels are
a reasonable choice for trunking and that a mix of 32
MBPS and 128 MBPS wuplink channels and 256 MBPS down-
l1'nk channels is a reasonable choice for CPS systems
except in the case of rain zone E. To meet CPS avail-

ability requirements in rain zone E one proposed de-

sign would customize wuplink transmission rates to
individual CPS earth station capacities wusing FODM
channels as required and reduce the downlink TDMA
transmission rate to 64/128 MBPS. (In addition the

size of the proposed CPS earth station antennas in

rain zone E would be increased to S5M.)

Another alternative for improving availabiiity is the

R A P L O P T L

use of the Ku band for rain zone E. This would re-

quire a satellite with Ku-band receivers and transmit-

ters interconnected to the Ka band channels operating
in the other six CONUS rain 2ones. Interconnectivity

could also be achieved by double hopping or via an

Sl

; intersateliite link.

4.2.2 PERFORMANCE OBJECTIVES

Experimental system quality performance objectives are
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the same as those identified for the operational sys-
tem in Section VI:

- Dat» BER <1 x 10-7

- Yoice BER <! x 10-6

- Video  BER ¢l x 10-5
The data BER requirement 1is the controlling system
design criteria, Other majnr performance parameters
(e.q. availability) will be measured as part of the
experimental program with margins adjusted according-
ly.
TRANSMiSSION LINK BUDGETS

Tables V-1 through V-3, V-8, V-10, VII-1, and VII-2
give the link budgets for the trunking and CPS sys-
tems, In the CPS case for rain zone E, Tables VII-l
and VII[-2 give the link budgets using a 5 M antenna to
provide uplink FDM transmission at 6.3 MBPS and T{MA
transmission at 16 MBPS respectively with downlink
TOMA transmission at 128 MBPS,

For the 16 MBS TDMA case a 5 M system is 2.9 dB shy on
margin to meet a .9990 availauvility requirement in
rain zone £, Required performance can be met with a 7
M system. AR study of alternative approaches and cost
trade-offs 1is required for the CPS system to develop
optimum designs for rain zone E.

SYSTEM MARGINS

Sowme normal operating margins to offset rain attenua-

tion effects have bheen provided in the link budgets,
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To meet trunking and CPS availability objectives of
.9999 and .9990, respectively, additional system mar-
gins are required,

As discussed in Section V, in the case of the trunking
system adaptive power control on the uplink and down-
link, and space diversity earth stations at each
trunking node, will provide the additional margins
required. In the case of the CPS system (with the
exception of Rain Zone E) adaptive uplink power con-
trol and adaptive wuplink and downltnk FEC will be
adequate to provide the additional m;rgins required.
In the case of rain zone E, a larger earth station
antenna and operation at reduced transmission data
rates are required.

TOMA SYNCHRONIZATION

In Section V-5 and 5-3, three TDMA synchronization
approaches, two closed loop and one open loop, were
identified. The open loop apprecach is similar to that
proposed by TRW, but with less stringent accuracy and
update frequency. Since the number of earth stations
is limited in the demonstration system, a highly pre-
cise approach which maximizes TDMA frame efficiency,
such as that recommended by TRW, is nol necessary.
The recommendation is to implement the demonstration
TDMA system using the open loop approach identified in
the operational systems functional requirements.

TRUNKING - CPS CRDSS CONNECTIVITY

An investigation of the technical and cost trade-offs
of providing cross connectivity between CPS and trunk-
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4.3
4.3.1

ing systems on-board the satellite or simply adding
CPS capabilities in the trunking earth stations is
recommended, Since there are a limited number of
trunking earth stations the latter approach may be
preferable. , Switching can be incorporated at trunking
earth stations to route CPS traffic through trunking
channels where the terminating node is another trunk-
ing earth station or through a CPS channel where the
terminating node is & CPS earth station,

FREQUENCY PLAN

The frequency plan for the demonstration system should
include orthogonal polarized transmission of a common
channel to conduct frequency reuse and depolarization
experiments. The experiments should be conducted in
both the trunking and CPS cases.

DEMONSTRATION SYSTEM FUNCTIONAL REQUIREMENTS

TRUNKING - SATELLITE COMMUNICATIONS SUBSYSTEM

4.3.1.1 TRANSMISSION REQUIREMENTS

. SS-TDMA 500 MBPS
FOM 274 MBPS (T-4)
NTSC color video-analog 36 MHz BW

4.3.1.2 NUMBER OF BEAMS

At least seven .3° beams are required to demonstrate
technology, system performance, and to conduct propa-
gation related experiments in all CONUS rain zones.

Candidate beam cities are:
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4.3.1.3

4.3.1.4

Rain Zone Lity
B Denver
(. San Francisco or Seattle
Up) Cleveland
by New York
03 Memphis
E Tampa
F Los Angeles

At least one beam should be steerable to conduct in-
terbeam interference and frequency reuse experiments,
preferable in heavy rain zone areas (e.g. Memphis
heam steerable to Tampa). At least these two beams
should be designed for orthogonally polarized trans-
mission, System design should clearly demonstrate
approach, requirements, and cost to provide full con-
necti.ity between twenty or more trunking nodes.

CONNECTIVITY

JDMA - Full connectivity between all seven beams is
not essential, but they should be capable of being
interconnected in groups of at least four,
FDM - Connectivity between beam pairs, preferably
beams directed to high rain zone areas.
11222_- Connectivity between beam pairs.

SWITCHING
TDMA SWITCH - An on-board TDMA switch is required to

provide connectivity between beams. Switching modus

and mode lengths should be reconfigurable on command
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trom the MCS. Mode changes should be synchronized to
avoid loss of data in the experimental network.

FOM - Switch: FOM switching is required to connect

selected beam pairs. FOM experiments need not be
conducted simultaneously with TDOMA or video experi-

ments, therefore common transponder(s) can be used to

S &R TR R e I R Ok R
5
3
;

conduct TDMA, FDM, and video experiments, The FDM
awitch should he capable of bypassing the TDMA switch,
!JiEEL.' For video experiments the FDM switch can be
used to bypass the TDMA switch and provide connecti-

vity between selected beam pairs. Selection of the FDOM

or video transmission mode can be accomplished at the
earth stations.

4.3.1.5 TRANSPONDERS

At least six transponders are required, four on-line

and two back-up. In addition at lcast one Impatt and
one GAaASFET Amplifier should be incorporated in the
design. The frequency plan should include adjacent g
frequency assignments to permit interchannel interfer-
ence evaluation experiments. ;

4.3.1.5.1 TRANSPONDER POWER |

A Dual mode TWTA is required:
Low Power mode - nominally 10 watts
J High Power mode - minimum 75 watts

L 4.3.1.5.2 TRANSPONDER BANDWiDTH

TOMA - The bandwidth should be compatible with the
g burst rate, nominally 315 MHz for 500 MBPS burst rate )
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(1.25 x symbo) rate for QPSK modulation).

FOM - Nominally 175 MHz for 274 MBPS transmission data
rate {1.2% x symbol rate for QPSK modulation).

video - The bandwidth should be 36 MHz for NTSC color

video.

4.3.1.6 SATELLITE EIRP

JOMA - Low Power Mode: 58.2 dBw min,
High Power Mode: 66.95 dBw min,

FDM - High Power Mode: 12.75 dBw/carrier

Video - High Power Mode: 12.75 dBw/carrier

Note: The Video EIRP 1is based on 53 dB SNR with a
4,75 dB margin, Since SNR can degrade to about 45 d8
before noticeable impulse noise occurs, the effective
margin is about 12,75 d#. Diversity gain can provide

additional margin to maintain performance.

4.3.1.7 SATELLIVE G/T

Objective: 21.4 dB/°K

4.3.1.8 ANTENNA POINTING

Station keeping pointing accuracy should be compatible
with the beamwidths to maintain synchronization and
the communication link's performance even during sta-
tion keeping manoevers. A monopulse tracking receiver
will be needed to track pilot carrier frequency nor-
mally, and provide programmed tracking corrections to
maintain pointing accuracy during station keeping

maneuvers.
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.9 ON-BOARD MONITOR

Monitors for uplink power control may be incorporated

in satellite or at earth stations.

.10 SATELLITE COMMUNICATION SUBSYSTEM

Figure VII-1 shows a functional block diagram of the
satellite trunking communication subsystem.

TRUNKING - FLARTH STATIONS

.1 SPACE DIVERSITY

Space diversity earth stations are required at each
trunking node to meet availability obiectives.

2 TRANSMISSION MODES

TOMA - 500 MBPS TOMA using QPSK Modulation all earth
stations.

ﬁgﬂ_- Up to two 274 MBPS FDM channels using QPSK Mod-
ulation at selected earth stations.

Video - One 36 MHz analog video channel at selected

earth stations,

.3 ANTENNA
.3.1 DIAMETER: 5.0 meter
.3.2 POLARIZATION

Dual linear polarization feeds at two trunking node
systems. (Tampa being one of them). Single polariza-
tion elsewhere,

3.3 TRACKING

Step tracked.

.4 HPA POWER

450 Watt minimum flange power.
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A.3.2.% HPA POWER CONTROL

I watt to 450 watt
4.3.7.6 DIVERSITY SWITCH

A diversity switch is required. Transmission between
diversity earth stations should bhe at transmission
data rates (500 MBPS TOMA, 274 MBPS FDM).

4.3.2.7 DIVERSITY EARTH STATIONS INTERCONNECT LINK

Fiber Optic repeaters spaced approximately 2 KM apart.
Mux/Demux at switch (one site) only,
Note: This assumes availability of hardware at the
500 Mbps rate. Alternatively, the signals can be
broken down and assembled at each station and trans-
mitted using parallel 44,7 MBPS links.

4.3.2.8 FAULT MONITOR AND CONTROL

Status and alarm outputs interfaced to OW channel for
transmission to MCS,. Control inputs interfaced to OW
channel from MCS.

4.3.2.9 INSTRUMENTATION

In accordance with test and experiment requirements.

4.3.2.10 INTERSTATION COMMUNICATION

Via an OW channel.

4.3.2.11 ADAPTIVE CONTROL MONITORS

Monitors with appropriate logic to identify the need
for adaptive up'ink power control should be incorpor-
ated in the earth stations,

4.3.2.12 TOMA SYNCHRONIZATION

Open loop approach wusing ranging data from master
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ranging stations via OW channel,

4.3.2.13 BASEBAND INTERFACES

TOMA/TDM - T-1 interface ports at Terrestrial Inter-

face Modules.

Video - Picture Video V1.0 V p-p; Audio +8dBm/630 ohms

4.3.2.14 RENDUNDANCY - Non-redundant equipment only for demon-

stration system, Consider diversity stations as back-
up for edsch other for equipment failure as well as

propagation problems.

4.3,2.15 SATELLITE COMMUNICATION SUBSYSTEM

4.3.3

Figure VII-2 shows a functional block diagram of the
satellite CPS communication subsystem,

CPS - SATELLITE COMMUNICATION SUBSYSTEM

4.3.3.1 TRANSMISSION REQUIREMENTS

- UPLINK: 32/128 MBPS QPSK TDMA - All rain zones
except €
6.3/12.6 MBPS QPSK-FDM Rain Zone E
- DOWNLINK: 256 MBPS QPSK TDMA - All rain zones
except E

128 MBPS TDMA - Rain Zone E

4.3.3.2 COVERAGE

The demonstration system should have both scanning
beam and contiquous fixed beam coverage to provide the
capability to make comprehensive comparisons between
the two approaches. Concerns with scanning beam
systems include capacity limitations, scanning losses,

synchronization complexity, gain contour slope
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effects, etc. Concerns with contiguous spot beams
include switching dnd hardware complexity.

The CPS feed(s) should be designed to demonstrate and

provide for analysis of frequency reuse and depolar-

% ization effects using orthogonally polarized transmis-
r si0n within each beam and adjacent beams. Frequency
reuse via beam separation should also be demonstrated,
Full CONUS coverage is desirable in the demonstration

*

I
|
|
l system.
l
| {f CONUS coverage cannot be implemented in the demon-

stration system the detailed design plan should clear-
ly identify the design approach, performance, and cost i

to extend the coverage as well as the design approach t

- T R

for frequency reuse and implementation of at least ten

CPS transponder on each satellite.

4.3.3.3 CONNECTIVITY

| The CPS System is expected to be comprised of a large

number of individual networks (corporate, institution-

E al, government, carrier, etc.), in which connectivity
1 btween user network nodes is provided via wired or
permanently assiqgned channels, In addition there will
also bz a pool of Demand Assigned Multiple Access
channels to provide service to customers on a call-by-
call basis,

On board routing for the individual wuser networks
can be essentially fixed in the basbhband processor

itnstructions and would normally require only occasion-
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al reassignment as & customer expands his network,
Lerminates services, or as a new customer enters the
CPS System, A user may, however, have a need to cross
ronnect Lo other user networks or may require access
to DAMA channels to accommodate an overload condition
on his network.

In the case of DAMA channels the requirement 1is to
cross conpect or route any input channel to any output
channel,

Under the assumption that 70% of the CPS capacity will
he utilized by user networks with fixed connectivity
requiring occasional reassignments, and that 30% of
the capacity will be utilized on a DAMA basis, the
amount of real time processing is substantially re-

duced.

4.3.3.4 BASEBAND PROCESSOR UNIT (BPU)

The Baseband Processor Unit (BPU) will provide the ca-
pability to route any uplink message channel to any
downlink message channel, irrespective of RF channels.
The BPU includes:

- Demodulators

- FEC Decoders (R 1/2, K 7) Soft Decision

Decoding)

]

- FEC Encoders (R 1/2, K 7)
- Routing/Switching Buffers
- Modulators

- Processor Control
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- Uplink TDMA Expansion Buffers, Synchronization, : {
and Control ? |
- Downlink TDMA compression buffers, high speed mux, V i
synchronization, framing, and control. |

4.3.3.5 CPS - RECEIVE SUBSYSTEM

DPLINK CARRIER  NO. OF TRANSMISSION RECEIVE
STZE (MBPS) CARRIERS MODE BANDWIDTH
(MH2)
32 8 TDMA 20 §
128 2 TDMA 80 §
16 a TOMA 10 (Rain ]
icne E)
6.3 10 FOM/TOM 4 (Rain

lone E) é

Uplink Modulation - QPSK
Bandwidth = 1.25 X symbol rate
4.3.3.6 CPS - TRANSMIT SUBSYSTEM

DOWNLINK CARRIER NO. OF  TRANSMISSION TRANSMIT

SIZE (MBPS) CARRIERS MODE BANDWIDTH ;
(MHz) ;
3
256 ? TDOMA 160
128 1 TDOMA 80 (Rain
Zone E)
179
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4.3, 7 DOWNLINK TWTA POWER (FLANGE)

18.75 dBw (75W) minimum all carriers. Single mode.

.3.8 SATELLITE EJRP

64.3 dBw per channel minimum - all carriers.

.3.9 SATELLITE 6/7

Objective 20.5 dB/°K

.3.10 ON-BOARD ADAPTION MONITOR/CONTROL

Appropriate status .,utputs and summary alarms trans-
mitted via the TT&C channel to the MCS are required.
Communications subsystems switching and control re-

ceived via command channel from MCS.

.4 CPS -EARTH STATIONS
4.1 TRANSMISSION REQUIREMENTS:

- UPLINK
32/128 MBPS TDMA Carriers
16 MBPS TDMA Carriers (Rain Zone E)
6.3MBPS FDM/TOM Carriers (Rain Zone E)
- DOWNLINK
256MBPS TDMA Carriers
128MBPS TOMA Carrizrs (Rain Zone E)

4.3.4.2 ANTENNA:
4.3.9.2.1 DIAMETER:

3.5 Meter - Rain Zones B, C, 0y, Dy, D3, F

5.0 Meter - Rain Zone E

4.3.4.2.2 POLARIZATION

Orthogonal linear polarization to provide for frequen-
cy reuse and depolarization experiments within a com-

mon bLeam and between adjacent beams.
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A.1.4.2.3 TRACKING

Step track.

AsAL78 G/
2?3dB/ K 3.5M system 27dB/°K: 5.0M system |
4.3.4.3 HPA POWER
450 Watt minimum tlange power §>

4.3.4.4 HPA POWER CONTROL )

Adaptive-15 watts tu 450 watts

4.3.4.5 FAULT MONITOR AND (7™TROL

Status and alarm ouvputs interfaced to OW channel for ;
transmission to MCS. Control inputs interfaced to OW ‘
channel from MCS.,

4.3.4.6 INSTRUMENTATION:

In accordance with test and experiment requirements.

4.3.4.7 INTERSTATION COMMUNICATION

OW to MCS only. Individual network interstation com-

munications via designated voice OW channel.

4.3.4.8 ADAPTIVE MONITOR/CONTROL

Cownlink BER/Carrier level monitors for control of
adaptive downlink FEC via MCS.
Control to initiete adaptive uplink power and uplink
FEC upon command from the MI5,

4.3.4.9 TDMA SYNCHRONIZATION

Open loop as described for trunking system. A detail-
! ed investigation/analysis is required to establish
synchronization requirements and <system performance

! with scanning beam and fixed cantiguous beam systems.
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A.3.4.10 INTERFACES

64 KBPS to 1.544 MBPS customer/terrestrial interfaces.
A mixture of interface port rates selected for each
CPS earth test for demonstration.

4.3.4.11 REDUNDANCY

Redundancy only as required to meet CPS availability
criteria. 0On shelf spares at depot locations.

1.4 MASTER CONTROL STATION

Al of the demonstation system spacecraft monitor/con-

trol! functions and the communications network control

functions are centralized at the Master Control Sta-
tion (MCS).
4.4.1 COMMUNICATIONS NETWORK CONTROL FUNCTIONS

4.4.1.1 SYSTEM TDOMA SYNCHRONIZATICN

The open loop synchronization approach described in

Section V and Section VI is recommended for the demon-
stration. ;

4.4.1.2 CONTROL SPACECRAFT MASTER OSCILLATOR (MO)

Frequency lock spacecraft MO to MCS master oscillator
via disciplined PLL control loop as discussed in Sec-
tion VI.

4.4,1.3 CHANNEL ASSIGNMENT/ROUTING CONTROL

The channel assignment/routing control wunit is the
central control center for channel assignments and
message routing. It performs: §

- 'Pre-programmed assignment of fixed channels,

§~ ; burst slots, and routing by manual entry,
N 182
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- Determination of SS-TDMA switch interconnec-
tivity mode lengths based on trunking earth
station capacity requirements.

- Stored program control for CPS Baseband Pro-
cessor,

- Reconfiguration of burst lengths or assign-
ment of additicnal burst slots to accommodate
FEC rain-response requirements,

- Computation of optimum scan pattern for the
CPS scanning beam approach and generation of
the required phase shift control commands.

4.4.1.4 ADAPTIVE RAIN RESPONSE

Central comsand and control pcint for:
- Uplink and downlink power control for trun-
king network,
- Control of CPS UL and DL FEC separately for
each earth station link.
- Uplink power control for CPS.

4.4.1.5 EARTH STATION MONITOR/CONTROL

Remote monitoring of trunking/CPS earth station sta-
tus. Remote control of critical earth station func-

tions.

4.4.1.6 SPACECRAFT MONITOR/CONTROL

- PCF for spacecraft antenna pointing control.
- Computation of spacecraft range, range rate

(state vectors).

187
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- SS5-TDMA Switch Mode Contrel
- Orbit Control
- Attitude Control
- Power Control
Thermal Control
- Solar Contro)
- FEvents Control
- Switching (redundancy, configuration,etc,)
- Maintenance

SYSTEM INTERFACES

TRUNKING NETWORK

- Voice orderwire channel between trunking earth
stations.
- Customer baseband interfaces.
- OW channel between trunking earth stations and
MCS for:
- Voice communication
- Earth stations - status/control
- TOMA synchronization/burst assignments.

- Adaptive rain response monitor/contro)

CPS SYSTEM

- OW channel between CPS earth stations and MCS
for:
- Voice communication*
- Earth station status/control
- Synchronization

- Adaptive rain response monitor/control
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.6

- Channel/burst assignments,.
*For high capacity earth stations only. In other
cases only a low speed alarm/control channel is
required.

MCS AND SPACECRAFT

- TT&C and wideband channels for:

- Spacecraft status (Telemetry/T, acking)

- Spacecraft command and contro!l

- Trunking SS-TDMA switch mode control
and beam switching

- Routing/switching control and status of
CPS baseband swtich,

- CPS scanning beam control

- Adaptive rain response
monitor/control,

DEMONSTRATION SYSTCM EXPERIMENT CAPABILITIES:

The functiona)l requirements outlined in the preceding
subsecticns will provide transmissiun system capabili-
ties to conduct most of the service, technology, and
combined service/technology experiments in the Exper-
iments Planning Document.

Key experiments are those that are propagation relat-
ed, particularly measurement of diversity gain in high
rain climate regions where single site attenuation
substantially exceeds 20 dB.

The proposed experiments that can be conducted with
addition of appropriate instrumentation and terminal

facilities a3re:
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Service Experiments

PS-1, PS-2, PS-3, PS-8, PS-9, PS-10, PS-11,
Ps-12, PS-13, PS-14, PS-15, PS-16, PS-24,
PS-25, PS-26, PS-27, PS-28, PS-29, PS-30,
P§-31, PS-32, PS-33, PS-34,

In the case of PS-16 the terrestrial interface must be

designed to be compatible with the fiber optic link,

T-3 interface probably. Experiments PS-28, PS-30, and

PS-34 are experiments that require carrier participa-

tion.

Technologx~E§geriments

PT-1, PT-2, PT-3, PT-4, PT-5, PT-7, PT-9, PT.
10, PT-15, PT-16, PT-18, PT-19, PT-20, PT-21,
PT-23, PT-24, PT-25, PT-28.

Service and Technology Experiments

PSAT-3, PSAT-4, PSAT-5, PSAT-6, PSAT-8, PSAT-
9.

The proposed experiments that cannot be conducted with

the demonstration system described are:

PSAT-1, PSAT-2, PSAT-7, PSAT-11

The special capabilities required for these
experiments are not incorporated in the func-
tional requirements identified,

Pi-6, PT-14, PT-17, PT-22

These experiments require an intersdtellite
link that has not yet been identified as 2

30/20 GHz program requirement.

186
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FEC has not been incorporated in the function-
al requirements as identified pending more
specific requirements,
PI-13

Recommendations via the proposed experiment

;;;;. £ il mw T hd

pending NASA review.

e

PS-4

Beyond scope of 30/20 GHZ program, Additinnal

hardware required.

pPS-17

Trunking stations are diversity facilities.
Diversity experiment as described can be im-

plemented with a transportable earth station

in conjunction with NYC facilities,

PS-18, PS-19, PS-20, PS-21, PS-22

Can be accomplished by simulations,
| Ps-23 )
“C" band capabilities not being considered g
; because of the saturated status of available

"C" band orbital slots,
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30/20 GHZ DEMONSTRATION SYSTEM FUNCTIONAL PRIORITIES

GENERAL: The demonstration system functional require-

ments defined in the preceeding sections are those
considered necessary for demonstrating the applica-
bility of a 30/20 GHZ satellite communication system
to projected trunking and CPS carrier needs and ser-
vices,

In the on-going Phase Il study efforts the study con-
tractors have developed baseline and alternate demon-
stration system design concepts. These identify the
range of capabilities that might be developed and
impiemented in flight systems with various size launch
vehicles (SUSS-D, SUSS-A, etc) and develop program
cost projections for various required system capabili-
ties. The demonstration system functional require-
ments and study contractor design concepts have been
reviewed to rank the 30/20 GHZ technology and capa-
hilities considered essential for demonstrating a
30/20 GH? system for trunking and CPS carrier service
applications in order of importance,

MODULATION TYPES

In Section Il of this report three types of carriers
were identified; trunking only carriers, CPS only
carriers, and carriers providing both trunking and CPS
services, To meet the needs of the three types of
carriers the demonstration system must previde both

trunking and CPS capabilities,

188
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In the trunking case three types of transmission capa-

bilities have been identified; TOMA, FDMA, and analog

video, From a carrier point of view TDMA is the pre-
ferred transmission approach bhecause it is more effi«
cient and has qreater flexibility than FDOMA. The rela-
tive order of importance is, therefore, TOMA, FOMA, and
analoqg video. The latter has been included in the
functional requirements not as a trunking alternative,
but tn verify performance capbilities in the 30/20 GHZ
band for video service application,

In the case of CPS demonstration system capabilities
the size of the potential aggregate of use networks
and relatively large number of earth stations mandates
that they be low cost, with only a level of redundancy
adequate to meet CPS availability criteria, There are
propagation (rain attenuation) problems associated with
the CPS system concept that will probably result in
customtzing uplink/downlink channels and transmission
rates to satisfy availability criteria, Consequently,
both TDMA and FDMA transm'ssion capabilities should be
demonstrated.

SATELLITE ANTENNAS

The CPS system will be comprised of a large number of
individual user networks with network nodes that can
be located throughout the CONUS area. Demonstration
;f the CPS system's capability to provide CONUS cov-

eraqe thrnugh the use of scanning beams and contiguous

189
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beams s necessary, since there exists a fair Jleve)
of concern relative to the performance capabilities of
both approaches, In view of this performance uncer.
tainty it is desirable to implement both types of
antenna systems on the demonstration flight to eval-
vate their relative performance capabilities and to
develop the necessary synchronization techniques re-

quired for system operation.

SATELLITE SIGNAL PROCESSING CAPABILITIES

A demonstration of solutions to the availability prob-
lems require that the CPS communication subsystem be
implemented with high power amplifiers and adaptive
FEC decoders and encoders,

The baseband processor is the heart of the CPS system
and must be demonstrated. The ability to support
fixed assignment and dJemand assignment channels and
routing under both average and peak hour loading con-
ditions should be demonstrated. Demonstrations of
CPS/Trunking cross connectivity can be provided for
either in the satellite subsystems or on the ground.

TECHNOLOGY DEVELOPMENT

The technoloqy development efforts applicable to the
trunking systems are:

1. 30 GHZ Low Noise Amplifier

2. IF Switch

3. Impatt Amplifier
4. GAASFET Amplifier
5. Dual Mode TWTA.
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Items 3 and 4 are not likely to be available at re-
quired power levels to satisfy trunking system av>ila-
bility criteria in time for the demonstration system.
The emphasis, therefore, should be on items 1, 2, and
5 for demonstration system implementation. Develop-
mest programs for items 3 and 4 should be conducted on
an on-qoing basis to develop amplifiers capable of
operation at high power levels >75W, a substantial
extension beyond the present design objective, Be-
cause of the power limitations of the solid state
amplifiers currently being developed, implementation
of these devices in the demonstration system will not
be useful. They will also not be essential to demon-
strate trunking system capabilities for an initial
operation Ka-band system since this can be done with
the high power TWT's under development.

PROPAGATION EXPERIMENT CAPABILITIES

Measurement of propagation characteristics in the
30/20 GHZ band is necessary to develop propagation
models for use in the design of operational systems,
for example, available diversity gain during deep
fades, and to analyze propagation effects on the per-

formance of wideband data transmission system,

SUMMARY

In summary, the demonstration system must as a minimum
include those features defined for the TDMA trunking
and CPS systems in preceeding sections, In general

¢ - 3
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the demonstration system should provide the capability
to conduct the systems operational/performance, propa-
gation, beam characteristics, interbeam interference,
sychronization, and frequency reuse experiments recom-
mended by the carriers, Trunking FDMA and analog
video capabilities are also of value but these may be

assigned a lower priority.
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ADDITIONAL STUDY RECOMMENDATIONS

There are several aveas that can have considerable
influence on the performance capabilities, technical
design, and cost of both the demenstration and subse-
quent operational systems that require additional
study efforts,

Rain Zone E Alternate Design Approaches

Rain attenuation and the related margin required to
meet the .9990 availability criteria for the CPS sys-
tem has been shown to be a problem in the CONUS rain
climate 2zone E, One alternative design approach to
satisfy performance and availability » quirements has
been discussed. In that approach the CPS antenna size
for earth stations in rain zone E was increased to at
least 5.0M and transmission data rates were substan-
tially reduced. A second approach using intersat-
ellite links to a lower frequency band for rain 2zone
E coverage was also identified., The basic premise of
the CPS system is that it is intended to provide luvw
cost direct to user services, Inefficient use of the
space segment and increased ground segment costs lead
to increased user service costs.

A study to identify alternate design approaches is
required so that the system design implemented results

in the minimum service cost of CPS users.
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2.0

3.0

CPS Traffic Mix

The CPS system is planned to be implemented with an
on-board Baseband Processor Unit to vroute traffic
hetween assigned uplink and downlink channels, The
central control of the BPU resides in a computer at
the MCS. Machine size and processing requirements can
vary considerably as a function of the numuer of cir-
cuit connections required on a message-by-message
demand basis., At one extreme is the case where all
channels are assigned on a DAMA basis and routing is
required on a message-by-message basis. At the other
extreme is the case where all chanwels and hence BPU
connectivity is permanently or fixed assigned, The
first case requires a computer with substantially more
processing capabilities than the second. The real
case s somewhere in- between,

A study is necessary to identify the probable CPS mix,
i.e. ratio of fixed assigned to demand assigned chan-
nels, to appropriately size the machine and processing
required,

TOMA Synchronization Approaches

A study is required to identify TDMA synchronization
approaches and the performance/cost trade-offs between
them. TDMA synchronization approaches vary widely in
terms of their respective performance capabilities and
cost, however, the ultimate design selected should be

established on a total systems basis that considers:
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- Cost and complexity of the synchronization ap-

proach,

- The impact on cost and complexity in other
areas of the system as a function of the syn-
chronization approaches.

% - The impact on throughput efficiency and space

%» segment cost. |

: - Total system size (i.e. number of earth stations)

it iy desirable to select an approach that minimizes

initial implementation cost, but one that can be

gracefully expanded to improve system efficiency as

§~ the network size increases and additional capital
costs can be more easily justified.

4.0 SCANNING BEAM/FIXED CONTIGUOUS BEAM DESIGN AND PER-

FORMANCE :

There are enough concerns relative to capacity con-
— strainfs. performance, complexity, synchronization,
and cost of scanning beams that an in-depth design
study is recommended to investigate both scanning beam
and fixed contiguous beam approaches for the CPS sys-
tem., The CPS system is only marginally capable of of
- meeting established availability criteria and, as
; shown previously, cannot meet availability require-
ments in rain 2zone FE without other system design
changes. Additional losses will have further impact

on system performance capabilities.
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IX INTERSATELLITE LINKS
INTRODUCTION

Rain attenuation varies appreciably as a function of
earth station elevation look angle (as shown in Figure
IV-3) and, therefore, high elevation look angles are
desirable (30° or greater). Elevation angle contours
were shown in Figures IV-4 and 1IV-5 for satellites
stationed at 90°N and 97°W Longitude. The elevation
angle contour plots show that the preferred satellite
location is 97° W and that the usable domestic arc for
Ka band systems is between 90°W and 104°W Longitude.
Rain attenuation aiso 1mposes constraints on attain-
able transmission throughput rates in high rain 2zone
areas, particularly in the case of the CPS system.

An intersatellite link has the potential to extend the
usable orbital arc, 1improve transmission throughput
rates and efficiency for Ka band systems, and offers
other advantages when considered on an integrated
system basis with other domestic and internatidnal
satellites, Advantages, applications, and a cursory
look at the basic intersatellite link functional re-
quirements are given below, An intersatellite 1link
implementation approach is identified. However, an in-

depth effort is necessary to explore alternatives.
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INTERSATELLITE LINK CONSIDERATIONS

Whenever the use of more than one satellite transmis-

sion hop is envisioned for a particular service cate-

gory or class of user, which uses two or more differ-
ent satellites, several factors should be assessed:
1. In most cases, the transmission delay is unde-
si~able. This is particularly true for voice and
interactive data applications, For other data
applications such as facsimile, electronic mail,
and remote batch computing, increased delay is not
a fundamental problem, but increased storage is _ i
required at the sending location to permit opera-
tion with error correcting protocols.
2. The use of multiple hops requires that earth : i
stations which do not have full connectivity via a
single satellite have some means of accessing more
than one satellite. This can be accomplished using

multiple earth station antennas or by wusing a

multi-beam torus antenna.

ST TR RN

3. Multi-hop operation results in multiple use of
a given bandwidth for the same channel, which
results in inefficient use of frequency spectrum
and orbital arc.

4, A1)l of these effects of multi-hop transmission

increase systems costs to some extent and, as such,

should be minimized to the extent possible,.
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The use of an intersatellite link reduces these ef-
fects for some applications, The advantages and ap-
plications of intersatellite links are considered in
the following sections,

ADVANTAGES OF THE INTERSATELLITE TRANSMISSION LINK

DELAY
L ]

For all but the very largest longitudinal satellite
separations, the satellite interconnection with inter-
satellite links vresult in much Jlower transmission
delays than the multi-hop interconnection. This s
illustrated in Figure IX-1,

The maximum distance between two satellites for which
a single intersatellite link can be used corresponds
to an angular satellite separation of about 160°. For
a larger separation the earth would obstruct the di-
rect transmission path between two satellites. How-
ever, already at an angular satellite separation of
120° the transmission delay time over the intersatel-
lite link approaches that of the additional delay of a
double-hop circuit.

It can be concluded that the direct link connecting
two satellites through an intersatellite relay is
always preferable to triple-hop connection which would
result from the conventional interconnection of two
domestic systems with the INTELSAT System. However,
the intersatellite 1link also offers a substantial

reduction in transmission delay relative to a double-
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: hop connection when the angular spacing between two
% satellites is 60 degrees or less.

For full CONUS coverage, the maximum angular separa-
tion possible while still maintaining a minimum eleva-

‘ion angle of 10 degrees is about 73 degrees of longi-

tude. Since in the 20/30 GHz fixed service satellite
system the satellites are likely to be placed rela-
tively close together and near the central portion of

the possible orbital arc positions, the separation

will be considerably less than 60°. Thus, use of in-
tersatellite links in the 20/30 GHz satellite systen

will offer substantially decreased transmissiun delays

relative to the use of multi-hop transmission,

2.1.2 CONSERVATION OF FREQUENCY SPECTRUM

In addition, the intersatellite link uses higher fre-
quency bands than those presently used for satellite
communications, This is possible because of the ab-
sence of atmospheric absorption and precipitation :
attenuation for the intersatellite links, and it is
desirable because very high directivities can be a-
chieved with moderate size antennas. These frequen-
cies do not interfere with earth-to-satellite trans-
missions, and therefore the use of the intersatellite
link conserves the frequency spectrum.

2.1.3 CONNECTIVITY

As the .use of satellites for more and more communica-

tions needs expands, and there 1is overwhelming evi-

200




dence that this will indeed happen, the problems of

connectivity will become increasingly important, It

is easy to imagine a situation where a telephone call,
for example, originating within a foreign domestic
satellite system, is subsequently relayed to an INTEL-

SAT satellite for transmission to the U.S, and relayed

aqain via a domestic satellite before finally reaching
fts destination, In fact, even more satellite hops
can be envisioned. The provision of intersatellite
links on all types of communications satellites in the

future can ensure that excessive delays are minimized,

that valuable spectrum is used in an efficient manner,
and that system costs are kept at a minimum,

3.0 POSSIBLE APPLICATIONS TO THE 20/30 GH2 FIXED SATELLITE
SYSTEM

Provision of full interconnectivity to all wusers of

the 20/30 GHz system when multiple satellites are used é
can be dccomplished through a combination of the tech- i
niques already discussed, i.e. use of multiple earth

station antennas, multibeam torus antennas, and inter-

satellite links. In an operations system, a combina-

tion of these interconnection techniques can be expec-

ted to be used.

o In the previous section dealing with elevation angle

constraints, it was concluded that a minimum elevation

angle of 30 deqrees from an earth station to the sat-

e s o

ellite is desirable for a 30/20 GHz fixed satellite ! é
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system, The desirability of such a system geometry
stems from the effect that elevation angle has on
required rain attenuation margins., As elevation an-
gles are cecreased much below 30°, margins begin to
become larger than can reasonably be provided by
state-of-art earth station and satellite technologies.
One of the solutions suggested was the use of a dua!
satellite system, one of which would serve the primary
need of the eastern portion of the U.S. and the other
of which would serve the primary need of the western
portion of the U.S. The traffic which requires inter-
connection between East and West Coast could conven-
iently be handled via an intersatellite 1link. In
addition to providing more desirable elevation angles
over a greater portion of the U.S., such an implemen-
tation may lead to simpler satellites designed specif-
ically for East or West Coast use which in turn pro-
vide additional weight and power that can be used for
more sophisticated on-board processing or increased
EIRP coverage, for example, Such a configuration
would require that traffic patterns in East and West
Coast regions, as well as between the East and West
Coast regions be known with sufficient precision to
allow optimized satellites to be constructed.

Hughes, 1in its final report, identified a case where
the need for a maximum of three hops for connection of

CPS traffic when any wuser within a fixed beam is
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restricted to communicating with a master station in
its own beam, The master station in turn would relay
the traffic via a second satellite hop to another CPS
station in the same beam, When the traffic is des-
tined for a CPS station in another beam the traffic
would first be relayed to the master station in that
beam and finally, via another satellite hop, to the
destination CPS station. In this latter case, the
second relay of traffic could either be accomplished
by terrestrial connection of master stations, in which
case two hops would involved, or via a satellite con-
nection between master stations in which case a total
of three satellite hops would be involved. The use of
a two satellite configuration and intersatellite link
as discussed could serve to relay traffic via inter-
satellite link to the second access community, The
net effect of this approach would be a simpler CPS on-
board processor (than one which must provide full
interconnectivity to all CPS terminals on each satel-
lite,) which would provide full connectivity between
CPS terminals for a limited community of users without
the need for multiple hops.

Another possible application of intersatellite links
which could widen the attraction of the 20/30 GHz
system would be as a relay of television signals to a
CONUS coverage broadcast type satellite. This woulid

be attractive to TV network operators who c¢ould
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broadcast directly from any downtown location at Ka-
band using 3 small, easily coordinated earth terminal.
In this way, interconnect cost to remote earth sta-
tions would not be required, and an earth terminal
could easily be placed on the rooftop of centrally
located studios.

FUNCTIONAL REQUIREMENTS

GENERAL CONSIDERATIONS

An approach to implement a trunking system with an
intersatellite link is to provide separate TOMA car-
riers for transmission bhetween earth stations within
the coverage area of each satellite and additional
carriers for the intersatellite link.

The initial cursory functional design approach for the
trunking network connectivity via an intersatellite
link is similar to the previously described trunking
functional requirements. A TDMA - [F switch provides
the connectivity between the intersatellite link and
the Ka-band trunking network. Switch mode cbnfigur-
ation and mode length are controlled by the MCS.

In the CPS system uplink, Ka-band signals are proces-
sed and routed to the baseband processor unit and
interfaced to an intersatellite channel, Conversely
incoming intersatellite link traffic is processed and
routed through the intersatellite link and interfaced

to a Ka~-band system downlink TDMA channel.
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FUNCTIONAL REQUIREMENTS

K3 TRUNKING - INTERSATELLITE LINK CONNECTIVITY

Figure IX-2A shows a genera) block diagram of the Ka
Trunking - Intersatellite Link satellite communica-
tions subsystem, The intersatellite link appears as
an extra set of ports (input and output) on the TOMA -
IF Switch., The basic additional functional require-
ments are:

Intersatellite Link Receiver - An intersatellite link

receiver 1is required to amplify (low noise) and down
convert received 58/59 GHz carriers that are inter-
faced to the TDMA - If Switch for connection to Ka
trunking downlink beams.

Intersatellite Link Transmitter - An intersatellite

link transmitter is required to up convert and amplify
trunking TOMA carriers for transmission via the ..ter-
satellite link.

Intersatellite Antenna Subggstem « An intersateliite

link antenna(s) with an appropriate number of spot
beams, compatible with the number of satellites to be
interconnected, is required.

Ka CPS - INTERSATELLITE LINK CONNECTIVITY

Figure IX-28 shows a general block diagram of a Ka
CPS-Intersatellite Link Communications subsystem. The
intersatellite‘link appears as an extra set of ports
on the baseband processor. The basic additional func-

tional requirements are:
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Intersatellite Link Transmit Subszstem - A transmit

subsystem 1is required to upconvert and amplify TOMA
carriers for transmission via a 58/59 GHz i{ntersatel-
lite link.

Intersatellite Link Receive Subszstem « An fintersatel-

lite link receive subsystem is required to amplify

(low noise) and :ownconvert the received 58/59 GH2

TOMA carrier for app' . cation to the BPU.

Intersatellite Antenna Subsystem - The intersatellite g
CPS and trunking traffic will share an antenna with an
appropriate number of spot beams compatible with the

number of satellites to be interconnected.

sy LT
.
L
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APPENDIX A
ANTENNA SPECIFICATIONS

TYPICAL WESTERN UNION ANTENNA ENVIRONMENTAL

SPECIFICATIONS
POINTING ACCURACY

a. The pointing accuracy shall be consistent with the
following gain degradation limits in the direction of
the satellite under Normal Weather Conditions and for
99% of the worst month of thu year.

0.3 d8 in the 3.7-4.2 GHz band

0.5 dB in the 5.925-6.425 GHz band
b. Additionally, the antenna pointing accuracy shall
bc not worse than 0.02 degrees rms under wind velocity
conditions of 45 mph, gusting to 60 mph.
ENVIRONMENTAL CONDITIONS AND CAPABILITIES

The antenna shall be designed for continuous and re-
liable :ervice over a minimum 15 year life. The above
requirements shall be met under the following environ-
mental conditions, applicable to the reflector/pedes-
tal assembly:
a. Norma) Weather Condition

Wind: 30 mph (any direction), gusting to

45 mph ( 3 sigma)

Temperature: 0 °F to +100 °F

Humidity: 20% to 100X, relative
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Solar Radiation: 350 BTU/Ft2gR
Poor Weather Condition
Wind: 45 mph (any direction), gusting to
60 mph (3 sigma)
Rain: a five-minute rate of 0.5 inches
Snow: 2 In/Hr
Ice: (a) 1" Thick radial over all antenna
surfaces
(b) 1-1/2* over lower of half dish
only
Temperature: -15 °F to +100 °F
Humidity: 0% to 100%, relative
Wind & Ice: A1l combinations of wind &
ice
Extreme Conditions and Survivability
Wind (Survival): (a) 120 mph in stow
position
(b) 70 mph with 1" ice in stow position.
Temperature: -30 °F to +100 °F
Drive to Stow: 70 mph wind load (worst
direction)
Hold in Position: 80 mph wind load (worst
direction)
Equipment Survival in Storage and Trans-
portation
Temperature: -62 °F to +185 °F
Altitude: 40,000 Ft.

209




5
]

2.0

2.

1

The TRW and Hughes trunking designs utilize 12 meter
antennas. This 1s a comparatively a large antenna, even
at 6 and 4 GHz, but for the 20/30 GHz range it presents
many problems, the solutions to which are not all imme-
diately obvious. Some of these problems are:

How to provide parabolic surfaces with suffi-

cient accuracy.

How to design mounts and sub-reflector sup-

. ports with adequate stiffness,

Automatic or programmed tracking.

Compensation for building sway.

Servo loop compensation,
AVl of the above problems are inter-related, but there
is another problem not considered in lower frequency
systems which may introduce perturbing inputs into the
tracking system. This is the possible variation in
phase across the aperture of the antenna of the arriving
energy from the satellite, due to r;in cells which can
conceivable cause distortion of the arriving wave front,
resulting in loss of signal over and above that caused
by attenuation of the beam in passage.

SURFACES OF PARABOLIC DISHES

The operating efficiency of a parabolic dish, whigh

relates actual gain to theoretical gain of an ideally
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illuminated parabola, is determined by the deviation

5 | of the dish surface from the desired contour, and by
the effectiveness of the feed in achieving the idea)
illumination distiubution,
At these frequencies, the dish shaping tolerance is
; ; the most difficult to achieve due to manufacturing and
i . installation problems of the dish surface and back-up
o structure. In addition to still air conditions, the
dish surface and feed geometry must be maintained
under high and gusting wind conditions, depending on
locality. Typical designs call for meeting perfor-
- mance specifications in the following environmental j
conditions:
Temperature range - 0°F to +100°F
Rainfal)l - a five minute rain rate of 0.5
inches
- Solar radiation - up to 1,000 kilo-cal/hr/M2
Wind - survival in winds up to 120 mph, move
in winds up to 70 mph
Tracking error - .0065° in winds 49 km/h
gusting to 73 km/hr, 0.1° in winds of 75 km/hr
gusting to 96 km/hr
Dish surface tolerance for any D/ is characterized by
rms surface deviation and correlation interval., These
factors are related to gain as fillustrated in Figure

A-1.

The gain los% illustrated in Figure A-]1 does not in-
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Aperture Gain Loss Due to Random Errors
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203

clude gain loss due to high winds distorting the dish
or affecting tracking accuracy. Extrapolation of
costs from C or X band to arrive at a cost for a 20/30

GHz antenna is not considered a good approach,

MOUNTS AND SUB-REFLECTOR SUPPORT

The present dish structura designs are optimized for
C-band and may not be suitable for 20/30 GHz, making
extrapolation of costs questionavle, It 1s likely
that the dish and amount will Dboth have to be rede-
signed, as well as the sub-reflector support. The
closest known technologies are radiy telescope an-
tennas and solar tracking furnaces. These seems like
logical places tc start in predicting costs.

BUILDING SWAY

2.4

In the case of antennas mounted on the roofs of build-
ings more than a few stories in height, building sway
can be a factor in determining the pointing angle.
Monopulse tracking may not be affected in these cases,
but step-track could experience a problem in certain

wind conditions.

RADOME

Mention is made of the use of a radome, whose manufac-
turer claims that due to special surface-coating tech-
niques, will yield a maximum alteration of 20/30 GHz
of 1 d8. If this is true, it will greatly alleviate

the above problems due to wind and rain loading.
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3.0

POINTING

Antenna pointing will be a very large prodlem. If
local pointing is used (monopulse or step-track) with
great attention to design details, many of the pertur-
bations can be minimized dynamically. This is partic-
ularly true with monopulse. With remote commanding of
antenna pointing angle, the system operation depends
on accurate prediction of losses due to environmental
conditions and pointing command accuracy. One sugges-
ted solution is to provide a low-power beacon, opera-
ting at a lower frequency (4 GHz for example) to be
used for pointing. This would ease the problem of
loss of track in heavy weather at the cost of added
complexity. This may not be necessary, since at least
fn the TRW system, there are phase-locked loops with
100 Hz bandwidth, which could possibly provide suffice-

ient margin for step-track operation,

CURRENTLY AVAILABLE HAROWARE

Concern o¢ver the problems associated with the practi-
cability of building both large and medium aperture
antenna systems led us to look to a supplier of Radio
Astronomy systems, which operate at frequencies up to
150 GHz. The problems associated with these antennas
fall in the following areas:

1. Maintaining necessary surface accuracy

during manufacture and assembly.
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3.1

2. Maintaining surface accuracy under severe
wind and rain conditions.

3. Pointing system accuracy.
We have located one viable source of suitable anten-
nas, This is:

Electronic Space Systems Corporation

0Old Power Mil) Road

Concord, Massachusetts

Telephone: 617-369-7200

Contact - Samuel L. Hansel, Jr. ScD

Sales Manager/Systems Specialist
We have received a packet of very interesting infor-
mation about these antennas, which is summarized below
with comments,

SURFACE ACCURACY

Surface rms error E is computed by means of the

following expression:
1/2

if the distribution of surface errors Xi is Gaussian,
A curve relating E to k factor (efficiency) is shown

in Figure A-2, k factor {is computed according to the

formula
- 2
Kk = e - JHL
A
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These curves are completely theoretical. Some insight
into actual perfoimance expectations can be learned
from an ESSCO pamphlet on a 45 foot dish built for the
University of Massachusetts, The surface of this dish
consists of 2 precision 2luminum panels, manufactured

to a surface accuracy of about 0.06 mm., The assemdbled

dish has an overall accuracy of 0.1 mm across the

entire aperture, better than required for 30 GH2 op-

3.2 EFFECTS OF WIND AND RAIN

l
)
; eration by a factor of about 2.
r
|

ESSCO provides complete systems, including the antenna
j (with feed system), mount, and drive system. Their
' antenna design is based on operation inside a special
» radome of proprievary design, A typical radome s
pictured in Figure A-3. It consists of an aluminum
space-frame. The space-frame is composed of triang-
ular panels bolted together to form the structure.
The aluminum structural elements are encapsulated in a
special low-loss dielectric, and the actual surface is
made up of a special membrane,
The use of the radome effectively eliminates the ef-
fect of wind, with virtually no penalty on perform-
ance, which is very surprising. It simplifies both

structure and drive systems and lowers costs in these

TR g L. TR

areas. Rain accumulation on the radome is virtually
nil, due to the membrane material which causes rapid

; ¥ runoff. The noise temperature increase due to rain
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3.4

is quoted as less than 10°K. Another benefit is re-
duced maintenance, although the membru.ne surface does
require some cleaning.

Performnance of these systems is illustrated in Figures
A-4 and A-5. There are theoretical curves for assumed
k factors, but ESSCO asserts that actual systems .t-
tain values indicated in the curves or better,

POINTING ACCURACY

Servo accuracy approaches 2 arc seconds.

cost

No costs were obtained, but they are undoubtedly very
high, ESSCO is studying projected costs for quantity
production (10 per month) in 2-3 years time, but no
data is available at present. Some economies are
obvious, particularly in the pointing systems, since
full motion is not required for synchronous satellite

application, nor is the extreme pointing accuracy.
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