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EVALUATING LANDSAT WILDLAND CLASSIFIZATION
ACCURACIES

David L. Toll

ABSTRACT

Procedures for evaluating the accuracy of Landsat derived wildland cover
classifications are described and associated problems discussed. The evaluation
proceduses include: 1) implementing a stratified random sample for obtaining
unbiased verification data; 2) performing area by area comparisons between
verification and Landsat data for both heterogeneous and homogeneous ficlds:
3) providing overall and individual classification accuracies with confidence
limits: 4) dizplaying results within contingency tables for analysis of confusion
between classes; and 5) quantifying the emount of information (bits/square
kilometer) conveyed in the Landsat classification.

Overall low classification accuracies for a test site in northwestern Colo-
rado were determined for the entire sampled population at 37.3 percent (range
35.8 to 38.7 percent) and for the homogeneous areas at 61.3 percent (range
57.1 to 65,2 percent), A further evaluation was undertaken to evaluate pos-
sible errors not associated with Landsat classifications, Significant biases in
classification accuracy were attributed to defining class characteristics for
verification pixels which were not represented within the Landsat classifica-
tions, Analysis of sampled verification designations showed that 90 percent of
the pixels which were misdesignated for verification were misclassified for
Landsat data, Other problems were found with misregistration between veri-
fication and Landsat fields, photointerpretation errors for verification field
designations, and separate class definitions used for the Landsat classifications
and verification fields., An underlying factor contributing to the errors is
attributed to ground cover class heterogeneity.,
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INTRODUCTION
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When assessing Landsat land cover classification, there are often many problems which result
in inaccurate reporting of classification accuracies, Unfortunately, there 1re not just one sr two
problems but usually several which may in effect either decrease or increasa the calculated accuracy,

3 Special attentlon must be given to six primary areas, when addressing classification accuracy of
‘ Landsat maps.

1. The samiple from which verification data are selected must have suificient unbiased observa-
tions for providing specified confidence limits for the classification accuracies.

2. The verification data must approach 100 percent acguracy,

3, The class definitions used for the verification designations and Landsat classifications must
be similar,

4, The verification data and Landsat classifications must represent the same location prior to
area by area comparisons.,

5. The results must be reported which provide omission (Type 1) and ¢commission (Type 2)
errors, along with sources of confusion between classes, ‘

6. The evaluation of the performance of the Landsat classification requires an evaluation of’ ;
homogeneous class pixels and not mixed class pixels which cannot be processed by most classifiers. |
Heterogeneous class pixels should also be analyzed for assessing the actual accuracy of classification
maps.

.
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The purpose of this paper is to describe some of the most likely problems associated with evaluating
Landsat land cover classifications, In additinn, procedures are described for use in an accuracy
evaluation of Landsat land cover classifications. , ,

LITERATURE REVIEW

Methods Used in Collecting Verification Data

Many workers have referenced the necessity of using a proper sampling desipn for evaluating the
classification of processed multispectral data (Kelly, 1970; Berry and Baker, 1968; Hajic and
Simonett, 1976 and Genderen and Lock, 1976), The sample design yields an unbiased selection of
evaluation fields and adequately samples all classes,

Randomly selected coordinates are often used for locating unbiased evaluation fields, Strati-
L R fication procedures may be used to subdivide large areas into units (strata), having similar features
(e.g., soils, geology, topography, and climate) for more informative and useful evaluation. Stratifi-
cation procedures also enable one to increase the sample size for strata which arc heterogencous in
class composition, thus encouraging a better representation of rare classes, Zonneveld (1974), and
Rudd (1971), achieved an adequate sample size for all categories by stratifying the study area by
class cover and randomly sampling within groups of classes until the rare classes were adequately
represented.
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Given predetermined confidence limits and expected percent acquracies, Hord and Brooner
(1976 and Genderen and Lock (1978) list tables to estimate the number of samples required, Gine-
van (1979) provides procedures for providing confidence limits when the verification data are less
than 10077 accuraze. A mathematical basis for seleeting the number of sample points is fully de-~

" seribed in these papers, Zonneveld (1974) selected the pwmber of sample points based on the
b a ) , i . ) . » . s e

| amount of time and money available, Hay (1979) reports a minimum sample size of 50 is sufficient
’ for most applications,

Krebs (1976) evaluated different methods of obtaining verification data, She concluded that
it is more efficient to use photointerpretation of aerial photography, when gvailable, than actual
field work, This approach reduces the tine involved in colleeting data aud allows for the sampling
of inaceessible areas, Genderen and Loek (1976) report field checks are necessary for arcas which
are difficult to photointerpret correctly,

Smedes (1975) reports on many of the problems associated with obtaining 100 percent aecu-
rate verification data, One problem in particular is the ground cover heterogeneity problem which
causes: 1) compounded problems when there is spatial misregistration between verification and
Landsat data; 2) frequent misphotointerpretation of verification fields: and 3) difficulty providing
adequate class definitions patterning the Landsat classifications.

ST e T e -

Mcthods of Analysis

In almost all quantitative studies, the processed data is compared with the verification data to
obtain the percentage of correct or incorreet oceurrences (Rudd, 19713 Bieht and Silva, 19753, The
percentage agreement is supplied for cach class and the total sampled population, Hord and Brooner
(1976) give a formula for abtaining confidence limits for the aceuracies,

A class confusion table was used by Genderen and Locek (1976) and Tom (1977) to obtain the
frequency with which one class may be attributed to another, along with two types of error, Type |
errors occur when the correet class is rejected by the Landsat classitications, while Type I errors
occur when the Landsat classifications are incorrectly classified, The errors are referred to as omis-
sion and commission errors, respectively, A fwo-way decision table (Table 1) depicts the four pos-
sible outcomes for the results in a class confusion table,

Hord and Brooner (1976) recommend giving clagsification accuracies for various levels of clussi-
fication, For example, a third level of classification separates aspen, cottonwood, ponderosa pine,
and lodgepole pine, At level two, aspen is combined with cottonwood to form deciduous forest,
and ponderosa pine with lodgepole pine to form coniferous forest, The lowest level of classification
(level one) then combines deciduous with coniferous for a general forest class, At cach level of
classification, a classification accuracy should be established, This approach allows the evaluator to
analyze the Landsat classifications for different groupings of ground cover communities. Anderson,
et al. (1976) provide a hicrarchical classification system based on remaote sensing capabilities.
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LANDSAT DERIVED CLASSIFICATION MAPS

The example of o Landsat derived classification used for this evaluation was a wildland classifi-
cation of a 7,500 square kilometer area near Piceance Creek Basin in northwestern Colorado that
was prepared under contract to the Fish and Wildlife Service (FWS) by Bendix Corporation (see
Bendix Aerospace Systems Division, 1978), The classification scheme usea (Table 2) was developed
taking into consideration inputs of FWS wildlife biologists on wildlife habitat requirements, Train-
ing ficlds were selected from 1:30,000 color infrared photography and seleetively ground checked,
Several spectral signatures were developed for each land cover class to take into account the spectral
ariability introduced into each class by variations in topography, climate, soils, ere, A standard
maximum liklthood supervised classification was used,

EVALUATION PROCEDURES

Statistical Sampling Scheme

The schemus used to obtain random and unbiased verification samples were designed for large
arcas of 2,500 square kilometers or more. The procedures provide for selection of a stratified sam-
ple to cover large arcas which differ in spatial and spectral characteristics, This stratification encour-
ages a proper sample size from areas differing in size and complexity,

Once the total arca was stratified based on geoiogy ., <limate, topography, and ground cover
information, there was a systematic selection of 7'2" quadrangles within each strata, Quadrangle
size arcas were used beeause quadrangle maps (U,S.G.S. 7'’ topographic quadrangles) were readily
available and were of a size convenient for the first level of sampling, The number of 7' quad-
rangles selected within each strata was dependent on the class heterogeneity of the strata We selee-
ted more 7'2" quadrangles from heterogencous strata in order to increase the sample size for rare
classes,

From cach 712" quadrangle we evaluated a set of randomly located pixels, Since there would
likely be spatial misregistration prablems when warking with isolated pixels, we decided to group o
sct of 9 pixels into a cell size of 10 acres for use in all evaluation procedures. Approximately 50
10-acre cells were selected for each 712" quadrangle, We originally selected 25 quadrangles to ensure
a good representation of cover for evaluation, This was thought to be within the budget constraints
of the projust., However, the original number was optimistic, We, therefore, had to reduce the num-
ber of 712" quadrangles for evaluation from 25 to 13, The final distribution of the 7!2" quadrangles
is plotted in Figure 1.

Verification Data Collection

Photointerpretation and ficld visits were used to generate verification data, The S0 10-aere
cells (see Figure 2 for example) were photointerpreted by personnel from Ecology Consultants, Ine,
who had experience with western land cover. A Zoom Transfer Scope was used to plot the randomly
selected 10-acre cells (as overlayed on 7'2" quadrangles) onto color infrared photographs,
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Genderen and Lock (1978) note that a form supplied to the personnel obtaining verification
data will improve the efficiency and consistency of work, All of the information completed by ECI
was placed on verification forms (see Figure 3), The information contains ground cover class iden-
tity for cach pixel, ground cover class boundaries, percent pixel coverage, and overall cell retief, all
of which are defined on the form,

‘~ The photointerpreters’ decisions for the cluss designations of the pixels for the verification
data were to be patternced af'ter the training fields (as they appeared on color infrared photographs)
used in the classification of Landsat, The purpose was to maximize the correspondence between
the spectral and spatial characteristics used in the verification data class designations, This is neces-
sary to evaluate the accuracy of the classification of Landsat data, Unfortunately, this was not
completely achieved and is described in the section on Lack of Correspondence Between Sigaature
and Verification Data Sets,

Evaluation Algorithms

We completed a pixel by pixel comparison between the verification data and Landsat classifi~
cations for four levels of elassification, The results of the comparisons are displayed in class eonfu-
sion tables, An important aspect of the tables are the classification accuracies,

Confidence limits were assigned to the accuracies by evaluating the approximation for v:

Pr‘(—b<~5—\7§:<b)= I (1)

X-v

where

100 (1-) is the confidence level of the limit,

v is the probability that any pixel of a given class is correctly classified,
X is the estimate of v or the class accuracies,

\ 0= is the variance of the binomial distribution of x;,

! b is obtained from the normal distribution tables,

« is the probability that any pixel of a given class may occur beyond the range of the confidence
limits,

b A more detailed description for assigning confidence limits is deseribed by Hord and Brooner
(1976), The logic for the proof of the approximation is given by Brunk (1965).

Information conveyed from Landsat in bits/square kilometer was computed for all levels of
classification, This is accomplished by computing joint probabilities from the class confusion table

obtained during evaluation. That is,

P(x.y) = P(x]y) P(y) = P(y[x) P(x) (1)
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where x is defined as the verification data and y is the output from Landsat, These values are used
to compute joint uncertainty:

H(x,y) = H(xly) + H(y) = H(y[x) + H(x) (3)

From these values we obtain contingent uncertainty, which was equated to information trans-
mitted as:

Hp = H(xiy) = Hja. (50 = H(xy) (4)

mox
where Hp\o o (X\y) is the maximum uncertainty which exists when there is no correlation between
xand y, The information transmitted is valid only if the verification data is 1007 aceurate, If not,
the computed values should be used tp compare performance betwren class levels and/or areas, For
a more detatied explanation of procedures, see Maxwell (1975) ard Sarner (1962),

There are severa, problems associated with classification decisions when there is more than one
ground cover class oceurring within a pixel, Present classification algorithms, including the one used
in this study, are not designed to classify mixed class pixels, Therefore, to fully test the capabilities
of the classification of Landsat data, it is important to separately evaluate those eells which are
homogeneous, In this sindy we separated the homogencous areas within the sampled arca and per-
formed an additional evaluation only in those areas,

Another procedure implemented for reducing mixed elass pixel problems was to aggregate pine-
pixel cells for the verification data and Landsat classifications and select a single class ifesignation
based upon a majority of the classes present, Results from these comparisons also reduee sourees
of error attzibuted to minor differences in spatial registration between verification and Landsat
classifications,

EVALUATION RUSULTS

Registration Analysis

A necessary prerequisite for a pixel by pixel comparison between verification data and Landsat
classifications are that they represent the same location (i.e,, the Landsat pixel and the verification
data are all precisely registered), As a check for possible misregistration of the Landsat classifica-
tions, we shif'ted the 3 x 3 pixel verification cells, simultancously within each guad, by one pixel in
all directions, The 3 x 3 verification cell has nine possible positions for comparison within an ex-
tracted § x 5 Landsat classitied area.

For each 742" quadrangle, we computed the overall classification accuracy between the verifi-
cation and Landsat classifications of the nine possible positions. The overall classification accuracy
for each location was weiglited by the class acreages for the classification results, and the position
with the highest value was assumed the baest registered, This position was selected for all subsequent
analyses, The weightings were added to ensure classes containing majority acreage cover have a
stronger affect over the selection of the position with the best registration,
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Foranother study area (see Bendix Aerospace Systems Division, 1978) there was a consistent
tendency for best registration by shifting verification cells one pixel down and one pixel to the left,
Sinee this pesition consistently gave best results, it was wsxitined the Landsat elassitieations were
properly registered in this position and no further analysis was undestahen,

For this evaluation, there was no consistent best position based on classification with <ell shift
analyscs, For this reason, the following additional effort was undertaken,

To cheek the spatial registration of the Landsat classifications, features on the 72" quadrangle
maps were manually positioned to register with appropriate olasses representing the same features,
Useful features includest reservoirs, tree fines, and ¢lifts, with reservoirs being the most reliable,

We determined the Landsat classitication maps to be spatially misregistered from zevo to four
pixels, The provision for shifting the verification data by one pixel in all directions could not cor-
rect lor these errors, We therefore had to manually correct the misregistration,

We chianged the x,y coordinates of the Landsat pixel arpas to correet tor the errors observed,
This was accomplished for each quadrangle on an individual basis since the misregistrations were
not the same for each quadrangle, However, the misregistration was consisteni within a quadrangle,

To test the procedures for worreetion, we caleulated the overall classitication before and after
registration correction, In all instances. except for the Jessup Guleh quadrangle, the overall pereent-
ages mereased for the positionaily correeted maps (see Table 7) and we proceeded with the analyses
(oll results given in previous tables are from positionally corrected maps),

The accurate lovation of verification cell boundaries on color infrared photographs referenced
to 72" USGS topographic quadrangles was necessary for the spatial registration of the verification
data, The apalysis of the accuracy of this registration was accomplished by comparing two people’s
work for identical vells,

The results for 12 cells showed a range in error from 0,01 em to C,10 ¢m with an average error
of 0.05 cm, The pixel dimensions at 1:30,000 scale are approximately 0,18 em in width and 0,23
em in length, Thus the average error was about '3 pixel which was deemed acceptable, This is by no
means conclusive since a sample of 12 cells out of approximately 450 is not adequate, but spot
checks later indicated reasonable accuracy was being maintained,

Typical Results

Evaluation of Landsat classifications for the four levels of classification, yielded overall low
results, Results for the total sampled area at the 12 class level, for an example, are summarized in
Table 3. Inspection of Table 3 yields information on confusion between clagses, omission and com-
mission errors, overall classification aceuracy, confidence limits, and information quantity assess-
ment, The data are a compilation of results from all quads, Other analyses were completed with
individual quads and for quads grouped into strata (see Toll, 1978),
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The data in Table 4 result from assigning 10-acre cells a single class designation, prior to com=~
parisons between verification data and Landsat elassifications to reduce adverse effeets from mixed
class pixels and possible - atial misregistration. A comparison between Table 3 and 4 at the 12 class
level show an wverall inerease in accuracy from 37,6 percent to 44,2 pereent,

We stated earlier, since we were interested in evaluating the performance of the Landsat classi-
fication, we felt a further evaluation should occur only for homogeneous cells, We therefore dis-
carded all cells which were licterogeneous in land cover and evaluated only the homogencous cells,
Results (see Tables 5 and 6) at the 12 class level show an improved overall elassification aecuracy to
01.3 percent for the pixel by pixel comparisons and 73.9 percent when designating the 10-nere cells
single classes prior to analysis, Clearly, the increases may be attributed to removing mixed class
pixels from evaluation, which the classifier was not designed to categorize, and converting 10-acre
cells (ie,, 9 class designations) into single class representations, thereby reducing the need for an
accurate spatial registration,

Even though the additional analyses showed higher classification accuracics, we thought an
evaluation was necessary to further examine errors which are not attributed to the Landsat data
and/or the elassifier used for the Landsat classifications, Results from these analyses are provided
in subscquent seetions,

Lack of Correspondenee Befweer: Signature and Verification Data Sets

Because of known deficiences in the training data and in photointerpreting the verification
cells, the possibility of poor correspondence between the training fields and the verification fields
was considered, In other words, it became evident that the ground cover conditions for the training
ficlds classified low density sagebrush might not always be wie same ground cover conditions which
the photointerpreter identified as low density sagebrush, If this supposition were true, then there
would be no basis for seeking agreement between the two sets of data (Landsat and verification ),
The following effort was undertaken to analyze the correspondence batween the ground cover char-
acteristics for the verification pixels seen on the color infrared photogiaphs and the ground cover
characteristics for the training ficlds as seen on the same photographs,

A sample of pixels from all the verification pixels was examined in detail for its correspondence
to the training field deseriptions, The sample was obtained from the quadrangles for which we had
color infrared photography coverage (eight quadrangles overall), From each quadrangle we selected
every other nine pixel cell and from those cells we analyzed three randomly selected pixels.

We examined the appearance of the sampled verification pixels in the color infrared photog-
raphy for their ground cover type(s), color texture, and vigor as was done for the training felds,
Once the spectral and spatial characteristics of the verification pixels were obtained, they were com-
pared with the spectral and spatial characteristics of the training fields, to determine the frequency
with which they had good correspondence, The criterion for good correspondence was that if the
pixel had more than 757 spectral and spatial ground cover characteristics which were also ineluded
in the training field descriptions, then the pixel was said to be in good correspondence with the
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training fields, Of the ground cover eharacteristies, type and eolor charactevisties were examined
the closest, Although the texture and vigor information were useful in some borderline eqases and in
instanees where there may have been reproductive differences in proeessing between photographs,
we thought the ground cover type and color information were more important. We defined that if
the pinel contained more than 2577 of speciral and spatial characteristies not in the training data,
then the pixel was said to be heterogeneous.

Once the criterion for correspondence was established we could examine the significance of
correspondence (.¢,, class definitions) to agreement (i,¢., classification aceuraey) between Landsat
and verification data, I the verification pixels which were in correspondence with the training fields
showed the same bias toward disagreement with the cfassification of Landsat as the verification
pixels which were not in correspondence with the training ficlds, then we would conelude the poor
correspondence for the verification pixels did not wffeet or contribute to the eonfusion between the
verification and Landsat data, To evaluate the abhove statement, we set up the nuil hypothesis that
the verification pixels which were not in correspondence to the training ficlds, did not shiow bias
toward disagreement with the Landsat elassifications, I the null hypothesis may be rejected st a
Jow confidence level, then we may conetude most of the confusion between verification and Landsat
data may be attributed to the ground cover characteristies of the verification pixels not corvespond-
ing to the ground cover characteristics of the training fields,

The results from the above analysis may be placed in a two-way contingency table {see Table
8) Along the rows are the verification data which either were or were not in agreement with the
Landsat classifications and along the columns are the verification pixels which were or were not in
£00d correspondence with the training tields,

For cach of the classes, at two classification levels, we used the format in Table 8 to evaluate
the null hypothesis, Fisher's exeet probability test (from Till, 1974) was used to test the null hypo-
thesis, by solving for P:

(atb) ! (etdr ! (ate) ! (b+d) !
nl al 6! cf d1 (3)

p=

Where P, is the probability of partitioning the four possible frequencies (a, b, ¢, and d in the two-
way contingeney table) arising by chanee, The value of P is the level at which the null hypothesis is
rejected,

Information given in Table 9 provides confidence levels for two classification levels at which we
may reject the null hypothesis, Overall, we conelude that poor correspondence between verification
pixels and training ficlds was a factor for the low Landsat classification accuracies, There are three
deficiencies contributing to the poor correspondence; 1) the training areas were not diverse enough
to take into account most of the ground cover variation: 2) there were errors in photointerpretation
where a verification cell was designated the wrong class: and 3) for many classes there were different
class definitions used when designating the verification fields than were defined by interpreting the
training fields. The underlying fuctor contributing to these errors were from the heterogeneous
grotind cover in the study area,
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For the fir clags, as an example, Table 10 shows that 5 out of the 21 pixels analyzed were in
poor correspondence with the training ficld descriptions at the 24 class level, The five pixels with
poor correspor!=pren usually contained a shrub type in addition to fir,

An example of poor correspondence is given in Figure 4, For pixels 3 and 5 it may be seen
that there exists over a 5077 ground cover type other than fir, Within these pixels designated fir for
the verification data there are both mixed shrub and sagebrush/grassland ground cover types, which
would explain why pixel 3 was designated as a mixed shrub-sagebrush class and pixel S as a mixed
shrub class for the Landsat classifications, Pixel | contains close to 100%% fir and was designated as
fir for the Landsat classifications, The situation seen in Figure 4 clearly explains the cause of con-
fusion between the fir and shrub-sagebrush classes and is representative of the situation observed for
these classes,

We tested the null hypothesis that the fir pixel designations for the verification pixels, which
were not in correspondence with the training fields, did not show any bias toward disagreement
with Landsat data, Using Fisher's test for the data in Table 10 the null hypothesis may be rejected
at the 0,01 confidence level for the 24 class level and at the 0,02 confidence level for the 9 class
level, Hence, much of the confusion may be attributed to the ground cover characteristics of the
verification pixels not corresponding to the ground cover characteristics of the training fields,

Another obvious example in whicii poor correspondence between the verification data and
training fields caused misclassification is with the mixed shrub-sagebrush class. The duata in Takide 11
shows that 45 out of the 63 pixels analyzed were in poor correspondence with the training field data
at the 24 class level,

Again Fisher’s test was used to evaluate the null Iypothesis for the data in Table 11, For the
24 class level and 12 class level the null hypothesis may be rejected at the 0,01 confidence level,
Much of the poor correspondence was the result of mixed class pixel problems and differences of
shrub types between the verification pixels and truining fields,

Figure 5 jllustrates reasons for the poor correspondence between the verification pixels and
Landsat classifications. Verification pixels 1 and 2 both contain approximately 50% or more of a
barren-grassland combination not occurring in the training fields, along with approximate;y 200
pinyon-juniper. Furthermore, the shrub type which does occur in the verification pixels does not
resemble the shrub types in the mixed shrub-sagebrush training fields as is represented in Figure 6.

Photointerpretation Errors

To obtain high classification accuracies the verification data must approach 100 percent accu-
racy, For this study photointerpretation along with spot ficld checks were used to classify the veri-
fication data. Since this was crucial to the evaluation of ¢lassification accuracy, we reevaluated the
photointerpretation work.
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The previous section on Lack of Correspondence Betweern Signature and Verification Data Sets
shows the photointerpeeters designating a pixel not in correspondence with class deseriptions, This
ovaurred for 637 of the sampled verification pixels, The photointerpreter should have designated
those pixels as uneategorized, Additionally, there were many instances when the veritication pixels
should lave been designated as another class,

The high occurrence for the misdesignation of the verification pixels (i.e,, 63t¢) affected the
reported classification accuracies, An examination of the misdesignated verification pixeis showed
90t of them were in disagreement with the Landsat clagsitications, This clearly demonstrates that
much of the disagreement hetween the Landsat classifications and the verification pixels was a result
of photointerpreter error and not from misclassified Landsat data, However, the inability of' the
photointerpreters to satisfactorily designate verification pixels classes patterning the training ficlds,
stems from the fact that the training fields used in the Landsat classifications did not adequately
represent the study area ground cover,

Figure 7 provides a typical exaniple ot the need for the photointerpreters to have designated
verification pixels uncategorized or as another class, Verification pixel 2 is an example of o burren
class designated as low density sagebirush, In the training ficlds for low density sagebrush there are
no barren arca components, Furthermore the lowest density sagebrush training field contains
around 70 percent sagebrush, Pixel 2 has only 10 percent sagebrush with the remaining tand cover
closely patterning the tone and texture in the barren training fields, Verification pixel 5 has a com~
bination of barren, grassland, and sagebrush land cover, This pixel does not correspond with any of
the training fields and should have been designated as uncategorized,

Changing Class Definitions

After obtaining overall poor results, we evaluated the possibility of having different class defi-
nitions for the signature and verification data sets, One inadequacy in particular was with the high
density pinyon-juniper class, There were almost three times as many pixels designated high density
pinyon=juniper in the Landsat classifications as there were in the verification data, This was a result
of one of the training ficlds used in the Landsat classifications (see Figure 8) containing equal pro-
portions of pinyon-juniper, grassland, sagebrush, and other types of shrub, causing arcas of these
mixtires to be designated as high density pinyon=-juniper, The photointerpreters assumed there were
no mixtures of these cover types and did not use such information in their interpretations; therefore
contributing to the lower properties of pinyon-juniper designated for the verification data and the
confusion with shrubs and grass classes (sce Tables 3 through 6),

Several other deficiencies were noticed, First, the ground cover densities for lew density and
high density sagebrush classes as defined by training ficlds, both contained 7097 sagebrush, However,
photointerpretation of low density sagebrush stunds even when occurring in mixtures of other ground
cover stands were usually designated as low density sagebrush, Iy Landsat classifications these areas
were mixed class pixels, resulting in the frequent designation of' a non-sagebrush class. Second, a
training ficld for the mixed shrub class more closely patterned the mixed shrub-sagebrush class,
which likely contributed to the confusion between these classes. Third, the mixed shrub types found
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in the training ficlds only represented a minority portion of the shrub types occurring through the
study arca, Whereas in the puotointerpretation maost all shrub types were designated as mixed shrab
even though there was po representation in the training ficlds, Finally, a teaining field for the dry
agriculture class contained some irrigated agriculture areas, Most of these problems were eliminated
when evaluating lower classification levels, Classes which had homogencous cover and a representa-
tive selection of training fields, such as aspen, showed higher classification accuracics,

SUMMARY AND CONCLUSIONS

Evaluating classification accuracy requires much more than a simple sample design and analysis
of results, Procedures must be developad which adequately sample unbiased verification fields, yiclds
ing narrow confidence limits, Furthermore, procedures must be implemented which analyze Landsat
classifications rigorously with well designed analysis procedures, such as analysis within both
heterogeneous and homogencous areas and methods to reduce effects from spatial misregistration,
For a complete analysis, results should be output in contingeney tables with supplemental informa-
tion on classification accuracies along with confidence limits, overall classitication ageuracy, omis-
sion and commission errors, and information gquantity assessment,

Qverall low classification aceuracies caused us to evaluate the class charaeteristies used in the
Landsat classifications and verifieation fields, One particular problem was that the class deseriptions
were often inadequate for the diverse study area and the ground cover which was represented by
classes olten had changing class deseriptions between the Landsat elassifications and verification
data, These errors resulted in overall lower classification accuracies and identitiable need for evalu-
ation at lower classifieation levels, In many cases the results were merely a measure of the agreement
hetween two data sets and not any valid measure of classification accuracy.,

The underlying factor for much of the problems of poor correspondence between the traiving
fietds with the verification fields is atteibuted to the spatial complexity of the ground cover, There
are many combinations of ground cover resulting in an infinite possible set of proportions and pat-
terns, Additionally, most comparisons require an accurate spatial registration for the Landsat class-
ifieations and verification ficlds, In hetarogencous areas a slight shit't in the location of verification
cells will ehange the ground cover mixture, frequently changing the elass designation,

As has been demonstrated, a simple evaluation of results does not usually provide a reflection
of the true classifieation aceuracy, More likely, no single procedure will work, what is needed is o
rigarous experimental design with procedures objectively pursued,
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Table 1, Two-way decision table, The possible outcomes of Class A
for clas~ification resulis,

Decision

Truth A Not A

Is Really Class A Correct Decision Omission Error
(Type | Error)

Is Not Class A Commission Frror Correct Decision
(Type 2 Brror)
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; Table 2, The table below depiets the grouping of classes for different levels of classification,
Level of Classification

‘ 24 Classes 12 Classes 9 Classes 8 Classes

Fir i ian Coniferous ...y

Cottonwood ., v v
Aspen

\ Forest .......
; Low Vigor) ..... .
: (Lo gor) Deciduous oo
Aspen
(High Vigor)

e e e

LA

Mixed Shrub .0,

Mixed Shrub-
Sagebrush . ..

Upland Sagebrush

(Low Density) ...,
| { agebru
Uplxm.l Slngl‘L‘Sh Sagebrush + oo s e
(High Density) ...
Bottomland Sagebrush
(High Density) .

-

-

Shrub-Sagebrush, ,

Shrub ... ooy

. Forest

Shrulb and

Pinyon-Juniper

) '
| Pinyon-Juniper
,’ (Low Density) ... Pinvon-Junine N v/
Pinyon-Juniper inyon-Juniper Pinyon-Juniper,
(High Density) ...
Grass (Dry) oo
Grass
{(Dry Mcadow) ...,
' Grass GRrISS v vvvvevnns
(Dry Tundra) ...,
Grass Grass and Grass and
f (Wet Tundra) ... Agriculture ., . Agriculture
! Agriculture (Dry) ., .. .
Agriculture t\\’st) Ce > Agrieulture .
g:::t:l l;\::}lf > Barren ......... Barren ........ Barren
: waterClear ooess s Water e Water L Water
Uncategorized ..., .. Uncategorized ... Uncategorized .. Uncategorized
Pinyon-Juniper Pinyon-Juniper Pinyon-Juniper Pinyon-Juniper
Sagebrush , ... ... Sagebrush ... .. Sagebrush .., ., Sagebrush
. Agriculture Agriculture Agriculture Agriculture
) Unknown ....... Unknown ,..,. Unknown .. .. Unknown
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Table 7, The change in overall percentage agreement after correcting misregistered
Landsat classifications 1o correspond to 7' quadrangle maps,

l

i

I Level of Classifieations

l

i 702" Quadrangle Map Classes 24 Classes 12 Classes 9 Classes 8

?

| Big Beaver Reservoir +4,450 +10.0"" +11,0¢ +3,007

l

|

}‘ Hamilton +4,247 +7,0¢/ +7,01 +5.14

) , "

? Hayden +1,7% * 0,07 +0,2%
Jessup Gulch -0, +2,200 +2,00 +1,57
Sagebrush Hill +0,5¢ * * *

r
Yankee Guleh +1 47 4,007 +5.8¢ 4,07

| *Figure unavailable for Landsat data before it was corrected,
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Table 8, Example two-way contingency table,

Are the spectral and spatial
characteristies of a pixel in
correspordence with the
training field eharacteristics?

Are the class designations
for the verification data in Yes 12 3
agreement with the )
Landsat data? No
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Table 9, Signiticance levels are provided for which the null hypothesis may be rejected,

P (X> XT)

—

Class Name 24 Class Level 12 Class Level

Fir : 0,01 0.02
Low Vigor Aspen 0.33 0.50
High Vigor Aspen 0,10 0.09
Mixed Shrub 0.0! 0.01
Mixed Shrub-Sagebrush 0.01 0.01
Low Density Sagebrush 0.22 0.15
High Density Upland Sagebrush 0.27 0.16
High Density Lowland Sagebrush * 0.58
Low Density Pinyon-Juniper * 0.27
High Density Pinyon-Juniper 0.08 0.0!
Dry Grassland 0.03 0.07
Dry Meadow * "

Wet Tundra 4 *

Dryland Agriculture 0.28 0.28
Irrigated Agriculture 0.51 0.51

5'1-—*

*[nsufficient data,
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Table 10. Fir class evaluation two-way contingeney tables,

Are the spectral and spatial characteristics
of a pixel in correspondence with the
training field characteristics?

24 Class 9 Class
Level Level
Yes No Yes No
Are the pixel designations Yes 1 0 I 13 2
for the verification data
in agreement with the No 5 5 I 3 2

Landsat data?

Table 11, Mixed shrub-sngebrush class evaluation two-way contingeney table.

Are the spectral and spatial characteristics
of a vixel in correspondence with the
training ficld characteristics?

24 Class 9 Class
Level Level
Yes No Yes No
Are the pixel designations Yes 7 5 l 12 2
for the verification data in
agreement with the No 11 40 } 9 39

Landsat data?
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Figure 2.

Example of Randomly Located 10-Acre Cells — Verification Form,
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| Figure 7, Verification Cell in the Sagebrush Hill quadrangle, having barren, |
\ mixed shrub and uncategorized classes, An example of barren class (pixel

r 2) and an uncategorized class (pixel 81 designated as Jow density sagebrush

! for the verifieation data,

Figure 8, High density pinyon-juniper training {icld, occurring in the
Sagebrush Tl quadrangle,
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Table 9. Significance levels are provided for which the null hypothesis may be rejected.

P(X>xy)
Class Name 24 Class Level 12 Class Level g

Fir 0.01 0.02
Low Vigor Aspen 0.33 0.50
High Vigor Aspen 0.10 0.09
Mixed Shrub 0.01 0.01
Mixed Shrub-Sagebrush 0.01 0.01
Low Density Sagebrush 0.22 0.15
High Density Upland Sagebrush 0.27 0.16
High Density Lowland Sagebrush . 0.58
Low Density Pinyon=Juniper . 0.27
High Density Pinyon-Juniper 0.08 0.01
Dry Grassland 0.03 0.07
Dry Meadow . .

Wet Tundra - .

Dryland Agriculture 0.28 0.28
Irrigated Agriculture 0.51 0.51

*Insufficient data.




Table 10. Fir class evaluation two-way contingency tables.

Are the pixel designations
for the verification data
in agreement with the
Landsat data?

Are the spectral and spatial characteristics
of a pixel in correspondence with the

training field characteristics?
24 Class 9 Class
Level Level
Yo No o Ys Mo

Yes 1 o||3 2

N 5 s | 3 2

Table 11. Mixed shrub-sagebrush class evaluation two-way contingency table.

Are the pixel designations
for the verification data in
agreement with the
Landsat data?

Are the spectral and spatial characteristics

of a pixel in correspondence with the
training field characteristics?

24 Class 9 Class
Level Level
Yes No Yes No

Yes 7 - 12 2

No 11 40 I 9 39
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Figure 2. Example of Randomly Located 10-Acre Cells — Verification Form,
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Figure 7. Verification Cell in the Sagebrush Hill quadrangle, having barren,

mixed shrub and uncategorized classes. An example of barren class (pixel

2) and an uncategorized class (pixel 5) designated as low density sagebrush
for the verification data,

Figure 8. High density pinyon-juniper training field, occurring in the
Sagebrush Hill quadrangle.
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