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PREFACE

The Agriculture and Resources Inventory Surveys Through Aerospace Remote
Sensing is a 6-year program of research, development, evaluation, and
application of aerospace remote sensing for agricultural resources, which
began in fiscal year 1980. This program is a cooperative effort of the
National Aeronautics and Space Administration, the U.S. Agency for Inter-

national Development, and the U.S. Departments of Agriculture, Commerce,
and the Interior,

The work which is the subject of this document was performed within the

Earth Resources Research Division, Space and Life Sciences Directorate, at the
Lyndon B. Johnson Space Center, National Aeronautics and Space Administration.
Under Contract NAS 9-15800, personnel of Lockheed Engineering and Management

Services Company, Inc., performed the tasks which contributed to the completion
of this research.
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1. INTRODUCTION

1.1 BACKGROUND

This report describes the results of the Domestic Crops and Land Cover classi-
fication and ¢lustering study on area estimation, The objectives of the study
are as follows:

Task 1: To understand the current crop area estimation approach of the Econom-

ics and Statistics Service (ESS) of the U.S. Department of Agriculture
(USDA) in terms of the factors that are likely to influence the bfas
and variance of the estimators,

Task 2: To develop and evaluate alternative clustering, c\assification, and
regression methods that could be inserted into the current ESS
estimation procedure.

Task 3: To begin studies that may lead to an improved estimation procedure.

Task 1 was intended to support Task 2 by providing a working understanding of
the current ESS crop estimation approach. Such understanding is needed in
designing appropriate experiments for evaluating and comparing alternative
components.

Consideration of these alternative methods in Task 2 was principally motivated
by two factors., First, it was believed that a more theoretically based clus-
tering algorithm would be appropriate. In particular, the CLASSY algorithm
developed at the Lyndon B. Johnson Space Center {JSC) had performed well in
tests and was the candidate clustering replacement. CLASSY is an adaptive max-
imum 1ikelihood clustering algorithm which models the overall data distribution
as a mixture of multivariate normals. In addition to its clustering proper-
ties, CLASSY can also he used to provide direct area estimates. A second fac-
tor was the belief that the Editor procedure should ideally use independent
data sets for developing the regression equation and evaluating area esti-
mates., One way to do this would be to divide the available data into training
and test portions. Alternatively, this could be éccomp1ished by generating
quasi-independent segments for regression using a jackknifing technique. The
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Mean Square Error (MSE) classifier lends itself well to this use, as it makes
no parametric assumptions; thus, there are fewer parameters estimated with the
algorithm, fmplying more stable parameter estimaies, It was felt that, due to
this robust nature, the MSE classifier would be more extendible to an inde-
pendent test set.

1,2 CURRENT USDA PROCEDURE

The current USDA acreage estimation procedure comprises registration and
digitization of ground truth and raw Landsat data, development of an estimator
on the portions of the area of interest for which ground truth is available,
and application of that estimator to the whole area of interest. This study is
concerned with the procedure dsed in developing the estimator.

The acreage estimation procedure involves the following steps:

a. A registered raw data sef for the area of interest for which ground truth
is available is selectei. The data could he unitemporal or multitemporal,
and, usually, both are studied. The data se%t is separated by crop type.
It is optional to remove border pixels, poorly reaistered fields, poorly
reported fields, and pixels with extreme spectral values relative to the
rest of the ¢rop type.

b, Each ground truth crop is clustered separately, yielding a group of
clusters with known cluster labels.

¢, Several options are excercised and parameﬁers specified. Among these are:
(1) specifying the minimum and maximum number of clusters per crop type
(2) specifying separability of clusters in spectral space
{3} specifying percent convergence when combining clusters
(4} specifying a priori probabilities
(8) seeding clusters
(6) pooling the resulting clusters
{7} dropping clusters with smaii pobu]ations

{8) not clustering crops with small populations

1-2
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d. After the training set has been clustered, it is then classified; and, for
each crop, a regression 1s performed between the ground truth and the num-
ber of pixels classified into that crop class.

e. Based on the r2 of the regression, the percent correctly classified, and the
time available, the analyst may repeat earlier steps with different
parameters or options, or may drop crop types being clustered in an effort
to increase the r2 and the percent correctly classified. Thus, for each
crop, 4 regression estimator is obtained which will predict the amount of
ground truth present in the area of interest when that area is classified.

1.3 STANDARIZED PROCEDURE

For this study, 1t was necessary to standardize the use of the USDA crop
estimation procedure so that alternative clustering and classifying components
could be evaluated. The following options and parameter values were
recommended through discussions with USDA analysts:

a. Specifying a priori probabilities.
b, Clustering only crop types with a minimum of 200 pure pixels available.
¢c. flustering pure pixels only.

d, Removing pixels with extreme spectral values relative to others of the same
ground truth ¢rop type.

¢, Specifying a minimum and a maximum number of clusters per crop type (from 1
to 15) and a minimum cluster population (from 150 to 200 pixels).

f. Specifying separability of clusters in spectral space to be in the range of
006 tﬂ 0081

g. Specifying convergence when combining clusters to be within the range of 95
to 99 percent.

With these recommendations and a desire to choose an exact procedure, the USDA
Editor software was exercised on data provided by the USDA. For this data set,
a priori probabilities for each crop clustered were specified as the proportion
of that crop present in the training set.

1-3
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Clustering was done on pure pixels only, and pixels with extreme values were
omitted {clipped) from the clustering process. One analyst performed all
clipping in this study for consistency. The ¢1ipping 1imits used for each crop
type for each part of this study can be found in appendix A. To ensure a
minimum of 150 to 200 pixels per cluster, the maximum number of clusters was
specified as the number of pixels divided by 100, with no more than 15 clusters
allowed, The minimum number of clusters was specified to be ‘the maximum number
of clusters divided by 3. A separabiliity of 0.75 was used and was varely
reached before the clustering procedure stopped due to reaching the specified
minimun number of clusters, A convergence of 95 percent provided adequate
ctustering without unduly increasing the computer time.

A1 other options in the standardized procedure were as recommended by the USDA
analysts., A1l files generated during this study on the USDA Editor were
archived on tape and will be available for at least 1 year., A 1ist of these
files is presented in appendix E. Comparison of results from this standardized
procedure with the ESS Missouri analysis results are presented in section 3.

1-4
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2. DATA SET

2.1 DESCRIPTION

The Landsat data used in this study included 33 segments in northwest Missouri,
each having an area of approximately 1 square mile (259 hectares). These
segments were all contained in strata 10 (50 to 100 percent agriculture) and
had 1ittle cloud cover. Data were available for two dates: May 14 and

August 3, 1979. An additional 12 segments from the August date were available
but not analyzed because of heavy cloud cover. The counties represented in the
Missouri data set are listed in table 2-1. The ground truth proportions in the
33 analyzed segments are given in table 2-2.

TABLE 2-1.~ SEGMENTS PER COUNTY IN
MISSOURI DATA SET

Number of

County segments
Daviess
Harrison
Putnam
Schuyler
Mercer
Caldwell
Gentry
Sullivan
Linn
Livingston
Grundy
De Kalb

R P R S N I A R R

Total

KN
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TABLE 2-2.- GROUND TRUTH PROPORTIONS OVER 33 SEGMENTY

Mt somtetigre rophemss B -

*Pure = ’oor]y reqwstered

o e

p00r1y reported

Mixed Pure*

Crop Hectares | Pixels | Proportion Hectares | Pixels | Proportion
Corn 524.7 1582 0.117 211.5 651 0.101
Winter ) ,
wheat 114.0 452 .034 62.4 192 .030
Permanent
pasture 1321.5 3984 ; .296 821.3 2527 392
Soybeans 1073.2 3299 245 576.9 1773 275
Dense A
woodland 355.3 1136 .084 167.0 514 .080
Other , ,
hay 304.,5 964 072 192.4 592 .092
Other 681.5 2069 .153 64.2 194 .030

| Total 4374 7 13476 1 000 ?031 5 6443 1 Qﬁﬁ

and border p1xﬁ1s removed
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The major crops in this study are corn, soybeans, and pasture, which represent
about 12, 25, and 30 percent of tke crops present in each segment, respec-
tively. Three additional crops are also studied: winter wheat (3 percent),
dense woodland (8 percent) and other hay (7 percent). About 15 percent of the
segments consisted of other crops, mainly wasteland. For a given crop, the
minimum number of pure pixels considered for analysis was 200. The crops
Tumped together as "other" had well below 200, and other hay, dense woodland,
and winter wheat were marginal. The best performance (as measured by percent
correctly classified) in most cases was obtained for permanent pasture, in
which over 2500 pure pixels were available for training.

Listed in table 2-3 are the number of pure pixels present in ground truth in
each of the 33 segments used in this study, broken down by crop type. The

sample mean and sample standard deviation are also listed.

The Missouri data set provided by the USDA was available at the Bolt, Beranek,

Newman (BBN) remote processing center in Boston, where the USDA Editor software

also resided. The same Missouri data set was placed on tape and sent to the
Laboratory for Applications of Remote Sensing (LARS) at Purdue University.
Software for alternate clustering and classification used in this study was
located at LARS. The Missouri data sets at both BBN and LARS were identical.
The following information for each pixel was provided in the data set:

a. four zhannel values from May 14
b. four channel values from August 3
¢. ESS crop code

d. segment number

e. tract and field identification

f. Landsat row and column

g. flag indicating a border pixel

|
|
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TABLE 2-3.~ PURE PIXELS OF GROUND TRUTH BY SEGMENT
Segnent , Winter Permanent , Dense | Other
Abar orn 1 \heat pasture soybeans |\ q0diand hay
6034 5 7 45 13 ] o 38
6085 0 0 165 22 0 172
6015 3l 19 30 81 0 8
6038 0 0 0 0 0 0
6098 D v 310 0 0
6073 27 0 al 17 7 33 .
! 9046 0 0 99 0 a7 36
) 6064 0 7 46 76 40 0 ,
} 6065 29 3 28 1 0 15
) 6095 0 0 0 0 0 0 |
| 9061 86 0 0 183 0 D : 4
» 9036 5 3 3 125 0 0 |
: 6053 0 0 | 10 4 4
f\ 6058 12 0 0 171 2 35
, 9057 0 0 108 17 14 45
? | 9037 17 26 79 67 2 2
| 9062 8 0 251 18 30 16
9066 0 8 0 79 o 0
6045 6 0 340 13 0 0
9047 59 a3 42 152 3 0
6048 53 0 7 v 62 0
9097 6 0 12 82 1 62
9096 37 0 0 26 39 28
6040 9 2 124 22 8 55
6060 0 0 o 10 3 6
6035 51 5 84 125 0 34
o016 | 93 0 9 85 0 0
9051 0 35 145 9 115 0 *
6063 22 2 3 78 16 0
6050 34 0 182 0 0 79 .
9052 39 19 26 137 0 0
6059 0 0 115 18 44 14
9017 22 13 141 46 7 10 ,,
Total | 651 192 2527 1776 | 514 597 r
Sample , ; _
mean 19.7 5.8 76.6 53.8 15.6 17,9 3
Sample ,
sp* 25.2 10.8 90.1 . 55.8 27,3 23.4
*Standard deviation. o
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2,2 PHILOSOPHY OF EXPERIMENTS

The experiments were designed to understand the performance of Editor and to
compare performance when alternative components are inserted. To motivate the
analysis, two main variables X and Y can be considered, where X is the crop
acreage derived from the classifier (or the number of classified pixels,
depending upon choice of units) and Y is the corresponding ground truth acreage
for the segment. In the current method of analysis, Y is regressed onto X, as
if X were a fixed variable. Also, the regression is developed on the training
! set instead of an independent sample. Certain subtle and often overlooked

' features of the classified variable X are not accounted for in the current

E method of analysis. In particular, the values which X assumes are a function
|

of
| , a. The observed spectral values and ground truth labels of the segments used

to calibrate the classifier (training set). This implies that X is a
random variable since the training set is picked at random.

b. The number of observations in the training set. The larger the training
set, the less sensitive the classifier is to the random selection process
for picking the training set.

Now let . ‘
)(1,)(2, . ..,)(N1

ll’ u,..‘ xll
1272 ? N2

be two sets of classifier-derived acreages over two sets of randomly selected
segments. Both sets of segments are assumed to have been picked from the same
population. Ideally, Y; regressed onto X%, i =1,¢e,N;, should be "about" the
same as Y; regressed onto X?, i=1,+e+N,. The following conjectures arise:

a. If X% is obtained by classifying the training set and X$ is obtained by
classifying an independent set, the regressions will be different for
"small" training sample sizes.

/ b, If X% is obtained by classifying the training set and Xg is obtained by
classifying an independent set, then the X%-va]ues will be more closely

2-5
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correlated with the Y;-values than will be the Xg-values. This point has
bearing on the relevance of the r® values obtained by Editor and reported
by the USDA.

c. If X;' 1s obtained through a jackknifing procedure and X% is obtained by
classifying an independent set, then the regressions of Y; onto X} and Yy
onto X? will be "about" the same. This conjecture is probably classifier
dependent and is one of the reasons why a linear classifier was selected
for study.

2.3 DESIGN OF EXPERIMENTS

In Keeping with the conjectures presented in the Philosophy of Experiments
section, the design of experiments was done in three levels. The first level
consisted of training and testing on all 33 segments. This corresponds to the
current USDA estimation procedure. In the second level, the data set was
partitioned into a training set and a test set to assess the performance and
the validity of the current USDA estimation procedure. Jackknifing techniques
were used in the third Tevel as a means of obtaining independent test sets
which were larger than those obtainable by using a single training-and-test
partitioning of the data. This experimental design was strongly influenced by
the belief that the sample of segments chosen to obtain estimates is a critical
part in the whole estimation process.

Many of the experiments were run in parallel as a means of comparing alterna-
tive components. That is, the standardized USDA nrocedure was first run on a
data set, and the procedure was repeated with the only change being the use of

the CLASSY clustering algorithm to generate cluster statistics which were then

inserted into the Editor system. Then a corresponding analysis was performed
using the MSE classifier software. One experiment was designed for the USDA
Editor to specifically evaluate one particular method of estimation, namely
jackknifing. A separate jackknifing experiment for the MSE classifier was
designed. The experiments are described below in further detail; and, unless
exp]fcit]y stated, all analysis is with multitemporal data.

2-6
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2.3,1 TRAINING AND TESTING ON ALL 33 SEGMENTS

The current USDA method of training on a sample and developing the regressions
on the training set was performed using all 33 segments. The following
comparisons were made:

a. Comparison of unitemporal versus multitemporal - The entire estimation
process was carried out for unitemporal data and for multitemporal data
within the current Editor system. Summary statistics were collected. The
Hotelling's T2 test was used to determine if multitemporal data produced
significantly better estimates than unitemporal. This test is described in
detail in section 3.1.2,

b. Comparison of the current standarized USDA procedure versus the CLASSY
clustering algorithn - The entire estimation process was performed using
the standarized USDA procedure., The process was repeated but with CLASSY
cluster statistics inserted into the Editor system. Summary statistics
were collected. The Hotelling's T2 test was used to determine if the use
of CLASSY produced significantly better estimates on the training set than
the current USDA procedure.

c. Comparison of the current standarized USDA procedure versus the MSE
classifier - The entire estimation process was performed using the MSE
classifier software. Summary statistics were collected. The Hotelling's
T2 test was used to determine if the use of the MSE classifier produced
significantly better estimates on the training set than the current USDA
procedure.

2.3.2 TRAINING ON 25 SEGMENTS AND TESTING ON 8 SEGMENTS

The data set was divided into two sets: a training set of 25 segments used to
develop a classifier and a test set of 8 segments independent of the training
set. The classifier developed on the training set was used to classify both
the training and test sets. Regressions for the six crops of interest were
developed on the training set and also on the test set. This was carried out
with the standardized USDA procedure and again with CLASSY as a component of
the Editor system, and finally with the MSE classifier software. Summary

2-7




statistics are presented in later sections. The following tests and
comparisons were made;

a,

b.

C

2.3,

For each of the three classification choices, an F-test was performed to
determine if the regression 1ine developed on the training set for a given
crop was equal to the regression line developed on the test set. (A
preliminary test for homogeneity of variance must be carried out first.)
This test indicates if the regression line developed on the training set is
extendible to the test set., A discussion of this test appears in

section 3.2.1.

The current USDA clustering procedure was compared with the CLASSY cluster-
ing algorithm. The Hotelling's T2 test was performed to determine 1f the
use of CLASSY produced siagnificantly better estimates on an independent set
than the USDA procedure. The estimates for the independent set were ob-
tained from the reqression line, which was developed on the training set.

The current USDA classification procedure was compared with the MSE ¢lassi-
fication., The Hotelling's T2 tost was performed to determine if the use of

the MSE classifier produced significantly better estimates on an indepen-
dent set than the HSDA procedure.

3 JACKRNIFING

Jackknifing techniques were used to simulate the procedure of training on a
sample and developing reqressions on an independent set. The following
experiments were condurted.

Qe

Jackknifina within the Fditor system

By repeating the division of the data set into training and test portions
so that all segments appear exactly once in a test group, the combined test
groups from all repetitions represent a quasi-independent test set.

Summary statistics and regressions were obtained from this quasi-indepen-
dent test set and were compared to results obtained when training and
testing on all 33 seqgments. Details of this jackknifing are given in a
later section.
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b. Jackknifing with the MSE classifier

The data set was divided into sets consisting of 25 and 8 segments. The
set of 25 segments was further divided into a set of 24 training scaments
and « set of 1 test segment. This division of the 25 segments was repeated
so that ecach of the 25 segments appeared exactly once as a test segment.
These test segments were combined to form a quasi-independent test set of
25 segments. The Hotelling's T% test was performed to determine if the
regressions developed on the quasi-independent test set produced sigqnifi-
cantly better estimates on an independent set than did the regressions
developed on the 25 segments without jackknifing. For each crop, an F-test
was performed to determine if the regression 1ine developed on the quasi-
independent test set was equal to the reqression line developed on an
independent test set. Details of this jackknifing appear in section 5.6,
Cross~Validation Procedure.

2.4 SELECTION OF TRAINING AND TEST SEGMENTS

Before training and test segments were selected, the geography, strata
boundaries, and the Landsat imagery of the area covered by the 33 segments were

studied. These segments, when plotted on a topographic map of Missouri, covered

a rectanqular area roughly 100 miles (160 kilometers,) on a side. This
rectangle represented about one-eighth of the Tand area in Missouri. About
three~quarters of the segments were 800 feet (244 meters) in elevation. The
remaining segments were scattered around the perimeter at 1000 feet ’
(305 meters).

The geography was rolling. No major urban areas were nearby. A copy of the
topographic map is included in appendix B. Some cloud cover was at the edge of
the scene, but very little was over the segments. A fairly uniform color
distribution prevaijled.

County maps with strata boundaries were provided by the USDA, with the 33 seq-
ments identified on them. A1l 33 segments were in strata 10. Very few were




near the strata boundaries, and the segments were evenly distributed over the
counties (see table 2-1),

There were, then, two factors in the choice of training and test segments, both
related to geography, It is assumed that if soil characteristics vary over the
region, they will be most different between segments that are widely separated
geographically. Also, segments located at the extreme edges of the reaion were
slightly higher in elevation. Therefore, to obtain representative training
segments and representative test data, each group of seaments should be
distributed uniformly over the geographic region covered by all 33 segments.

Eight independent test segments were chosen by laying out a uniform grid with
eight boxes over the topographic map, One segment from each box was randomly
selected, The remaining 25 segments constituted the training group. Listed in
tables 2-4 and 2.5 are the segment number and ground truth crops present (in
pixels) for the test and training aroups, and the comparisons with all

33 segments, '

These groups were found satisfactory, since they are both fairly representative
of the total data set of 33 seaments and sti1l provide some variation,

To further validate that the 25 training segments are representative of the
entire data set, the percent of the training set correctly classified when
training with 25 seonents and with all 24 segaonts are presented in table 246,
The similarity of these results are indicative that the 25 training segments
are representative. '

In the Editor jackknifing experiment, it was necessary to partition the data
into 11 groups of 3 segments each. This was accomplished by laying a grid with
three boxes over the topographic map such that 11 segments fell into each box.
Three segments were then chosen randomly, one from each box., This was repeated
10 times, obtaining 11 test groups of 3 segments each. Each corresponding
training group was composed of the remaining 30 seagments. Mean values for each
of the 11 test and training groups can be found in appendix D.
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TABLE 2-4,~ PURE PIXELS OF GROUND TRUTH IN EIGHT TEST SEGMENTS

Winter

Dense"

s & B

| Permanent _ bther
Segment no, | Corn wheat | pasture Soybeans woodland | hay
6038 0 0 0 0 0 0
6048 53 0 7 0 62 | 0
6059 0 0 115 18 44 14
6098 0 0 310 0 0 0
9017 22 13 141 46 7 10
5037 17 26 79 67 2 2
9046 0 O 99 0 47 36
9y52 39 ¢ 19 26 137 0 0
Total 131 58 777 268 162 62
Mean of 8 | 16.41 7.2 97.1 33,5 20,3 7.8
Mean of 33} 19.7] 5.8 76.6 53.8 16,6 17.9
SD of 8 20.6; 10.6 100.4 48,9 | 26.1 12.6
S0 of 33 i 25,24 10.8 90.1 55.8 | 27.3 23.4
2-11




TABLE 2-5.~ PURE PIXELS OF GROUND TRUTH IN 25 TRAINING SEGMENTS

Segment no, | Corn ﬂg;g" pg;’;‘:ﬂggt Soybeans wgggﬁnd‘ Oﬁ'a‘;r
6015 31| 19 30 81 0 8
6034 5 7 45 13 0 38
6035 51 5 84 125 0 34
6040 9 2 124 22 8 55
6045 6 0 340 13 0 0
' | 6050 34 0 182 0 0 79
i 6053 0 0 40 104 4 4
6058 12 0 0 171 2 35
' 6060 0 0 0 10 3 6
‘ 6063 2 | 2 3 76 16 0
| 6064 0 7 46 76 40 0
| 6065 29 | 3 28 1 0 | 15
| 6073 27 0 41 17 77 33
e 6085 0 0 165 22 0 72
| 6095 0 0 0 0 0 0
4061 a5 |0 0 183 0 0
0036 5 3 36 125 0 0
, 9047 59 | 43 42 152 3 0
9051 0| 35 145 9 115 0
‘ 9057 0 0 108 17 14 4k
’ ' 2016 93 0 0 85 0 0
| 9062 8 0 251 18 30 16
9066 0 8 0 79 0 0
9096 37 0 0 26 39 28
; | 9097 6 0 12 82 1 62
Total 520 | 134 1750 1507 352 | 530
Mean of 25| 20.8| 5.4 70.0 60.3 14.1 21.2
Mean of 33| 19.7| 5.8 76.6 53,8 15.6 | 17.9
- SD of 25 | 26.8| 11.0 | 7.8 57,2 | 27,9 |25.3
| SD of 33 | 25.2| 10.8 | 90.1 55.8 27.3 | 23.4
F 2-12
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2.5 SMPLE SIZE ESTIMATES

Table 2-7 gives the sample sizes needed to detect different amounts (10, 15,
and 20 percent) of deviation from the average ground truth at various levels of
type 1 error (a) and type IT error (g) for each of the six crops.

For each
crop and for a given amount of deviation, the sample size was ohtained by

solving two simultaneous equations which relate the type I and type Il errors

to the sample size and the critical value.

standardized normal distribution.

TABLE 2-7.~ UNIVARIATE SAMPLE SIZE ESTIMATES

The equations were based on the

Average a= 0.05 o= 0.1
Crop ground MSE | A Percent , '
truth B<0.1 | p=0.2 | p=0.3 | =0.1] =0.2 | #=0.3
Corn 15,900 | 68.165| 0.1 | 231 | 167 | 127 | 177 | 122 | =sn
A5 | 103 | 74 | 57| 791 84 | 40
20 | 58 | 42 | 32| 45 | 31| 22
Winter 4.365 | 26.577 0.1 |1104 | 797 | 6on | n46 | s80 | 491
wheat AR [ any | 385 | 270 | 378 | esm | 1Ay
o 20 | 276 | 200 | 152 | 212 | 145 | 106
Permanent | 40.047 | 320.887 0.1 | 172 | 124 | 95 | 132 | 90 | 66
pasture A5 L 77 ] s | a2 | s0 | a0 | e0
a0 | a3 | o3| 2| o330 23 |
Soybeans | 32.522 | 128.773 0.1 | 105 | 76| 58| 80| 55 | 40
A5 | a7 34 26 36 25 18
20 | 21 | 19| 15| 20| 14| 10|
Dense 10.768 | 83.933 0.1 | 620 | 448 | 341 | 475 | 326 | 236
woodland 15 | 276 | 199 | 152 | 211 | 145 | 108
| 20 | 155 | 12 | 86 | 119 | 82 | 59
Other hay | 9.228 | 92.370 0.1 | 929 | 670 | 511 | 711 | 488 | 354
A5 | 413 | 208 | 228 | 316 | 217 | 158
.20 | 233 | 168 | 128 | 178 | 122 | 89
2.14
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Table 2-8 gives the sample sizes needed to detect different amounts (10, 18,
and 20 percent) of deviation from the ground truth mean vector at type I error
(a= 0,05) and various levels of type II error (B) when al) six crops are
considered simultaneously. For a given amount of deviation, the sample size
was obtained by solving two simultaneous equations which relate the type 1 and
type II errors to the sample size and the critical value. The equations were
based on central and noncentrai Hotelling's T2 distributions.

TABLE 2-8.- MULTIVARIATE SAMPLE SIZE ESTIMATES

A percent Ca= 0.05
0.1 p=0.075 R=0.187 R=0.220 g=0,295
3 46 36 34 30
0.15 g=0,083 p=0.184 R=0.264 R=0.367
2 20 18 16
0.20 R=0.11 * * *
16

*No values.
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3. EVALUATION OF STANDARDIZED USDA PROCEDURE

3.1 ANALYSIS RESULTS FOR TRAINING AND TESTING ON 33 SEGMENTS
3.1.1 COMPARISON WITH USDA RESULTS

In tables 3-1, 3-2, and 3-3 are listed the omission error, the commission
error, the residual MSE, and the rZ of the regression for each crop from runs
made with the standardized procedure and all 33 segments for training (columns
headed JSC). Also included (when available) for comparison are figures provided
by the USDA from similar runs made by USDA analysts (columns headed USDA).

The percent correctly classified is equal to one minus the omission error.
From the omission and commission errors, it is apparent that the August acqui-
sition provided better results than the May acquisition. In section 3.1.2, a
multivariate statistical test was performed to determine if multitemporal data
provided significantiy better estimates than the August data.

3.1,2 HOTELLING'S TZ TEST COMPARING UNITEMPORAL AND MULTITEMPORAL ESTIMATES

To compare the performance of the standardized USDA procedure using different
types of data, namely unitemporal and multitemporal, a criterion to measure the
performance must first be defined. The criterion adopted in this study is a
vector consisting of the absolute differences between the ground truth and the
regression estimate for each of the six crop types of interest. Multivariate
statistical analysis techniques have heen applied, because the major objective
is to evaluate the performance of the procedures in classifying and estimating
the crop hectarage of all six crop types simultaneously. To compare the
unitemporal and multitemporal results, a test is made of the equality of the
two mean vectors of the absolute differences (vectors of means of the absolute
value of the differences.) If the hypothesis of equal mean vectors is
rejected, the type of data yielding a smalier mean vector of absolute dif-
ferences between the ground truth and the regression estimate is preferred.

3-1
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TABLE 3-1.- EDITOR MULTITEMPORAL PERFORMANCE MEASURES FOR
TRAINING AND TESTING OM 33 SEGMENTS
2 Percent Omission | Commission || Residual
correct error error MSE
Crop , . o _
| JSC | USDA [{JSC | USDA || JSC | USDA |} JSC USDA JSC USDA
Corn 0.801] 0.82 {10.73] 0.67 1 0.27 | 0.33{{0.37 | 0.24 || 68.2 | * .
Winter ; ; ‘ :
wheat 381 52 .29 340 J71] .66 .56 A4l 24,61 * ;
Permanent ‘ |
pasture L9101 .80 .79 L7514 .21| .251 .46 .36 (320,91 * ;
Soybeans || .85| .85 .79| .78| .21| .22|l .33 | .23}128.8| * %
Dense
woodland 621 651 47| A7 B3} .53 .64 A4 1 83,91 *
Other hayj .20 .48 .22 .32 .78 .68}l .60 B2 10 92,41 %
TABLE 3-2.- EDITOR AUGUST PERFORMANCE MEASURES FOR
TRAINING AND TESTING ON 33 SEGMENTS
2 Percent Omission | Commission Residual
C correct error error MSE
rop . ; ; , ,
» JSC | USHhA }} JSC USDA‘ JSC v USDA 1 JSC ISDA )| JSC | USDA
corn 0.421 0,37 110.52 | 0.43 (] 0,48 | Q.R7 || D.R6 | 0.47 || 197.8] *
Winter .
Permanent !
| pasture J41 78 W72 WJ73V W27 W27 .62 A4 11391.5] * Wl
Soybeans || .75| .75 | 74| .74l .26| .26| .37 | .20(214.0] * |
Dense
woodland .44 A4 31 34 .68 .66 .58 JB5ll126.8¢ *
Other hayjy .03} .184 .08} .12} .92| .88) .79 J3) 1114 % ‘
*NQ values., é
3-2
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TABLE 3-3.- EDITOR MAY PERFORMANCE MEASURES FOR

TRAINING AND TESTING ON 33 SEGMENTS

P2 Percent Omission J| Coomission Residual
Crop correct error error MSE
JSC | USDA [ JSC | USDA || JSC | USDA j| JSC USDA || JSC  USDA

Corn 0.07 | 0.35 {0.26 | 0.18 }i0.,74} 0.82 }1 0.76 | 0.58 ||313.,4 *
Winter
wheat Ol W12 021 .09 .98 .91| .88 66 30,0 *
Permanent 7
pasture 581 W74 .68 J77 | .321 .23 .51 .44 || F48.9 *
Dense _
woodland A4 44 1 33| .24 .67 .76 .65 53| 126.2  *
Other hayy .05 .20 .16 .19% .841 .81l .64 .64 1109.1 *
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The hypothesis is now formulated and tested as follows:

Let
[in1] ERn
Ha2 H32
wp =831 3 o, =183 (1)
A * B
Y 34
A5 HRs5
w3 el
where
ps = the mean of the absolute difference between the ground truth and

the regression estimate of crop i from the USDA procedure using
multitemporal data,

Mgy = the mean of the absolute difference between the ground truth and the
regression estimate of crop i from the USDA procedure using unitemp-
oral data, (crop 1 is corn; crop 2 is winter wheat; crop 3 is permanent
pasture; crop 4 is soybeans; crop 5 is dense woodland; crop 6 is other
hay.)

It is desired to test

HO: Mg - g E 0 i2)
Hl: Hp - Mg #0

It is assumed that a random sample of 33 segments was chosen. Classification
has been performed; and ground truth, c¢lassification results, and regression
estimates were obtained for each of the 33 segments. Let

oy g

1

Y15 a1 513
Y23 "2y 823
Y3 . Yasi| . Yp3; |
Yj = . 3 YAj = - ; YBj = . 30J = 1,2,004,33 (3)
43 AA4J “843
53 a5 a5
63, 463 o5
3-4
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where

Yij = the ground truth of crop i in segment j

?Aij = the regression estimate of the ground truth of crop i in segment j from
the USDA procedure using multitemporal data

?Bij = the regression estimate of the ground truth of crop i in segment j from

the USDA procedure using unitemporal data, i = 1,+¢¢,6

To test the hypothesis, the vectors formed are

Y15 = Yarg! = Wiy - Ypyy!

,, s 0§ = 1,400,33 (4)
Wag = aag! = Mag = Yoay!
W5 = Tass! = Va5 - Ts;!
63 = Yags! = o3 = Vies!

The Hotelling's T2 testing statistic is given by
?=nasta (5)
where
N sample size
a =L,
N‘j=1 J

the sample variance-covariance ratrix of dj

"

Sd
The computed T2 = 44.8324, and T2) 5 (6,32) = 17.4. Since T2 > T2; o (6,32),
we reject H0 PHp o= Mg = 0 at the 0.05 level of significance and conclude that

the mean vectors of absolute differences are not the same for multitemporal and
unitemporal data. And since
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C5.35304] [0
-0.40304| |0
7= |-0.81182) (|0 (6)
-3.14828] |0
-1.89001] |0
-1.10818] |0 |

it indicates that the regression estimates obtained from multitemporal data
seeim to be closer to the ground truth for all crop types than the regression
estimates obtained from unitemporal data. It is therefore expected that

mul titemporal data will produce better estimation results.

3.2 EVALUATION ON AN IMDEPENDENT TEST SET
3.2.1 TRAINING ON 25 SEGMENTS AND TESTING OM 8 SEGMENTS

One of the purposes of this study was to evaluate how well a classifier and the
regression equations which weve developed on the training set performed on an
independent test set. OFf the 33 segments available for analysis, 8 were chosen
as a test set. The remaining 25 segments were then used in the standardized
USDA procedure to train a classifier and to develop the regression équations
for the six crops beinq studiced. Performance measures of this classifier on
the 25 training segments and on the 8 test scqments are given in table 3-4.
Also listed in this table are the r2's (r = the correlation coefficient) and
the regression MSE's for each crop in both sets of segments. This table shows
that the training set had lower omission and commission errors for each crop
than did the test set, with the exception of other hay. Also, the training set
yielded higher r2's than the test set, with dense woodland as the only
exception. Both dense woodland and other hay are considered minor crops in
this study., Finally, the overall percent correct is 57.70 for the training set
as compared to 42.00 for the test set.

To determine whither the regression lines fitted to the 25 segments in the
training set were appropriate for predicting ground truth in the 8 independent
test segments, a two-stage F-test was performed for each crop. This test is
constructed to determine if the regression 1ine developed on the training set
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is significantly different from the regression 1ine developed on the test

set. The structure of this test requires that the residual sum of squares for
each line be pooled to form a common variance estimate, Thus, homogeneity
tests for the error variances of the training and test sets must first be
performed. These tests are outlined below.

Assume that the linear relationship between the ground truth and the number of

pixels classified for the training set is given by -
Vi = At byXy* eppann 73 ;
and for the test set is given by é
Vi = gt bpky *+ eresy (8) i

where ETRAIN and ErpgT Are the random errors of the models, with variances
”?RAIN and “%EST’ The hypothesis for testing homogeneity of variances is
stated as:
. 2 1
ot 97est ® 9TRaIN (9)
. 40 . 2
it 97esT * “RaIn

The testing statistic 15 F = MSErgqp/MSEppapy, where MSErpcr and MSEpp, . are
the residual mean square errors obtained by separate regressions on the test
set and the training set, respectively. The null hypothesis Hy is rejected at
Tevel 0.10 if F > F(n.95,6,23) = 2.51 or if F < (0.05,6,23) = 0,260.

If the homogeneity of variances is not rejected for a crop, then the following
hypothesis is tested:

Hp: training set regression line = test set regression line
Hy: training set regression line # test set regression line

The testing statistic is

SSEp = SSEqparn = SSEygsy
L i
SStrparn b >FrEsT
79
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where SSETEST’ SSETRAIN’ and SSEALL are the residual sums of squares obtained
by separate regressions on the test set, training set, and combined test and
training sets, respectively. The null hypothesis Hy 15 rejected at level 0.05
if F > F(0.95,2,29) = 3.32. Results for these two tests for the six crops are
given in table 3-5 (page 3-11). Homogeneity of variances was rejected for the
major crops of corn, permanent pasture, and soybeans. Of the three remaining
crops, the equality of the training set regression line and the test set
regression 1ine was rejected for the crop other hay.

In the first part of this section, F-tests were performed to determine if the
regression line developed on the training set was significantly different from
the regression 1ine developed on the test set. These tests provided infor-
mation as to the extendibility of the area estimation procedure which is
currently being used by the USDA. In this section, an alternative method ijs
presented with which to gain insight into the question of this extendability.

As known from regression theory, an estimator for the model variance can be
obtained by summing the squared residuals from the regression and then dividing
this quantity by its degrees of freedom. A similar estimator is now

described. This estimator, denoted by 32 , is a weighted average of the 8
squared residuals obtained when the regression equation from the 25 training
segments is used to predict the ground truth (Y) for the 8 test segments. The
calculation is given hy

A'2
N 8 (Y, = Yg)
02:%;2 LI . (11)
i=l (X, -~ X)
1+ 14 !
75" 75 "
(X, - %)
=Y
where
Y; = ground truth hectarage for segment i in the test set,
'i’.".'l,-'a,By
3-9
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Y = estimated ground truth hectarage for segment 1 in the test
set using the training regression equation as a predictor,
1 = 1’-00’8

X = number of classified pixels for segment i in the test set,

= 1,00¢,8
R = the mean number of classified pixels per segment in the
training set

25
?: (Xj - 2)2 = the corrected sum of squares for the independent variable
=1 in the training set

And 5 ) : (X, - x)z >
C L 1 3 o
orest * OTRAIN (25t 75 — 1" (EY; - EY;)
. 8 4 ‘ (XJ - X)
E(o%) = & 3 e TT, (12)
i’l 1 (Xi ol A)
1+ +
x 2
S -0
=

It can be seen that E(;z) depends upon the training set through its variance
“%RAIN and EQ{' Likewise, E(Qz) depends upon the test set through its
variance OTEST and EY;, If thg trainigg set and test set share the same
reqress1on line and STRAIN = 9TEST © ¢ is a ¢ommon variance, then
E(o?) = 2 No formal tests were made using az, but for a given crop if 0% is
ons1derab1y different from the MSE of the training set, it is an indication
that ”%RAIN # 0$EST and/or the training set regression line is significantly
different from the test set regression 1ine. Table 3-6 lists the MSE's of the
six crops on the training set, which are unbiased estimates of the U%RAIN‘S‘
~2

Also 1isted is o“ for each crop. For crops for which the homogeneity of

variances was rejected in table 3-5, it appears that MSE's of the training set

are quite different from their corresponding ®'s.
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TABLE 3-5.- EDITOR MULTITEMPORAL ANALYSIS:

F-TESTS FOR
HOMOGENEITY OF VARIANCES AND EQUALITY OF REGRESSION LINES

Computed F

Computed F

Crop for homogeneity | for equality of
of variances regression lines

Corn *7.043
Winter wheat 1.723 2.66
Permanent pasture *7.178
Soybeans *3.308
Dense woodland 505 13,296
Other hay 658 13.383
Critical values .260, 2,51 3.32

?Homogeneity of variances rejected.
Equality of regression 1ines rejected.

TABLE 3-6.~ EDITOR MULTITEMPORAL ANALYSIS:

OF THE 25 TRAINING SEGMENTS AND o2's OF THE

8 TEST SEGMENTS

| Crop MSE 52

Corn |  28.80% 147.517
Winter wheat { 21.628 43.449
Permanent pasture | 176.736 | 1025.186
Soybeans 119.426 438,685
Dense woodland 72.595 88.132
Other hay 79,541 110.431

3-11
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3.2.,2 JACKKNIFING WITH THE EDITOR SYSTEM

Ideally, it is desirable to have a large sample with which to train a classi-
fier and another large sample independent of the first with which to develop a
regression 1ine. The advantage of having a large sample is that the sampling
varfability is reduced as the sample size increases. When it is impossible to
have a large training sample as well as a large sample with which to develop
the regression line, a jackknifing procedure can be employed. The jackknifing,
which 1s now described, simulates the method of training a classifier on a
sample and then developing a regression on an independent sample.

The 33 segments were grouped into 11 sets containing 3 seqments each. 0Nne set
of 3 segments became the test set, while the remaining 10 sets were pooled and
used to train a classifier. The test set containing three seqments was then
classified, This procedure was repeated 10 more times, with each set of

3 segments being the test set exactly once, and the remaining 30 segments being
used to train a classifier. The 11 test sets were then combined, resulting in
a sample of 33 segments, each having qround truth (Y) and a classification
variable (X).

Reqression equations for the 6 crops of interest were developed on this com~
bined set of 33 scaments. The reqression MSE's, ra‘s, and ¢lassification
performance measurements are given in table 3«7 for this combined set. For
comparison, the classification results obtained when all 33 seqments were used
to train the ¢lassifier are also given. With only one exception, the omission
and conmission error rates are higher in the jackknifed set than in the set
where all 33 segments were used in the training. Also, the ré's are lower in
the jackknifed set. For the major crops of corn, permanent pasture, and
soybeans, the decrease in r® is 0,15, 0.23, and 0.14, respectively. The
results of this jackknifing study indicate that the ré's reported by the USDA
are overestimated.

3-12
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4. EVALUATION OF THE CLASSY CLUSTERING ALGORITHM

4.1 INTRODUCTION

The CLASSY clustering algorithm is an adaptive, maximum 1ikelihood clustering
procedure developed at JSC (refs. 1 to 4). The algorithm is fundamentally a
density estimation algorithm which approximates the overall data distribution
as a mixture of multivariate normal distributions. That is, if x is an
ohservation vector and p is its probability density function, then

m
p(_’_"mofm) = Q aipi(?,(l}_li.ﬂ.i) (13)
where
aj = a priori probability of occurrence of class i

i

multivariate normal probability density function for class i with

mean vector y and covariance matrix I
i
total number of classes

pi(xhyy,2y)

u

m

]

full set of parameters
('i.e., {al,'°.,am, Ela...’_}_jm, 5:1,"‘,2'“})

m

Given a set of statistically independent, unlabeled sample vectors {gj}, the
Tikelihood function may be formed in the following manner:

N m
L({ﬁj}lm,'_’_fm) = H [Z aipi(ﬁjlyi,ﬂ-)] (14)

j=1 li=l 1

where N is the total number of samples.

So far, the assumptions and equations parallel the usual maximum 1ikelihood
development. In using CLASSY, the additional assumption is that each value of
the parameters m and T, occurs with an a priori probability distribution
A(m,zm). This Bayesian formulation of the problem is taken to avoid the
degenerate situation of increasing the 1ikelihood by generating more and more
clusters with smaller and smaller values of aje The practical limit of this .

process is that each class will be associated with only one data point.

P,
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In practice, the a priori probability A(m,ym) has been chosen as

m
8 IT c; forn_ e
Almyg) =¢ d=1 W L (15)
0 otherwise

where

O
—ty
1

= a constant containing normalizing factors over T, Space

overall normalization constant

oW
"

Rm

L}

finite region of n, space corresponding to allowable values for the
parameters

The objective of CLASSY, then, is to determine the discrete parameter m and the
continuous parameter vector = so as to maximize the following function.

, N m ‘
LECxg3omem,) = Alm,x) 325 Fg% aip1(§jlyi,sii (16)

The value of m and n  which maximize equation (16) specify a set of dis-
tributions called clusters.

Many approaches may be taken to maximize equation (16). The approach chosen in
CLASSY is to interleave the maximum likelihood iteration [designed to maximize
LO{x;}.mm.) with respect to the continuous parameter vector n] with a discrete

J
split, join, and combine process [designed to maximize LOfxs bom,m ) with

respect to the discrete parameter m]. Although the theoret§c31 convergence
properties of this procedure have not been examined, it is expected that, by
alternating these two techniques, values of m and x corresponding to at least a
Tocal maximum of L({gj},m,gm) will be determined. Since the splitting and
combining techniques operate around each existing cluster, and the statistics
for hypotheses concerning different numbers of clusters are maintained
separately, it has been observed that the final local maximum will often be

global.
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Necessary conditions for a maximum of L({gj},m,gm), assuming a fixed number of

3

% classes m, are well known [see Duda and Hart (ref. 5) and Wolfe (ref. 6)] and

f are given by the following equations:

a;p; (% 1y 524)

5 U 1%y am) = L] (17)
K 1 g (i1 ) (1‘8)

a; = PLIIXy s

l i N'g;i K*=m

- o

l 4 =y (19)

|

Z p(i l’fk’ltm)

=

N
T T

N
:;;1 p(i 1%y 1)

where p(il§k,qm) is the posterior probability of class i, given the kth sample
vector and the values of the parameters; and aj, uy, and I, i= lees,m are the
] elements of m.

CLASSY uses a direct functional iteration to maximize equations (19) and (20);
that is, estimates for By and 21 are used in the right-hand side to produce
improved estimates on the left-hand side. Estimates for the a priori class
probabilities, a;, are computed using an iteration scheme which has proved to
converge more rapidly than the simple functional iteration using equation

; . (18). The scheme used is described in reference 4.

The optimization of L({x;},m,m,) with respect to the discrete parameter m
generates hypotheses concerning the number of clusters and the subsequent
testing of these hypotheses using a likelihood ratio test. At certain points
in the process of maximum likelihood iteration, it is possible to generate a
hypothesis concerning the fit of a given cluster to the data; namely, either

4-3
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that the data are better represented by two clusters rather than one (a split
hypothesis) or that the data are better represented by combining the given
cluster with another cluster (a join hypothesis). Each cluster is periodically
checked throughout the program to see if either a split or a join hypothesis
seems reasonable. Measures of skewness and kurtosis are compared against
values expected for a single, normal distribution to see if a split hypothesis
should be considered. A measure of cluster simjlarity is used to determine if
a join hypothesis is appropriate.

Clusters may be eliminated as the result of a 1ikelihood ratio test or if their
estimated a priori class probability in the mixture falls below a set thresh-
old. Details concerning the split, join, eliminate operations as well as the
operation of the algorithm in a general may be found in references 2, 3, and 4.

4.2 DESCRIPTION OF PROCEDURE

In order to evaluate the CLASSY clustering algorithm as a replacement for the
clustering algorithm currently used in the Editor system, twe different
experiments were performed.

In the first of these experiments, CLASSY was used to cluster the pure pixels
for each of the 6 test crops in the 33 Missouri segments. Unlike the
standardized USDA procedure, outlying pixels and poorly registered fields were
not removed before c1ustering. The resultant cluster statistics for each crop
were transferred to the Editor system, and all pixels in the 33-segment area
were classified using Editor's maximum 1ikelihood classifier. Regression
equations relating the classified pixels to the ground truth hectarage were
developed for each crop. The performance measures for classification and
regression, including the percent correctly classified, the omission and
commission errors, and the r2 and MSE for regression are given in table 4-1.

In the second experiment, CLASSY was used to cluster pure pixel data for each
crop contained in 25 of the available 33 Missouri segments. The remaining 8
segments were reserved as an independent test set for use in evaluating the
classifier and regression equations developed using the 25 training segments.

4-4
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TABLE 4-1.- CLASSY MULTITEMPORAL PERFORMANCE MEASURES FOR
TRAINING AND TESTING ON 33 SEGMENTS*

2 % ‘Com-

Crop MSE r Correct Mmission nission
Corn 23.33 | 0.9308| 72.31 27.69 29.47
Winter
Permanent
pasture 239.79 84351 76.45 24.55 45.50
Soybeans 85.95 .8877 | 81,587 18.43 34,01
Dense ,
woodland 62.53 «7195] 49,74 50.26 51,50
Other hay 59.45 48451 26.14 73.86 63.05

*Qverall % correct = 58.10.
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The purpose of this experiment was to determine if the performance of the
hectarage estimation system on an independent data set was comparable to its
performance on the training data set. The percent correctly classified, the
omission and commission errors of the classifier developed on the 25 training
segments and those from the 8 test segments are given in table 4-2. Similarly,
the MSE and r2 for the regression equations developed separately on the 25
training segments and on the 8 test segments are also given in this table. The
last column in table 4-2 is an unbjased estimate of the error variance in
applying the regression equation developed on the 25 training segments to the 8
test segments. This is the same statistic described in section 3.2.1.

In section 4.3, a statistical comparison is made of the hectarage estimates
obtained when using CLASSY to cluster all 33 segments with the corresponding
estimates using the standardized USDA procedure. In section 4.4, a similar
statistical comparison is made for the estimates obtained for the eight
independent test segments. Finally, in section 4.5, a test is made to
determine whether the regression line developed on the 25 training segments is
statistically different from a line fitted to the 8 test segments.

4.3 COMPARISON OF CLASSY AND THE STANDARDIZED USDA PROCEDURE

To compare the performance of CLASSY and the standardized USDA procedure, the
criterion defined in section 3.1.2 and the Hotelling's T2 test on the mean
vectors of absolute differences have been used.

Let Bb?
Heo
he = Hes (21)
Hca
Hes

s

where Heq is the mean of the absolute difference between the ground truth and
the regression estimate of crop i from the CLASSY procedure.
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We now test:
HO: g = Mo ® 0

Hl: A - W #0
where a is defined in section 3.1.2. The Hotelling's T2 testing procedure for
the above problem is similar to that described in section 3.1.2. The computed
T2 §s 44,1959, and T2y 5(6,32) is 17.4. Since T2 > T2y 5(6,32), we
reject HO: Hp = Hg = 0 and conclude that the mean vectors of absolute
differences are not the same for the two procedures. And since

(22)

[1.69696] [0]
0.36333 0
3= (2% 1510 (23)
0.37909 0
0.99424 0
2.08121] [0

indicates that the regression estimates obtained by using CLASSY seem to be
closer to the ground truth than the regression estimates obtained by using the
standardized USDA procedure, it is believed that the CLASSY clustering
algorithm performs hetter than the clustering algorithm used in the
standardized USDA procedure.

4.4 COMPARISON OF CLASSY AND THE STANDARDIZED USDA PROCEDURE BY WEIGHTED MEAN
VECTORS '

Another testing was done on the mean vectors of weighted absolute differences
so that crops with larger ground truth proportions contributed more in
distinguishing the difference between CLASSY and the standardized USDA
procedure., The hypothesis is formulated and tested as follows:

Hot MR - Mg =0

koo - (24)
Hl: MR- g +0
4-8
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where

a1 Y1
" *
a2 c2
* *
- "Qa x ”23
. NA = “N‘ ’ uc pGQ
* *
a5 K5
* *
VA6 | c6]
and “;i = the mean of the weighted absolute difference between the ground
truth and regression estimate of crop i (weighted by its ground
truth pixel proportion) from the USDA procedure
*

Mgi = the mean of the weighted absolute difference between the ground
truth and regression estimate of crop i (weighted by its ground
truth pixel proportion) from the CLASSY procedure

The computed T2 is 20,0823, and T3 ,+(6,32) is 17.4. Since
%> Tg 05(6,32), we reject Hy: uy - ug = 0 at the 0,05 level of significance
and conclude that the weighted mean vectors of absolute differences are not the

same for the two procedures. And the following

[0.446021) [0
0.026101 0
g% = [0-88508 | [0 (25)
0.281399 0
0.169621 0
0.149436] | O]

indicates again that the CLASSY clustering a1gorithm seems to perform better
than the clustering algorithm used in the current USDA procedure.

4.5 COMPARISON OF CLASSY AND THE USDA STANDARDIZED PROCEDURE ON AN INDEPENDENT

TEST SET

In this study, the 33 segments were divided into two sets. One set consisting
of 25 segments is called the training set; the remaining 8 segments form the

49
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test set. The 25 training segments were used in training the classifier and in
obtaining the regression coefficients. The regression 1ine was then applied to
the eight'test segments to determine how well the line predicts crop hectarage
using an independent set. This study has been completed for both CLASSY and
the standardized USDA procedure. To compare thg performance of CLASSY and the
standardized USDA procedure on an independent test set, a similar Hotelling's
T2 test as in the previous section has been done on the eight segments.

The computed 12 §s 11,035, and Tg.05(6,7) is 405.92. With this sample of 8
segnents, since T2 < T8.05(5'7)’ there is not enough statistical evidence to
reject the hypothesis that the mean vectors of absolute differences between
ground truth and the regression estimate are the same for the two procedures on
an independent test set. A larger independent test set would be more
appropriate because the critical value Tﬁ(p,N ~ 1) decreases rapidly as the
sample size N increases. |

A.6 COMPARISON OF TRAINING AND TEST SET REGRESSION LINES

In order to determine if the regression lTine fitted to the 25-segment training
data was appropriate for the 8 independent test segments, a two-stage F-test,
as described in section 3.2, was performed. The results are presented in

table 4-3. Corn and permanent pasture did not pass the homogeneity of variance
test. The test for equality of regression lines indicates that the regression
lines are different only for dense woodland and other hay. However, the fact
that corn and permanent pasture failed the homogeneity of variance test indi-
cates that different regression models exist for the training and the test sets
for these crops.

4-10




TABLE 4-3.~ CLASSY MULTITEMPORAL ANALYSIS:
HOMOGENEITY OF VARIANCES AND EQUALITY OF REGRESSION LINES

F-TESTS FOR

Compdie& Fi

Computed F

Crop for homogeneity | for equality of
of variances | regression lines

Corn *13.03
Winter wheat 1.34 0.09
Permanent pasture *5,03
Soybeans 1,66 0.10
Dense woodland 1.06 6.82
Other hay 1.01 ?3.61‘,
Critical values .260, 2,51 3.32

«f

*Homogeneity of variances rejected.
Equality of regression lines rejected,

4-11
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5. EVALUATION OF THE MEAN SQUARE ERROR CLASSIFIER

5.1 BACKGROUND

The MSE classifier (ref. 7) is an algorithm intended to exploit the Bayes
classification rule, which assigns an observation x e R™ to one of m
populations, wy,Wp,***,up, in which the lowest conditional average loss is
incurred in so assigning x. This conditional average loss for population j is

given by

uj(g) = g ¢y pluwy1x) (26)

where cy4 is the cost incurred in assigning x to w5 when it actually belongs in
wi, and plwjix) 1s the posterior probability that x is an observation on wj.

If a zero cost is assumed for correct classification and equal costs of one for
incorrect classification, then the optimal classification rule which minimizes
tota) expected loss also minimizes the probability of error in classification.
In this context, the cost function Cjj can be expressed as

Cij = (1 - ‘Sij) (27)
where

61-3 =1ifi= j
and

by (%) = 1}1131 (1 - 65)plu %)

=1 - p(wj|§)
Thus x 1is assigned to w; if
uilx) < uj(>_<) 3 = 1,2,000,m, § #1 (28)
or equivalently,
pluwglx) > p(wjlg) i J=1,2,00em, § o#i (29)
5-1
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The particular algorithm used in this experiment was developed by S, G. Thadani
(ref. 7).

For a given observation x, m loss functions are estimated where, for each §,
uy{%) 1s approximated by

where
20) = Loy (x),00n (001

is an r-dimensional vector whose components are linearly independent functions
of x, and
= [N} T
a5 = (a5),000504,)

{s a parameter vector determined so that the following MSE is minimal:

B Lug(x) = wylag 002 (31)

The expectation with respect to the overall mixture density function is denoted
by ET{.}O

*® .
It has been shown (ref. 7) that the vector a; that minimizes equation (31) is
the same vector that minimizes

‘. m
J . 7 2 —
M (ay) = 22_:1 plughE Luylas,x) - ¢l (32)

where E,{+} denotes the expectation with respect to the conditional probability
density function p(glwz); additionally, if we define

j 5|§j|2 1 & N o ) 2
j = 1’ooo’m
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where 51£ is the i ,th training sample from class wg and lgjlz ‘ g} 3;, then if

£, Lo (0 Tgy (0 o 5 4= 1,0enr (34)
= l’ooo,m
it can be shown that
1im ¥ (a ) = Mﬂ(aj (35)

The approach, then, is to minimize Mﬁ(aj) with respect to ay and to use a
reasonably large number of training samples. If N; represents the number of
training samples from class i and N = Ny + vee N ne then

N .. ¢
ay E;& ¢(xk)¢ (x,) + el Eéi c 2: #x (36)

Where the el term assures that the sum is positive definite.

Since equal costs of 1 for misclassification are assumed; this minimizing
vector can be expressed as

N
2% = [Z; -(-k)¢ (%) + eIJ 5;% 1Z;l¢(x1 ) (37)
24

5,2 DESCRIPTION OF PROCEDURE

The procedure used in testing and evaluating the MSE classifier on the USDA
data set consisted of the following four tasks:

a. A determination of the most appropriate form of the classifier.

b. A simulation, using the MSE classifier, of the standardized USDA procedure
in which the classifier is trained on all the data for which ground truth
is available.

¢. A performance evaluatics of the MSE classifier on an independent test set.

5-3
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d. An investigation of the efficacy of using a cross-validation procedure to
produce a different regression estimator.

A detaited discussion of each of the four tasks and the results follows.

5.3 DETERMINATION OF THE CLASSIFIER

This task addressed the issues of whether pure pixels only should be used in
training the classifier and whether the terms of either a linear or quadratic
function should be the components of ¢(x). Separate computer runs were made in
which pure pixels and then all pixels were used, respectively, for training.
Additional runs were made using, first, a linear form of ¢(x) and then a
quadratic form. The conclusion reached was that a classifier trained on all
the pixels in the crops of interest and using a quadratic form of the vector
function ¢(x) produced the best classification results.

Since no clustering is done in the algorithm, valuable information is probably
lost in restricting the training set to pure pixels. In each subsequent task
described, reference to training the classifier will assume the use of all
pixels in the training set and the terms of a quadratic function as entries of
p(x).

5.4 SIMULATION OF THE STANDARDIZED USDA PROCEDURE

In this task, the MSE classifier was trained on the crops of interest in the
33 segments and then used to classify all pixels in the 33 segments. For each
crop, the absolute values of the residuals were compared to the corresponding
USDA results using a Hotelling's T2 test for multivariate data. This test was
applied again on the same data with the exception that, for each segment, the
absolute values of the residuals were weighted by the proportions of the crops
of interest in that segment. A discussion of the results of both tests
follows. Following this discussion is table 5-1. This table reflects the
statistics collected over the 33 segments.




5.4.1 COMPARISON OF THE MEAN SQUARE ERROR CLASSIFIER AND THE STANDARDIZED USDA
PROCEDURE

The Hotelling's T2 test, as described in section 3.1.2, has been performed to

compare the results from the MSE classifier with the results from the

standardized USDA procedure. Stated below are the testing procedure and the

inferences.

Let [Hp1]

n2
Y03 (38)
Vg
Yos
06
where Moy is the mean of the ahsolute difference between the grourid truth and
the regression estimate of crop i from the MSE classifier.

u

We test - .
Hot ia - =0

(39)
it e W wo

where A is defined in section 3.1.2.

Using the ground truth and regression estimates on the 33 segments, the
computed T2 is 21.777 and T§,5(¢,32) is 17.4. Since T2 > T§ 5(6,32), we
reject Hp: Wp = Hp = 0 at the 0.05 level of significance and conclude that the
mean vectors of absolute differences are not the same for the two procedures.
In this case, however, we have

[ 0.52919]
-0,27372
3 =|-117319
-0.34008
-0.67899
-4.15128

(40)
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Thus, it cannot be concluded that one procedure is better than the other
because the elements in @ do not have the same sign.

5.4.2 COMPARISON OF MEAN SQUARE ERROR CLASSIFIER AND STANDARDIZED USDA
PROCEDURE BY WEIGHTED MEAN VECTORS

Similar testing, as in section 4.4, was done on the mean vectors of weighted

absolute differences. We test

Hot Mk - § =0 |
; (41)
Hl: ‘]K - UB # 0

* . * \ . . *
where Ma is defined earlier and Mp is defined in a similar manner as My e

The computed T2 is 8.2857 and T§_o5(6,32) is 17.4. Since T2 < T§ o5(6,32),
there is not enough statistical evidence to reject the hypothesis that the
weighted mean vectors of absolute differences are the same for the two
procedures.,

TABLE 5-1.~ MSE CLASSIFIER MULTITEMPORAL PERFORMANCE MEASURES FOR
TRAINING AND TESTING ON 33 SEGMENTS*

Crop MSE r? % Correct [ Omissjon | Commission
Corn 51.90 [ 0.8460 66.61 0.3439 0.2412
Winter 24.63 .3781 20,13 .7987 .4013
wheat '

Permanent | 361.16 .7643 85.34 .1466 .5001
pasture

Soybeans | 128.02 .8478 83.48 L1652 .3573
Dense 95.15 .5733 33.98 .6602 .4765
woodland /
Other 115.38 .0005 1.87 .9813 4706
hay

*0verall % correct = 57.04.
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5.5 MEAN SQUARE ERROR CLASSIFIER PERFORMANCE ON AN INDEPENDENT TEST SET

The MSE classifier was trained on the same 25 segments previously referred to
as the training set, and all pixels in the 33 segments were classified. The
regression equation determined by the 25 points obtained in the training
process was used to predict the ground truth hectares in the 8 test segments.
A Hotelling's T2 test was applied on the mean vectors of absolute differences
of the ground truth and regression estimates on the 8 test segments, The test
is now described.

5.5.1 COMPARISON OF THE MEAN SQUARE ERROR CLASSIFIER AND THE STANDARDIZED USDA
PROCEDURE ON EIGHT TEST SEGMENTS
When the performance of the MSE classifier was compared to that of the
standardized USDA procedure on an independent test set, a Hotelling's T2 test
on the mean vectors of the absolute differences was conducted on a set of eight
segments. The computed T2 was 25.1924 and T%_05(6,7) was 405.92. Since T2 <
T%.05(6,7), there is, again, not enough evidence to reject the hypothesis. A
larger independent test set is needed.

5.56.2 F-TEST FOR EQUALITY OF TRAINING AND TEST REGRESSION LINES

The two-stage F-test described in section 3.2 was used to determine if the
regression 1ine fitted through the 25 points using the MSE classifier was
adequate to predict the ground truth in the 8 test segments. The results are
presented in table 5-2. Corn and permanent pasture failed the homogeneity of
variances test. The test for equality of the regression lines was not rejected
for any crop which passed the homogeneity of variances test. Following

table 5-2, table 5-3 displays performance statistics compiled on the 25
training segments and on the 8 test segments.
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TABLE 5-2.~ MSE CLASSIFIER MULTITEMPORAL ANALYSIS:
HOMOGENEITY OF VARIANCES AND EQUALITY OF REGRESSION LINES

F-TESTS FOR

Crop

COmbUted F
for homogeneity
of variances

Computed F
for equality of
regression lines

Corn

Winter wheat
Permanent pasture
Soybeans

Dense woodland
Other hay

Critical values

*11.896
1.600
*4.009
1.939

3979

.6094

.260, 2.51

1.240

1.516
1.724
2.332

3.32

:Homogeneity of variances rejected.
Equality of regression lines rejected.
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5.6 CROSS-VALIDATION PROCEDURE

The current USDA procedure is to develop a regression estimator by fitting a
line to the points obtained from the training data. The objective of the
fourth and final task was to determine if the estimate of the ground truth
hectares in the eight test segments could be improved by using a different
regression line based on a procedure referred to as cross-validation. Of the
25 training segments, 1 segment is left out, and the MSE classifier is trained
on the remaining 24 segments. The omitted segment is then classified as if it
represented an independent test set. This process is repeated for each of the
25 segments, thus producing 25 points through which a regression line is
fitted. The 8 test segments are then classified using the MSE classifier
developed on all 25 segments, and the ground truth hectares for these 8
segments are predicted from the regression line,

Two tests were conducted on the results. The first was the two-stage F-test
for the equality of the regression line determined in the cross-validation
procedure and the regression line fitted to the eight test segments. These
results are presented in table 5-4. It is noted that, in the cross-validation
procedure, the hypothesis for equality of variances was rejected for woodlands
in addition to the corn and pasture crops previously rejected in the noncross-
validation procedure.

The final question to settle was which of the two procedures, cross-validation
or noncross-validation, yielded a regression line which best predicted the
ground truth for an independent set. The Hotelling's T2 test previously
discussed was used on the eight test segments. In this application,

Hot v =y =0
(42)
Hy: wp - mpp # 0
where

uy = mean vector of absolute differences between the ground truth and the
regression estimate on an independent set using cross-validation in
obtaining the fitted line on the 25 points.
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yp = mean vector of absolute differences between the ground truth and the
regression estimate on an independent set without cross-validation.

The computed T2 is 9.9528 and T§,o5(6,7) is 405.92. Since T2 < T§ 05(6,7), we
conclude that there is not enough evidence to reject the hypothesis. A larger
independent test set is needed.

TABLE 5-4.- MSE CLASSIFIER MULTITEMPORAL ANALYSIS:
F-TESTS FOR HOMOGENEITY OF VARIANCES AND EQUALITY
OF REGRESSION LINES IN CROSS-VALIDATION PROCEDURE

Computed F Computed F
Crop for homogeneity | for equality of
of variances regression lines

Corn *8.478 ¥
Winter wheat 0.854 0.412
Permanent pasture *2.980 }
Soybeans 1.070 2.10
Dense wood1and *, 255 :
Other hay .553 1.18
Critical values .260, 2.51 3.32

*Homogeneity of variances rejected.
tEquality of regression lines rejected.

fNo values.
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6. CALIBRATION REGRESSION APPROACH

6.1 INTRODUCTION

Statistical methods have often been illustrated with beautiful examples without
adequately emphasizing the abstract ideas that underlie the methods; that is,
ideas essential to correct statistical thinking. The result has been that
certain problems with similar objectives appear amenable to identical
statistical solutions when, in fact, intrinsic differences exist which alter
considerably the details of their solutions. It is often the case that the
practitioner is interested in assessing the value of some quantity which is
impracticable to assess or impossible to observe directly in a given instancé¢,
the estimation being performed with the aid of a relationship between the
quantity whose value is sought and another whose value can be determined
directly. The curve-fitting procedure usually adopted depends on the
additional assumption that the values of the independent variables are known
exactly (without error) - an assumption often passed by without emphasis. This
simplification of problems without explicit mention of the fact fosters
misconceptions that are carried over into analysis of data, a particularly bad
misconception being that the variable whose value is to be estimated
automatically assumes the role of the dependent variable. The calculation and
use of dosage-response curves to estimate dosage constitute an example. The
dosage-response curve should he evaluated from a series of observations, with
dosage as the independent variable, and the curve then used to estimate unknown
dosages from observable responses.

To illustrate the aforementioned in more detail, assume that a linear relation
prevails between U and V

a0+ra1U+a2V=0 (43)
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which may be written in the equivalent forms
V= a+t gl (44)
where

o= -uolaz
B = ‘31/“2
U=y+ o (45)

where

Y = "QQ/al
6 = 'ﬁz/al

A common impression regarding the principles of curve-fitting seems to be: If
one is interested in estimating V from U, then take V=a+ bl as the estimate
of equation (44); if one were fitting by the method of least squares, the a and
b that minimize %(V; - Qi)a would be found. On the other hand, if one is
interested in estimating U from V, then U = ¢ + dV is to be fitted, the values
of ¢ and d being chosen so as to make Ua good fit in terms of the deviations
(Ui - ﬁi). It does not seem to be generally realized that the fitting should
be done in terms of the deviations which actually represent "error." Thus,
when the research worker selects the U-values in advance, holds U to these
values without error, and then observes the corresponding V-values, the errors
are in the V-values. So, even if the researcher is interested in using
observed values Vg of V to estimate U, he should nevertheless fit V = a + bU
and then use the inverse of this relation to estimate U; i.e., U= (Vo - a)/b.
Let us examine this from the viewpoint of the theory of least squares.
Consider the case where the values of U are selected (or adjusted) by the
research worker, and the corresponding values of V are found by observation,
One can minimize E(Vi - Vi)2 and E(ﬁi - Ui)z, thereby obtaining the two lines,
respectively:

< N
#

a + bu C (46)
U=c+ dv (47)
6-2
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i:(‘!i - Gi)z minimized
ANOVA 1

E(U1 - 61)2 minimized
"ANQVA 11

Total varfability of V's about
their mean: z(Vi - V)2

Reduction effected by (46):
bz(Ui - U)(V1 - V)

Deviation about 9
BV, - DF - by - D)V - V)

kTofa] variability of U's about

their mean: z(ui - U)z

Reduction effected by (47):
deuy - ) (v, - 7)

Deviation about U
20, - D)2 - ds(u; - OV (v, - 0)

1

- ~ g 12 n YA
- E(Vi - Vi) | : | | hae Z(U' - Ui)

The ANOVA tables are interpreted as follows. On the left, Z{V, - 7)2 gives a
measure of the observed variability of the V-values. The second row of ANOVA I
gives the portion of the observed variahility of the V-values that can be
attributed to the dependence of V on 1}, and the last row indicates the mag-
nitude of the portion of #{V, - T)? that must be attributed to “"error" (this
portion has been minimized by the fitting process). In ANOVA II, on the other
hand, ir(uii - U)2 reprasents the variability in the chosen values of U which
resulted from the way in which the researcher selected them, and it should be
noted that the corresponding values observed for V have in no way entered into
their determination. Consequently, the apparent dependence of the U on the V,
measured by the second row of ANOVA 11, is a spurious dependence, and the last
row of this table cannot be interpreted as being a measure of the "error" in
the U-values, since it is that portion of the variability of the U-values that
cannot be accounted for by the variability of the V-values. Briefly stated,
when the values of U have been selected by the researcher and the corresponding
V-values ohserved, the line obtained by minimizing E(Ui - ﬁi)z is meaningless;
and, accordingly, equation (46) is the only correct estimate of the postulated
linear relationship between U and V. Therefore, if it is desired to reason
from V to U, this must be done by means of U= (V0 - a)/b.

One example is to calibrate an instrument, say a pressure gauge. Assume that

the increase in gauge marking is linearly proportional to the increase in
pressure. To calibrate the gauge, one subjects it to two or more controlled

6-3




pressures (U) and notes the gauge markings (V). Using these data, the
parameters are calculated, and the gauge is calibrated. The gauge 1s then used
to determine unknown pressure (U) simply by reading the marking Vg and
obtaining U = (Vg - a)/b.

The calibration problem is very general. Consider the problem of estimating
the ground truth crop-type acreage of an area segment from the acreage obtained
by c¢lassifying the Landsat data. To establish the relation between the two
acreages, a number of segments was selected. The ground truth acreages of
these segments were recorded and held as constants. The segments were then
processed by a classification algorithm, and the classification acreages were
obtained. In view of the fact that the ground truth acreages were controlled
and the classification acreages depended upon spectral observations which can
be regarded as chance occurrences and, therefore, are relatively imprecise, it
seems only appropriate to consider the ground truth as the independent variable
and classification acreages as the dependent variable. The ground truth
acreage (U) of a new segment is then estimated from observing the
classification acreage (Vy) of that segment by the equation 0= (Vg = a)/b.

More detail on the application of this calibration model to the crop-type
acreage estimation problem will be given in the next section.

6.2 DESCRIPTION OF NEW REGRESSION ESTIMATOR

This section provides a brief description of the regression method currently
being used by the USDA to estimate the ground truth crop-type acreages. Denote
the ground truth acreage by U and the acreage obtained from classifying the
Landsat data by V. Using the sample of 33 segments, U is regressed onto V.

Ground truth acreages (U;) and their corresponding classification acreages (Vi)
are obtained for each of the 33 segments. The relation between U and V is then
assumed to be

Uy =y + 8V + el 5 §=1,00,33 (48)
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where c;, representing error, is distributed N(0,c'2). The least squares
estimators d of § and ¢ of y obtained by minimizing }:(U1 - Uj)2 are

2, = 0)(v, - ¥)
E(vi - V)u

c=0~-dV (50)

The regression 1ine is given by U = ¢ + dV, and the ground truth acreage is
estimated by U = ¢ + dV.

Although under this model (hereafter referred to as the current model) this
estimator is unbiased with minimum variance {in the class of all unbiased
1inear estimators), the model does not seem to be appropriate. The reason is
that, in the current model, the classification acreage (V) was considered as
the fixed variable and the ground truth acreage (U) as the dependent variable;
whereas, actually, the values of the ground truth acreages (U) were controlled
and held as constants and only the values of the classification acreage {V)
were observed and subject to error.

The calibration model is now introduced. Regressing the classification acreage
(V) onto the ground truth acreage (U) gives,

Vi =a+ﬁUi'+Ei yo1 = 10000 (51)

where €5, representing error, is distributed as N(O,oz). The least square
estimators a of o and b of B obtained by minimizing E(Vi - Vi)2 are

B(Uy - DYy - )

b = :
B, - 0)F
a=Y9-0b0 ; (53)
The regression line is
V=a+ bl ‘ (54)
6-5
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Given a classification acreage V, the ground truth acreage is estimated by

l’l

» )LE_E. (55)
Another estimator under this model, U2 = C + dv, will also be considered where
¢ and d are defined earlier, Note that Uz and U, though having the same form
¢ + dV, are two entirely different estimators because they are obtained under
two different models. For instance, ﬁz is not an unbiased estimator (0 1s
unbiased) because the c¢lassification acreages (V's) are no longer considered
fixed constants under the calibration model.

We will now restrict our attention to the calibration model, which seems more
appropriate than the current model in estimating the ground truth crop-type
acreages, The properties of the two calibration estimators ﬁl and 62 are given
in the next section.

6.3 THEORETICAL PROPERTIES OF THE THO CALIBRATION ESTIMATORS

Under the calibration model

V.i £ a+t BU.i + E.i ) i= 1,"‘,“ (56)

where e; is distributed as N(O,az), ﬁl is a maximum Tikelihood estimator and
gives a readily interpreted analysis of variance. It may be noted here that
the mean, variance, and MSE of ﬁl = (V - a)/b are infinite, since there is a
nonzero probability that b may be zero. The mean, variance, and MSE of

ﬂz = ¢ + dV are finite for n > 4, However, it can be shown, with the help of
Tchebycheff's inequality, that the probability of b 1ying in an interval that
contains very small values, including zero, can be made very small by making
z(Uy - 04 Targe, provided lo/Bl is not large. This can be done by increasing
n and choosing values of U; that are not very close to each otheyr. The
expressions given below should b considered as corresponding to the
distribution truncated for the value of b very close to zero.




Let Uy be the quantity to be estimated and let

L B -0
T

1 &
8=1+—5p
B OU
. Then, to order 71‘-,
2
bias (Ul) —~——-1———2—Z (U0 -0
(n - 1 OUS
- -
Va"(ﬁl)’g;n;1+ 2y |+ ey (0 - )
B (n - l)cU‘BJ (n - 1) 0,8
2 [ 2
0 1 30 o 2
MSE (U,) = & (Dt L1y + (0 - u,)
Vgl ™ - DRE n-DAF 0
L J
bias (0,) = = . 20" (0 - u,)
2 82 ? 2 7.3 e
oUB ng oue
. 2 20 a2 | 2 4
var (0.) =9 _(n+1, 076" -20+6)|, g _ 20 (0
2 3292 n (n - 1)058282 (n - 1)056262 neafsa’o?J

2 ) 2.2
Ay e" in+ 1, o8 - 2064+ 6)

8%0 (n - 1)053292
2 4
' + 0 + gy (1= 20| (0 - yp)?
(n - 1)05‘3292 B oy,0 _n.gz 0
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From equations (59) and (62), it is evident that both estimators are biased,
but Ul is asymptotically unbiased whereas Ua is not.

; 1im bias (u ) =

i e (65)

. Yim bias (U,) = We (0 - U.) (66) '
Y m bias - D ;
. nr 2 Uue 0 J

However, both biases vanish at the point Uy = 0 and may be small when Uy lies
very close to 0.

Berkson (ref. 8) has shown that when |o/g] is small, the asymptot1c MSE of Ul
s smaller than U2 except when Ug lies very near to U. Moreover, U1 is
consistent whereas U2 is not. Saw (ref. 9) showed that, when Uy lies very
close to 0, Ua is closer than Ul to Ug; he further showed that other estimators
can be obtained that may do even better than Uz in a much smaller interval. He
thus found the use of g to be unappealing on this ground.

T e T T T T T T T e—m—— mm—"— e W - ey r

Applying this calibration model to the ground truth, crop-type acreage estima- |
tion problem, 6% and B were first estimated using the data on the 33 segments. \
Table 6-1 displays the two ca11brat on estimators U1 and U? for each of the six
crops. Using the estimates of a® and g and the equations given earlier, bias
(01), bias (ﬁz), MSE (ﬁl), and MSE (UZ) were calculated for each of the six
Crops. These data are presented in table 6-2. It is clear that the magnitude
of bias (U ) is smaller than the magnitude of bias (ﬁa), and MSE (U ) will be
smaller than MSE (Uz) if Ug, the quantity we wish to estimate, is not very
close to the sample mean 0.
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TABLE 6-1.~ CALIBRATION ESTIMATORS Gl AND GZ

Crop 01 ﬁz
Soybeans | U, Y -‘7@14; —7;5633 +1.0473v | {, = -1.4261 + 0.8870V
Corn U = L5 = 7.6519 + 13191V | U, = -2.8899 + 1.0523V
gg;‘gﬁﬂ‘;"t 0, = Y 5-26:5509 = 34,8550 + 13137V | U, = -19.1698 + 1,0386V
Dense ¢ | 0) = Ygareesd = .5.9614 + 14773V | i, = 0.3375 + 0.9211¢
Winter 0, = L50:0228 = 2.0411 + 2.2110v | , = 1.9412 + 0.8366V
Other hay | ) = So399o> = -12.6890 + 8.4962V | U, = 4.8692 + 16913y
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7. CONCLUSIONS AND RECOMMENDATIONS

7.1 CONCLUSIONS

With regard to the standardized USDA procedure used in this study, it seems
clear that ths 1ultitemporal data produce significantly better estimates than
those obtained using unitemporal data. In addition, it is clear that the cur-
rent practice of evaluating the classifier and developing the regression on the
same data set used to train the classifier can lead to optimistic performance
estimates. With the possible exception of winter wheat and dense woodland,
both of which had small populations, performance measures calculated using an
independent test set and similar measures calculated using a cross-validation
approach were uniformly worse than the same measures calculated on the training
set. It also scams clear that the regrassion equation developed on the train-
ing data may not be appropriate for the test data. A1l crops tested, except
winter wheat and dense woodland, showed differences in the regression models
for lines calculated on a training set and on an independent test set.

The CLASSY clustering algorithm, when substituted for the current USDA cluster-
ing method, produced jmproved estimates. The estimates were significantly
better than the standardized USDA procedure when testing and training were done
on all 33 segments. The performance measures for the 33 segments are summnarized
in table 7-1.

The independent test set of eight segments was not large enough to allow the
detection of any significant difference between the procedure using CLASSY and
the standardized USDA procedure; however, the performance measures, as listed
in table 7-2, indicate an improvement when using CLASSY clustering.

It is worthwhile to note that this improvement in performance was obtained
despite the fact that CLASSY requires no decisions from an analyst concerning

the number of clusters, separability thresholds, or other arbitrary parameters.

In addition, CLASSY was operating with data for which the outlying ohservations
had not been removed. Such observations were removed in the course of

7-1
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executing the standardized procedure. This represents another source of
subjective analyst input not needed when using CLASSY.

The MSE classifier did not produce significantly better hectarage estimates
than the standardized USDA procedure when evaluated on either the training set
or the independent test set. However, this classifier showed less sensitivity
to the training/test degradation discussed earlier. This is evidenced by the
fact that the hypothesis of equality of regression lines fitted to the training
and test data sets was accepted for all crops except corn and permanent
pasture, which failed the homogeneity of variances test. Also, the overall
percent correct on the independent test set decreased least when using the MSE
classifier. This greater extendibility might be expected due to the fewer
parameters required to be estimated in using this classifier.

The calibration approach to regression points out a fundamental problem in the
current regression model and suggests an alternative which has several

theoretical advantages.

7.2 RECOMMENDATIONS

Several recommendations seem appropriate at the conclusion of this study.
First, the use of CLASSY clustering in place of the current Editor clustering
algorithm is recommended. CLASSY seems to offer a tangible improvement to the
current Editor system in terms of increased performance and decreased analyst
interaction.

Also, the study seems to indicate that the regression estimator may be
improved. Use of a simpler classifier might make regression more extendible,
and improved performance is expected using the calibration regression
approach. Unfortunately, this issue is not clearly decided at this time. The
recommendation is that additional research to improve regression/proportion
estimation be conducted. This should include actual tests of the calibration
approach as well as other alternative approaches. Such approaches include a
regression model in which both ground truth and classification acreages are
considered random and the use of direct proportion estimates. In an

7-4
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operational setting, it is recommended that jackknifinq be used to obtain more
realistic performance estimates.

A final recommendation is that any future work he conducted with a larqer data
set, if possible. The sample size estimates reported in section 2.2 as well as
our own experience in making the various tests indicate that the sample size of
the Missouri data set is only marginally sufficient if testing is carried out
on all the trainina data. The data set is not sufficiently large to achieve
significant test results if it is divided into training and test portions. The
sample size estimates reported in section 2.3 should serve as a auide in
selecting future data sets and in designing future experiments.

7-5
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TABLE A-1.- CORN CLIPPING LIMITS

Channels

¢
e — o

Data ' T
type : 3 e
Min. | Max. | Min. | Max. | Min. | Max. | Min. | Max.
‘ Standardized procedure
Auqust 12 19 42 71 *. *. *u *a
May *e *. LA B 25 45 24 60
Multitempora1 12 19 42 72 24V 44 26 61
Independentktest set procedure
Auqust 12 19 43 69 *. *. ¥ *-
May *s *e L= *n 24 47 24 55
Multitemporal | 12 | 19 | 43 | 68 | 22 | 47 | 24 | &7
N Jackknifing training sets
Mul titemporal |
only
1 12 19 43 73 21 a7 24 62
2 12 19 43 70 23 45 24 61
3 12 19 43 70 23 44 24 56
4 12 19 42 70 24 44 32 61
5 12 20 41 73 24 46 24 61
6 12 21 41 73 23 45 24 61
7 12 19 41 70 23 45 24 61
8 12 19 41 71 24 42 24 61
9 12 19 41 73 24 44 24 56
10 12 19 41 73 24 44 24 61
11 12 19 41 70 24 44 24 61

*For unitemporal data, there are only four channel values.

A-1




TABLE A-2.~ WINTER WHEAT CLIPPING LIMITS

, 4 Channels

Data ; e -
type 2 A : 6 — 8 ,
Min, | Max.| Min. | Max. Min. | Max. | Min, Max.

- Standardized procedure o

August 19 33 36 65 *a L *. *.
May K L *u L2 15 30 52 82
Mu]titemporal 19 33 33 K7 0 29 52 | 84

Independent test set procedure

August 18 32 34 6h K *. *u *.
May *a *u *e ¥ 14 30 K6 f3
Muititempcra1~ 19 32 34 56 14 30 [ 59 83‘

dackknifinq training sets

!
f

Mu) titemporal | E
only i

1 151 36| 30! s8] 14 ] 32| 51| a4

2 18 0 32| 30 58 | 14| 20| 52| 80
3 18] 33| 3¢ ] 57 | 14| 20| 86| 79
4 181 33| 35| 57 | 14| 29| 55 | 80
s 151 33| 351 58| 14 35| 51| a4
6 16 © 34| 34| 57 | 14| 30| 59 | 84
7 151 33| 3¢ 58| 16| 31| 54| 718
8 17/ 33| 30| 58 | 14| 29| 55 | 80
9 181 33| 34| 58| 14| 29| 55 80
10 187 33| 34| 58| 14| 20| 52| 80

1 18 | 32| 30| 88 | 14 | 29 | 55 | 83

*For unitemporal data, there are only four channel values.
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TABLE A-3.- PERMANENT PASTURE CLIPPING LIMITS

Channels
Data ; '
Min. | Max. | Min. | Max. | Min. | Max. | Min. | Max,
Standardized procedure

August D | 26 | 30 | 73 | *= | ¥ [ Ka | K
May *a L *. *a 16 35 45 | 103
Multitemporal} O 26 28 74 0 34 43 | 94

} Independent test set procedure

August 12 27 38 73 ¥ L Ko | ¥a
May *a *u *. K 14 35 4) 88
Mu]titempﬂra] 12 | 27 38 72 121 34 41 87

, Jackknifing training sets
Multitemporal
only ‘

1 12 26 31 75 12 39 41 94
2 12 | 26 31 76 13 36 a3 87
3 12 24 33 72 9 35 18 98
4 12 26 31| 76 9 37 18 | 104
5 12 28 31 77 9 a2 18 | 103
6 12 28 33 76 9 37 18 | 104
7 121 26 | 33| 76 9 | 38 | 18 | 104
8 12 26 32 1 76 9 35 18 | 103
9 12 26 33 76 9 34 18 | 102
10 12 26 30 76 9 35 18 | 104
11 12 27 37 18 9 38 18 | 104

*For unitemporal data, there are only four channel values.
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TABLE A-4.- SOYBEANS CLIPPING LIMITS

Channels
Data
type 2 4 6
Min. | Max. | Min. | Max, | Min. | Max. | Min. | Max.
Standardized procedure
August 0 22 47 | 99 *e *- ¥ *-
May *- *- Ko | ke 23 48 31 65
Mul titemporal 0 22 50 | 98 25 48 28 62
Independent test set procedure
August 12 21 48 | 105 *o *es *. *o
May *- *- *a | ke 22 47 28 65
Multitemporal| 12 24 44 | 10§ 21 47 28 63
Jackknifing training sets
Multitemporal
only
1 11 23 47 98 21 48 28 63
2 11 23 46 | 101 22 44 28 64
3 11 23 46 98 23 47 28 64
4 11 23 47 | 105 22 45 28 65
5 11 24 47 98 18 48 28 67
6 11 23 47 | 105 15 47 28 72
7 11 22 39 | 105 22 46 29 64
8 11 22 49 98 22 45 28 61
9 11 22 46 98 23 45 28 65
10 11 22 47 98 24 46 30 63
11 12 23 47 98 24 47 28 65

*For unitemporal data, there are only four channel values.
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TABLE A-5.- DENSE WOODLAND CLIPPING LIMITS

Channels
Data o
type 2 4 6
Min. | Max. | Min. | Max.| Min. | Max. | Min.| Max.
Standardized proctdure
August 0 23 43 69 | *- *o *- *-
May *a *- *a *- 14 28 54 72
Multitemporal| 10 23 44 68 0 30 51 73
Independent test set procedure
August 10 19 48 67 *e *. *. *o
May = *o *a L 16 27 53 74
Mul titemporal 10‘ 19 a8 70 15 28 54 74
Jackknifing training sets
Multitemporal
only
1 10 24 42 70 14 28 5l 74
2 10 22 42 70 14 29 51 72
3 10 22 42 67 14 30 52 74
4 10 22 42 70 14 28 50 74
5 10 24 43 68 14 29 52 74
6 10 24 4?2 70 14 29 52 74
7 10 20 47 70 14 28 55 74
8 10 22 45 68 14 29 54 74
9 10 24 42 70 14 29 52 74
10 11 24 43 70 14 29 52 72
11 10 24 44 70 14 30 54 74

*For unitemporal data, there are only four channel values.




TABLE A-6.- OTHER HAY CLIPPING LIMITS

Channe]s '

" Min. | Max. | Min. | Max. | Min. | Max. | Min. | Max. i
5 i
: Standardized procedure ‘
S August 0| 25| 38| 68 | * | * | * | % i
May *o | ke | ko | %o | 15 | 33 | 56 | 91 |

Multitemporal | 13 27 38 68 0 32 56 | 91

Independent test set procedure

August 13 28 37 68 *- *e T Bt {
May e L *- Ko 13 32 54 99 :
Multitemporal| 13 26. 38 69 12 32 49 | 100

Jackknifing training sets

Multitemporal

only
1 11 | 28 | 37 | 68| 12| 32| 52 | 92
2 11} 27| 37| 68| 12| 32 | 50 | 100
3 13 27| 33| 75| 12| 32| 50 | 90
4 12 | 28 | 38 | 68| 12 | 32 | 50 | 100
r 5 11 | 28 | 37| 69| 14 | 32| 50| 93
6 it | 29| 37 | 75| 12| 32 | 50 | 100
| 7 11 | 28 | 33 | 68 | 12| 33 | 49 | 100
; 8 14 | 28 | 37 { 67 | 13| 29 | 56 | 91
| 9 13 | 28 | 33 | 68 | 12| 32| 50 | 98
10 11 | 24 | 39 | 68| 12 | 31 | 50 | 93 -
11 11| 28| 39| 68 12| 32| 5 | 9

*For unitemporal data, there are only four channel values.

o R R 2 BT IR o 2 A TR VSN PRI I T X AT "vﬁ‘; e ‘.. L PRSI vl . - S R : Aﬁ




R R T v it i ol il o K
: o
@

o

APPENDIX B o

T e T &= W R R TR e T W
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TABLE C-1.- NUMBER OF CLUSTERS GENERATED =~
TRAINING AND TESTING ON ALL 33 SEAMENTS

‘ - t | CLASSY | CLASSY

Crop JSC* | USDA (pure) | (mixed)
Corn 2 7 6 1
Winter
wheat 1 5 4 1
Permanent
pasture 5 15 7 6
Soybeans | 5 10 5 8
Dense
woodland | 1 7 3 4
Other hay | 1 7 4 5
*At BBN,
Ton 1M1iac.

c-1

,.-....,.IVM4 ) "- o . i E i

AT B s o et

‘
MR é
— o T —

B



A AU P

APPENDIX D

MEAN PURE GROUMD TRUTH PIXELS PER SEGMENT
FOR JACKKMIFED TRAIMING AND TEST SETS
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APPENDIX E

ARCHIVED FILES
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APPENDIX E
ARCHIVED FILES

Listed below are the file naming conventions used in naming files created by

Editor.

FRAME . NAMES
TASK2

TASK3
No task number

CLASSY

TRAIN

TEST

MAY

AUG

MTEMP or BILL
SEGTOT or SGT

1ist of Landsat scenes used

33 segments split into two groups, 25 for training and 8
for testing

Jackknifing procedure using Editor
t.2ining and testing done on all 33 segments

CLASSY clustering algorithm used instead of Editor
clustering

training set file

test set file

file using May acquisition only
file using August acquisition only
file using both acquisitions

segment total file

EST or ESP or ESTPAR estimated parameter file

STAT

ISTAT

PACK

CAT

SCAT

TBL or TABLE
CLIPPED
APRIOR or PUR

statistics file

inverted statistics file

automatically packed file
~categorized file

1ist of files for scattergramming

table file |

clipped file

prior probabilities specified

E-1

LI e o |




!
;
i

l‘i
1

. N-GRPS N clusters
; SEGS 1ist of segment numbers
i NB all pixels available
Y
i ~NB border pixels removed
% CORN corn pixels only
E PERMANENTPASTURE |
b" or PASTURE permanent pasture pixels only
| DENSEWOADLAND or

WOODS dense woodland pixels only
‘ OTHERHAY or HAY other hay pixels only
l
| WINTERWHEAT or WHEAT  winter wheat pixels only
' SOYBEANS soybean pixels only
‘ Examples:
| TASK3/TRAIN/5/PACK.-CORN/CLIPPED is a packed file of clipped corn pixels used
3 as training data in the fifth of 11 jackknifing runs. (There are 30 i
; , segments of corn pixels in this file.) - %
; |

BILL/WOONS.SGT is the segment totals file for crop dense woodland using é

mul titemporal data when testing and training on all 33 segments.
| |

f TASK2/TEST/CLASSY/CAT. is the categorized file resulting frem classification of f
~ the 8 test segments after CLASSY was used to cluster the 25 training
| segments.
|
;b L3

E-2
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<JBCOMAY/HWHEAT LESTPAR
<JSCOMAY/HHEAT . SEGTOT 1
SJSCOMAY/TABLE, i 4
<JSCOMAY/STAT . ~NINTERNHEAT/CLIPG L
<JSCOMAY/STAT . 18=~ORPS/CLIP/EPT |
CJSCOMAY/STAT .~OTHERHAY/CLIPI L
<JSCOMAY/STAT . ~DENSEHQODLAND/CLIP} 1
<JSCOMAY/STAT . ~BOYBEANS/CLIPG 1
<JSCHMAY/STAT .~PERMANENTPASTURE/CLIP}
<JSCPMAY/BTAT . ~CORN/CLIPI Y
<JBCIPMAY/EOYBEANS.ESTPARY L
<JSCOMAY/SOYBENANS . SEGTOT
<JBLPMAY/PERMPAGT.ESTPAR 1
<JSCHMAY/PERMPAST , SEGTOT L
<JSCOMAY/PACK . ~PERMANENTPASTURE /CLIP} 1
<JSCPMAY/PACK . ~OTHERHAY/CLIPI 1
<JSC>MAY/PACK . ~DENBEWOODLAND/CLIP? 1
<JSCO>MAY/PACK . ~SOYBEANS/CLIPG 1
<JSCIMAY/PACK . ~WINTERWHEAT/CLIPI Y
<JSCOMAY/PACK . ~CORN/CLIP; 1
<JSC»MAY/PACK . ~OTHERHAY /10787 L
<JSCP>MAY/PACK . ~DENSEWNOODLAND/MO797 1
<JSCOMAY/PACK . ~SOYBEANS/MO785 1
<JBCO>MAY/PACK « ~PERMANENTPASTURE/MQ79) 1
<JEOOMAY/FACK . ~WINTERWHEAT /MO79; 1
<JSC>MAY/PACK .~CORN/MO79 1 L
<JSCO>MAY/PACK . ~NB/MQ78 51
<JSCOMAY/PACK (NB/MD787
<JECOMAY/ISTAT. 15~GRPS/PURYT S
CJSCOMAY/ISTAT . I5~GRPS/EP L
<JSCOMAY/HAY .ESTPART L

<JECOMAY/HAY .BEGTOT
<JSCIMAY/DENSENDODS .ESTPARTL
<JSCOMAY/DENSENOQDS . SEGTOT! L
<JSCOMAY/CORNJESTPARTL
<JEBCPMAY/CORN. SEGYOTI L
<JSC>MAY/CAT. L

{JECPMAY/TABLE,.+3

Y T

A



<JSCOAULYSOYBEANS , ~ESTPARAMETER 2
<JBEIAUG/SOYBEANS . ~SEGTATALT 2
SJBCOAUG/SAVTABLE .1 2

<JSCHAUG/CAT JNE=R2GPS/PUES
<JBLI>AUG/CAL, PRIOR} 1
CJSCOAUG/WINTERWHEAT . ~ESTPARAMETER §
SJSCOIAUG/WINTERNHEAT . ~BEGTOTAL ¢ §
<JBCIAUG/STAT . ~22GPS/EP} S
<JSCOAUG/STAT .. ~OTHERHAY/CLIP Y
<JSCrAUG/STAT.~DENSENOODLAND/CLIPS Y
<JSECXAUG/STAT . ~SOYBEANG/CLIPIY
<JSCOAUGR/STAT..~PERMANENTPASTURE/CLIP; Y
CJSCOALUG/STAT .. ~NINTERWNHEAT/CLIPSIL
£JSCrAUG/STAT .~CORN/CLIPI Y
<JSCHAUG/SOYREANS ., ~ESTPARAMETER 1

< JSCOANG/SOYREANS ,~SEGTOTAL T
<JSCOAUG/SAUTABLE. 11 !

<JSCHAUG/ PERMPABT .~SEQTRTAL: 1
JSCOAUG/PACGK . ~S0YBEANS/ARLIPI L
<JSCPAUG/FACK . ~OTHERHAY/CLIP I

< JSC»AUG/PACK . ~DENSENQODLANDACLIPI 1
S JSCHAUG/PACK . ~FPERMANENTPASTURE/CLIP S
< JSCHAUG/PACK . ~WINTERNHEAT/CLIPI
<JBCIAUR/PACK . ~CORN/CLIPIY
<JSCIAUG/PACK . ~NB/MD797 1
JSC2AUG/PACK NB/MO797 |
<JSCOALUR/OTHERHAY . ~ESTPARAMETER§ 1
<JSCOAUG/OTHERHAT . ~SEQTOTAL I
<JSCYAUBR/ISTAT . ~22GPS/PURS Y
CJSCIAUG/ ISTAT . ~22GPS/EPS 1
<CJSCrAUG/DENSEND . ~ESTPARAMETER A
CJISCIAUG/NENSEWD . ~SEGTOTALG L

< JSCXAUG/TCORN. ~ESTPARAMETER ¢ 1
<JSCYAUG/CURN. ~SEGTOTAL
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<JSC>DILL/HOODS ESP}L
$JSCOBILL/HOODS , SATH
<JSCOBILL/WHEAT,ESPI1
<JSCOBILL/WHEAT . BGT
<JBCHPBILL/TBL. ;2
<JSCYBILL/SOVBEANS,ESP} 1
¢JSCYBILL/SOVBEANS. SGT7 1
<JSCXBILL/PASTURE.ESP1
<JSCOBILL/PASTURE.BGTIL .
<JSCYBILL/PACK . ~OTHERHAY/CLIPPED; : |
<JSC2BILL/PACK. ~DENSENOODLAND/CLIPPED; 3 o
<JSCIBILL/PACK . ~SOYBEANS/CLIPPED} L
<JSCYBILL/PACK ., ~PERMANENTPASTURE/CLIPPED? 1

e e

<JSCHBILL/PACK . ~WINTERWHEAT/CLIPPED/ 1
<JSCPBILL/PACK .~CORN/CLIPPED? S
<JSCOBILL/PACK . ~NB/MO73¢ 1
<JSCOBILL/PACK .NB/MD797 L ,
<JBCHIBILL/ISTYAT. AGORPS/APRIORI 2 . |
{JSC»BILL/HAY,.ESP:] '
<JSCOBILL/HAY.BGTI :
<JSCPBILL/CORN.ESPi L o
<JSCPBILL/CORN,SGTI 1 :
{JSCHPBILL/CAT. 3
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LWBL, CLAGEY/RLODS . CUT/PUREPTX
LJBCHELASHEY/NHEAT L LT /PURLP IR L
LJGCECLABOY ZTARLE. PURERIN]
CHECICLAGEY/GTNAT o ~HUINTERWHEAT /PUREPIK i 1
LJSCHELABSY /BTAT s ~QTHERHAT/ZPURERING 1
{JBCHCLASBY/ETAT .. ~LENSENODDL AND/PURER LR )
133
<JSCHELASSY/ETAT . ~DOYBEANG/PURERIXT 1
<JBCHCLASSY/RTAT . ~CORN/PUREPING L
<JBOICLASSY/STAT .~ PABTURE/FUREP LN}
£ JBCHCLABEY /BOYBEANS EST/PURERINIY
<JECHCLASBY /SOYBEANS .. SUT/PUREPIN L
CJBCXOLAGSY /80T ~HREAT/PUREPIN
<IBLOICLASSY 86T . PURERIN
<JECOCLABSY/PASTURE , E6T/PUREPIXI L
<JBLPCLAGSY/PABTURE, BGT/PUREPIXI 1
LJGCOCLASSY/ISTAT, ~27GRPS/PUREPIX/PRIORS L
t833 '
<JECHCLASBY/ISTAT .. ~27-GRPS/PUREPINI Y
LJECHOCLASEY/HAY JEST/PURLCPUTKI L
<JSCOELASSY/HAY . SGT/PUREFING 4
SJSCRELABSY /LORN . EST/PURERING L
<JBOHCLASSY/CAT. PUREPIK/PRIORS T
<JSLICLABEY /MOODS  ESTHL
<JSGPOLABEY /NLIDS . 6ATI L
SJECHOLAGEY /HHEAT EST 4
<JBCOCLAGSY /WHEAT . SGT 1
<JBCORLASSY/TABLE. i L
<JBCHCLABSY/STNT.FINED) |
<JBLXCLAGSY/BUYBEANS JEBT
<JBCAICLASSY/SOYBEANG (BT L
CJBCOTLASSY/PASTURE.EST I L
<JECOCLASSY/PASTURE . BAT
<JSCOCLABBY /PACK JNE/INCL/BORDERPINELS T I
<HABCHCLASBY/ZISTAT . PURT S
LJECHCLASSY/HAY . EST 1
<JBCHCLASEY /MAY.EGT
{JECHCLASEY/CORN.EST &
$JECHCLASEY/CORN.SGT L
<JSCOCLASSY/LAT . NR/APURS L
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CJBCITABKZZTRAIN/MAY /HINTERNHEAT JEBPI 1

¢ JBCOTASKZ/TRAIN/MAY /HINTERKHHEAT, 8GT L

CISCOTASKZ2/TRAIN/MAYZ/SOYBEANS . ESPI

(JBQ?TASKZ/TRQIN/HAY/SDYBEQNS.BBT?l

CJBEOTASKR/TRAIN/MAY /PERMANENTPASTURE (ESP} 1
w0H21 )

SJEESTASKZ/TRATN/MAY/ PERMANENTPABTURE.SGT 7 1
#0A21
ag{SC>TnBK2/TRnIN/HAY/P@QKA"QTHEﬁHnY/GLIP?1
EJSC%TRSKZ/TRRIN/MGY/PRéKwwDENSEHOODLAND/CL!P7l
b 20821
$JGCOTASK2/TRAIN/MAY/ZPACK s ~BOYBEANS/CLIPT Y
1821
<JSCSTASKZ/TRAIN/MAYZPACK . ~PERMANENTPASTURE/ZCLIPS L
» and 20821 , ‘ v
ISCOTASK2/TRAINZHAY ZPACK . »WINTERKHEAT/CLIPT 1
v 20821

<JSCO>TASKZ/TRAIN/MAY/PACK ,~CORN/CLIF; 1
{JUBCOTASKZ/TRAIN/MAY/PACK . ~NINTERKHEAT/MOT797 1
¥ 20821

<JSCOPTASRZ/TRAIN/MAY/PACK . ~NB/MD797 ¢
<JSCOTASKZ/TRAIN/MAY/PACK .NB/MO797 1
éJSB)TASKZ/TRRIN!HAY/PQCK.NGTHERHAY/HD79;2
W21
<JSCOTASKR2/TRAIN/MAY/ZPACK . ~DENSENODDLAND/MO79: 2
sd 20821
<JSCOTASK2/TRAIN/MAY/PACK . ~SOYBEANS/MO7872
#8221

< JSCITASKZ/TRAIN/RAY 7PACK . ~PERHANENTPASTURE/MO797 2
* and 20821

{JBC>TASK2/TRAIN/MAY/PACK .~CORN/MQ7952
CJUBCOTABK2/TRAIN/MAY/OTHERHAY (ESPI L
<JBCOPTASRZ/TRAIN/MAY/OTHERHAY .BGTI 1
{JISCPTASKZ2/TRAIN/MAY/DENSEWDODLAND.ESPIL
*1

CJSCPTASKZ/TRAIN/MAY/DENSEWOODLAND . SGT 1
L 3

CJESCOTASKZ/TRAIN/MAY/CORN.ESPRY
{JSOHTASKR/TRAIN/MAY/CORN.SGT 1
CJSGOTASKZ/TRAIN/MAY/CAT. i 8
<JSCOTASKZ/TRAIN/MAY/TBL. 71
¢JSCOTASKZ/TRAIN/MAY/STAT . 16=GRPS 1
<JSCOTASKZ/TRAIN/MAY/ZISTAT. 1IG~GRPS/CLIP Y

-

b B s itk : e A 0 s . ot P S e e

e adior e




b

. i’

I

SIBCHTAEKIZTEGTZHAY/ZTRL, 3 L
SMELNTASKIZTEST/MAY 26AT, 14
LJECHTASKEZ TLET/ZMAY /WY ERNHEAT JEEBP 3 L
SJBCOTABKE/TLOT/MAY /NINTERNHEAT  8GT 1 1L
SJBCRTABRE/TEST/HAY/BOYLEANS, ESPI L
SJBCITABKZ/TEST/ZHAY/BUYBEANS . 5GT L
(J?C?THQKQ‘TﬁST/HﬂY/PERMANENTPASTURE.ESPF1
(13)e9
éJ?G}TﬁﬁﬂQlTﬁﬁT/MQY!PERMGNENTPASTURE.5&T?1
02

CABCHTABRAZTERT/ZHAY/PACK . NB/MO794 L
SJBCOTABRI/TEUT /MAY Z0THERHAY LESP} |
SJECHPTAGRE/TECT/ZNAY Z/0TLERHAY. 8AT/ L
SJBCPTASKA/ZTEST /MAY / DENSENOODLAND .. ESP} 1
<JBCHPTABKE/ TEST/ZMAY ZDENSERONDLAND , 8GT 3 )
CJOBCHTABKA/TEGET/HAY/LOKNLESPTL
SJBCPTABK2/TEST/MAY/CORN, 80T 11
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SIHCHINBKZ/TRAINZAUG/HWINTERWHEAT LGP
SIBCPTABRIZTRAINZDUG/HINTERNIEAT .BOT
LJIBCFTNERE/TRAIN/AUG/SOYREANSLESP Y
SJECOTAGRZ/ZTRAIN/AUG/SOYBEANS . GGTT L
(JS%)TQSK&/Tﬂn!N/AUB/PERMANENTPASTURE.ESP:l
#0028
LJBCPTASK2/ TRAINZAUG/ PERMANENTPABTURE (B8GT 7 4
021
(d?c)TnBKZ/TﬁnIN/nUB/PﬁCK.-OTHERHnY/CLIPFl
p2
SJSCPTASKS/TRAINZ/AUG/PACK . ~CORN/GLIPE L
JSCHTASKZ/TRAIN/AUG/PACK . ~DENSEROODLAND/CLIPH Y
»d 20821
<UBCPTASKZ/TRAIN/AUG/PACK « ~WINTERWHEAT/CLIPY
* 20821
(JBO;TQGKEITRAINIQUG/PRCK.~PERﬂﬂNENTPASTURE/CLIP?1
# and 20821
$JBCOTASK2/TRAIN/AUG/PACK . ~SOYBEANS/CLIP: §
*B21
<JBLYTASKZ/TRAIN/AUG/PACK . ~OTHERHAY/MO793 1
*821
<JBCPTASKZ/TRAIN/ALUG/PACK . ~DENSENOODLAND/MO78 1
#d 20621
<JSC&TGSRZ/TRQIN/AUG/PACK.WSDYBEANG/HG79:1
821
CJECOTASKS/TRAIN/AUG/PACK ,~PERMANENTPASTURE /M0797 1
* and 20821¢ ;
SJSCOTASKZ/TRAIN/AUG/PACK . ~WINTERWHEAT/HO787 1
« 20821
{JOCITASR2/TRAINZAUG/PACK . =CORN/MO797 1
<JSCPTASKZ/TRAIN/AUG/PACK . ~NB/MO78 7 1
{JBCOTABRZ2/TRAIN/AUG/PACK (NB/1MO781 1
CJECOTASKA/TRAIN/AUG/OTHERHAY LESPT L
{JECPTASKZ/TRAIN/AUG/OTHERHAY , 8GT/ L
£JSCOTASKZ/TRAIN/AUG/DENSENQODLAND,ESP ;L
*{
fJ5ﬁ>TASK2/TRAlN/AUG/DENSENDODLnND.SGT:1
“
SJSCHOTASKZ/TRAIN/AUG/CORN.ESP: 1
<JBCPTASKZ2/TRAIN/AUG/CORN.SGT 1

<JSCITASKRZTRAIN/AUG/TBL. § 1
<JBCYTASKZ/TRAIN/AUG/STAT, 16-GRPS 1
<JSCITASKZ/TRAIN/AUG/ ISTAT. 16-GRPS/CLIP 1

<JBCOTASK2/TRAIN/AUG/CAT, i1+
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SJECHTABKIY/ZTCLT/ZAUG/NINTERKHEAT JHGT 7 1
CJECHTABRE/TEGT/AUG/WINTERWEEAT LESPI 2
LIBCHTABRI/ZTEAT/NUG/GUBEANS.CEPT |
LJBLOTASKR/ZTCOT/ZAUG/ZHONBEANS, 88T L

% gg?ﬁ)TGSKRITEST/QUG/PERNHNENTNRSTURE.EGP:l
X b2

? LJBCOTABKR/TEET/AUG/ PERMANENTPASTURE . BAT I L
! g2y

" IGLOTABKA/TEST/AUG/PACK W NB/MO785 X

3 <JECITAGK 2/ TELT/NUG/OTHERHAY LESP 1

| <JGEITASK R/ TEST/AUG/ZOTHERHAY, 86T 1

‘ 4 JSCYTASKE/ TEGT/AUG/ DENSENOODLAND . ESP§

s $JBEITASKE/ TEST/AUG/DENSEWOODLAND , 56T}

= CJBCPTAGKZ/TLET/AUG/CORN, EGP; L
KJBCITASKE/TEST/AUGACORN, BGT § 1

) <JECHTASR2/YEST /AL, CAT. § 1

<JBCOTABKR/TEET/AUG/TEL. 51

{
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DR o
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<JSCHTASK2/TRAIN/MTEMP/TBLL, 71 .
g CUBCYTASKZ/ TRAIN/MTEHR/ETAT 2 1 B-GRPS 1
, < JSC5TASKE/ TR IN/NTERP/ 15TAT . 16-GRPS /LIPS
#ORRY . )

L < JBCYTAGKZ/ TRAIN/MTEMP/CAT ., § 1
E CJSCOTASKZ/ TRAIN/MTEMP/WINTERWHEAT .ESP§ 1

! ™
4 < JSCOTASKZ/ TRATN/MTEMP/HINTERKHEAT . SGT 3 1
3 < JBCOSTABK 2/ TRAIN/MTEMP/S0YREANS . ESP 1

: <USCSTASREZ/ TRAIN/MTEMP/SOVYOEANS . SGTH1 .

; < JBC S TASK2/TRAIN/MTEMP/ PERMANENTPASTURE . ESP3 1
ﬁ * 20021 r
‘ < JSCSTASKZ/TRAIN/MTEMP/PERMANENTPASTURE . SGT} 1

# 20821

¢ UBCSTASKZ/TRAIN/MTEMP/PACK . ~OTHERHAY/CLIP S 1
#20821

< JSCO>TASKZ/TRAIN/MTEMP/PACK . ~DENSENODDLAND /CL L P} 1
#and 20821
<JSCITASK2/TRAIN/MTEMP/PACK . ~SOYBEANS/CLIP &
20821
<JSCH>TASKZ/TRAIN/MTEMP/PACK . ~PERMANENTPASTURE/CLIP; 1
*9 and 200821

<JSCOTASKZ/ TRAIN/MTEMP/PACK . ~WINTERWHEAT/CLIP 1
»d 20821

SJBCOTASKZ2/TRAIN/MTEMP/PACK . ~CORN/CLIPL 4

*1

<JSCSTASKZ/TRAIN/MTEMP/PACK . ~OTHERHAY/MO79 1
$20821

< JSC>TASKZ/TRAIN/MTEMP/PACK . ~DENSEWOODLAND /MO79% 1
#and 20821
<JSCO>TASKZ/TRAIN/MTEMP/PACK . ~SOYBEANS/MO793 1
*#20821

< JSCSTASKZ/ TRATN/MTEMP/PACK . ~PERMANENTPAS TURE /MO79; 1
¥ and 20821

<JSCO>TASKZ/ TRAIN/MTEMP/PACK . ~HINTERKHEAT/MO79; 1
¢d 2082t

{JISCOPTASK2/TRAIN/MTEMP/PACK .~CORN/MO79: 1

1
I {JSCOTASK2/TRAIN/MTEMP/PACK .~NB/MD791: 1

(JSC)TQSK?/TRQIN/MTE"P/PQCK-NB/N07971

» <USCSTASK2/TRAIN/MTEMP/OTHERHAY .ESP; 1
(JSC)TASKZ/TRQIN/NTENP/DTHERHAY.SGT?1
{JSC>TASKZ2/TRAIN/MTEMP/DENSEWOODLAND . ESP T
CJSCOTASKE/TRAIN/MTEMP/DENSEWCIDLAND . SGT 7 1
521

<JSCO>TASK2/TRAIN/MTEMP/CORN.ESP 1
{JSCO>TASKZ/TRAIN/MTEMP/CORN.SGT ¢
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¢JSCHTASKZ/TEST/MTEMP/TBL.I2 =
<JBC>TASKZ/TEST/MTEMP/CAT. i1
<JSCOTASK2/TEST/MTEMP/HINTERWHEAT . ESP; £
<JSCHTABKZ/TEST/MTEMP/WINTERHHEAT . SGT 1
<JSCSTASK2/TEST/MTEMP/SOYBEANS LESP} 1
<JSC>TASKZ/TEST/MTEMP/SOYBEANS . SGT; §
<JECH>TASK2/TEST/MTEMP/PERMANENT PASTURE .ESP} 1
#20821
{JSCSTASK2/TEST/MTEMP/PERMANENTPASTURE .SGT} 1
¥20821

<JSCO>TASK2/TEST/MTEMP/PACK .NB/MO79; 1
<JSC>TASK2/TEST/MTEMP/OTHERHAY JESP; 1
<JSCOTASKZ/TEST/MTEMP/OTHERHAY . SGT 1
¢JSCYTASKZ/TEST /MTEMP/DENSENOODLAND . ESP; 1
%21

<JSC>TASK2/TEST/MTEMP/DENSENOODLAND . SGT} 1
#z1

<JSC>TNSK2/TEST/MTEMP/CORN.SGT 1
<JSCYTASK2/TEST/MTEMP/CORN .ESP} 1
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SJSCHOTASK2TEST/CLASSY/SOYBEANG .EST 1
<JSCOPTASKZ/TRAIN/CLASEY/NOODS.EST 1
<JSCPTASKZ2/TRAIN/CLASBY/WOODS . BGT 7 L
<JBCITNABRZ/TRAIN/CLAGSY/WHEAT .SGT Y
<JSCPTASK2/TRAIN/CLASSY/WHEAT.EST
CJSCOTABKZ2/TRAIN/CLASSY/SOYBEANS JEST )
<JBCOPTABKZ/TRAIN/CLASSY/SOYBEANS, 3GT 1
CJSCOITASKZ/TRAIN/CQLASSY/PASTURE.EST 1
<JSCOTABKZ/TRAIN/CLASSY/PASTURE.SGT 1
<JSCOTABK2/TRAIN/CLASSY/HAY .ESTI ¢
<JSCO>TASK2/TRAIN/CLASSY/HAY . SGT I
CJUSCOTASKZ/TRAIN/CLABSY/CORN.EST 1
(JSC)TRSKZ/TRRIN/CLQSSY/GORN.SGT?1
JSCOTASKZ/TRAIN/CLASSY/CAT. . i1 ,
SJSCPTASKZ/TEST/CLASSY/HOONS.EST 1
<JSCO>TASKZ/TEST/CLASSY/NOODS.8GT T
<JSCOTASKZ/TEST/CLASSY/WHEAT JEBT 11
CJSCOP>TASKZ2/TEST/CLASSY/WHEAT .8GT 1
<JSCPTASKZ/TEBT/CLASSY/SOYBEANS+SGT 1
CJSCO>TASK2/TEST/CLASSY/PASTURE.EST L
<JSCPTASKZ/TEST/CLASSY/PASTURE.SGT? 1
CJSCOTASKZ2/TEST/CLASSY/HAY.ESTit -
<JSCITASK2/TEST/CLASSY/HAY.5GT 11
CJSCOPTASK2/TEST/CLASSY/CORN.EST I ¢
<JSCHTASKZ/TEST/CLASSY/CORN.SGT 1
<JSCHPTASKZ/TEST/CLASSY/CAT. 1
<JSCHCLASSY/TRAIN/TABLE. 7 1
$JSCOCLASSY/TEST/TABLE. 1}
<JSCOTASKZ2/TRAIN/CLABSY/ISTAT.~24GRPS/PURG
#0853
<JBCHTASKZ/TRAIN/CLASSY/ISTAT.~24GRPS/EF L
»853
<JSC>TASK2/TRAIN/CLASSY.BOUTI Y
<JSCO>TASK2/TEST/CLASSY.BOUT? L
{JSCITASK2/CLAGBSY/STAT . .~OTHER I 1
<JSCPTASKZ/CLASSY/STAT .~PERMANENT I 1
<JSCPTASK2/CLASSY/STAT . ~SOYBEANS L
<JSC>TASKZ/CLASSY/STAT .~S0YBEANS ;&
<JSCHOTASK2/CLASSY/STAT.~CORN? L s
<JSCHPTASKE/CLASSY/STAT .~WINTERT 1
<JSCHITASKZ2/CLASSY/STAT.=DENSE; 1
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<JSCOTASKRI/TRAIN/ L, SEGS? 4

<JSCOTASKB/TRAIN/1/PACK . ~OTHERHAY/CLIP} 1
.%ZJSC>TASK9/TRGIN/1/PBCK,~DENSENOODLAND/CLIP?1
'<3gg:¥nsuaxrnax~/1/pACh.~Psnnnnsnrvasruns/Lpr
“zjsc>$g§£S/TRﬁIN/IIPACK.~SOYBEAN5/CLIP,l
N UBCTASKD/ TRAIN/ 1/PACK . ~HINTERHHEAT /CLIP? 1
*23§E>TASKB/TRR1N/l/PQCK.-CORN/CLIPi1

SJSC>TASK3/TRAXN/I/PﬂCK.*OTHERHﬁY/ﬂO?Q:l
*stczTRSKE/TRRIN/I/PRCK.*DENSENOUDLAND/MD?S?i
N a0 TASKa/ TRAIN/ 1 /PACK . ~SOYBEANS/MO781 |
’ZJSC>TﬂSh3/TRRIN/1/PACK ~PERMANENTPASTURE/MQO79: 1
*gj”cggggzalTRAIN/!/PﬂCK ~N1NTERNHFAT/HO79 1
‘2§;Z>TASK3/TRRIN/1/PACK.'CORN/NO79?1

<JBCO>TASRA/TRAIN/L/PACK.~-NB/MO785 L

< JSCSTASKA/TRAIN/1/PACK.NB/HO7952

<JSCPTASKI/TRAIN/L/HINTERWHEAT .ESP7 1
<JSC>TASK3/TRAIN/1/MINTERNHEAT SCTvl
<JSCITASKI/TRAIN/ L/ TBL
<Jsc>msx3/rrnm/t/sm1‘ 15 GRPS ;1 ,
<JSCO>TASK3/TRAIN/1/STAT..~OTHERHAY/CLIP; 1
*7
<JSCO>TASK3/TRAIN/1/STAT . ~DENSEWOODLAND/CLIP Y
* 20857
<JSCO>TASK3/TRAIN/1/8STAT.~S0YBEAMS/CLIP; !
w7
<JSCOTASKI/TRAIN/L/STAT . -PERMANENTPASTURE/CLIP? 1
#nd 20827
<JSCOTASKA/TRAIN/L/STAT,~WINTERWHEAT/CLIPI 1
#0827
<JSCOP>TASK3/TRAIN/1/STAT.~CORN/CLIPIL
{JSCO>TASKI/TRAIN/1/S0YREANS.ESF /1
<JBCO>TASK3/TRAIN/L/SOYBEANS.SGT 1
<JSCY>TASKI/TRAIN/1/PERMANENTPASTURE.ESP; 1)
*27
<JSCH>TASK3/TRAIN/L/PERMANENTPASTURE . SGT i 1
w27
<JSCP>TASKI/TRAIN/I /OTHERHAY.ESP1
<JSCHTASK3/TRAIN/1/OTHERHAY . SGTi 1
SJSCOTASKI/TRAIN/ L/ ISTAT . 16-GRPS/CLIPI
CJBCHX>TASKI/TRAIN/ L /ISTAT. 16-GRPS} 1
<JSCATASK3/TRAIN/ L /DENSEHOQDLAND.ESP
<JSCP>TASK3/TRAIN/ 1 /DENSENOODLAND.SGTH Y
<JSC>TASK3/TRAIN/1/CORN.ESPi1 -
CJSCO>TASKI/TRAIN/1/CORN.LSGT
<JISCO>TASKI/TRAIN/I/CAT. T
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<JSCOTASKI/TEST/1/HINTERWHEAT .SGT ¢ 1
<JSCOTASKI/TEST/L/WINTERRKHEAT .ESP T 1
<JSCOTASK3/TEST/1/TBL. 7 ¢
<JSC>TASKO/TEST/1/SO0YBESNG.ESP ;1
{JSCOTASKI/TEST/1/S0VBEANS.SGT 1
<JSCOTASRB/TEST/1/PERMANENTPASTURE.ESP 7 8
7
<JSCOTABRI/TEST/1/PERMANENTPASTURE . SGT 7 8
7

<JSC>TASKI/TEST/1/PACK .NB/MO797 )
<JSCO>TASKI/TEST/ 1 /0THERHAY .ESP i L
<JSCOTASKI/TEST/1/0THERHAY .SGT i1
<JSCO>TASKI/TEST/ 1 /DENSEWOODLAND .ESP 1
{JSC>TASKI/TEST/1/DENSENOODLAND.SGT 1
<JSCP>TASKA/TEST/A/CORN.ESPi L
<JSC>TASK3/TEST/1/CORN.SGT 78
<JSCOTASKB/TEST/1/CAT. 1
<JSCP>TABKI/TEST/1.5EGS:2
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<JECPTASKI/TRAIN/Z . SEGS IR .

<UBCHTASKI/TRAIN/C/WINTERWNHEAT JESPI L
SJSCPTASK/TRAINZS/HINTERWHHEAT . SGT 7 1
<JECPTASKI/TRAIN/Z/TBL. i1
SJECOTASKIZTRAIN/Z/STAT, IG-GRPS T )
<JECOTASKA/TRAIN/Z/STAT,.~OTHERHAY/CLIP S
x3
<JSCITASKS3/TRAIN/Z2/STAT . ~DENSEKHOODLAND/CLIP?
* 20833
SJUSCrTASKBZTRAIN/Z/STAT . ~SOYRBEANS/CLIP Y
LRC)
SJBCHMTASKS/TRAIN/2/STAT .~PERMANENTPASTURE/CLIP I
#nd 20833
<JBEOTAGKB/TRAIN/Z/STAT ~WINTERWNHEAT/CLIP} 1
0833 .
<JSCO>TASK3/TRAIN/2/8TAT .~CORN/CLIP;1
LJSCHTASKB/TRAIN/Z2/SOYBEANS .ESP L
<JSCHITASKI/TRAIN/2/B0OYBEANS.8GT 71
<JECHTASKI/TRAIN/2/PERMANENTPASTURE.ESP
+33
SJSCPTASK3/TRAIN/2/PERMANENTPASTURE . SGT 7 1
#33
<JSC2TASKI/TRAIN/Z2/PACK . ~SOYBEANS/CLIPI L
*»3
<JSCO>TASKS/TRAIN/Z2/PACK . ~OTHERHAY/CLIPIL
#3
{JSC>TASKA/TRAIN/Z2/PACK +~DENSEWOQODLAND/CLIP? 1
# 20838
SJIBCITASKS/TRAIN/2/PACK . ~PERMANENTPASTURE/CLIPG Y
¥nd- 20833
SJBCIPTASKI/TRAIN/2/PACK . ~WINTERWHEAT/CLIPG L
#0833
<JSCPTASKB/TRAIN/Z/PACK . ~CORN/CLIPT L
<JSCPTASKI/TRAIN/Z2/PACK ., ~OTHERHAY/MO79: 1
*3
<JSCOTASKI/TRAIN/Z/PACK ., ~DENSEWOODLAND/MO79: 8
# 208383
<JSCO>TABKI/TRAIN/2/PACK .~S0YBEANS/MO791 1
*3
<JSCOTASKB/TRAIN/Z2/PACK . ~PERMANENTPASTURE/MO7S5 1
#¥nd 20833
<JSC>TASK3/TRAIN/2/PACK .~WINTERWHEAT/MO79: 1
*0833
<JSCPTASKI/TRAIN/Z2/PACK .~CORN/MO797 8
<JBCPTASK3/TRAIN/2/PACK . ~NB/MO791 1
<JSCOTASK3/TRAIN/Z/PACK .NB/MO797 8
<JSCPTASKI/TRAIN/Z2/0THERHAY .ESP 1
<JSCOTASKS/TRAIN/2/0THERHAY . 8GT 1
<JSCPTASKO/TRAIN/Z/ISTAT . 1B~GRPS/CLIPI Y
<JBCO>TASKB/TRAIN/Z/ISSTAT . 16~GRPSI1
<JSCO>TASKRI/TRAIN/2/DENSEWOODLAND .ESPI L
KJSCOTASK3/TRAIN/2/DENSENOODLAND . SGT/ L
<JSCO>TASKI/TRAIN/2/CORNLESPT L .
SJSCH>TABSKI/TRAIN/2/CORN.SGT 1
<JBC>TASK3/TRAIN/Z2/CAT .1
<JSCPTASK3/TRAIN/Z.SCAT~FILES T
{JSCP>TASK3/TRAIN/2.SEGS ¢
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$JSCHOTASKI/TEST/Z/WINTERKHEAT .ESP 7 1
<ISCITASKA/TEST/2/WINTERNHEAT . SGT 7 3
{JSCO>TASKI/TEST/2/TBL. i1
{JUBCOTASKI/TEST/2/50YBEANS.ESP T 1
<JSCOTASKI/TEST/2/SOYBEANS . SGT 7 ¢ ‘
<JSCOTASKI/TEST/2/PERMANENTPASTURE .ESP? |

*43

<JSCOTASKB/TEST/2/PERMANENTPASTURE .SGT ¢ )

#43

<JSCHTASKA/TEST/2/PACK (NB/MO795 1
<JUSCHTASKI/TEST/2/0THERHAY .ESP} 1
CJSCOTASKI/TEST/2/0THERHAY .ESP; 2
<JSCO>TASK3/TEST/2/0THERHAY . SGT S §

& [ o .
R AR A S
<JSCH>TASKA/TEST/2/DENSEWDODLAND. SGT$)

$JBCP>TASKI/TEST/2/CORN.ESPIL -

{JSCO>TASKAE/TEST/2/CORN.SGT 1
<JSCO>TASKAI/TEST/2/CAT. 1
<JSCHTASKI/TEST/Z.8CAT-FILES 1
<JSC>TASKI/TEST/2,.5EG5:2 -
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<JBCOTASKA/TRAIN/Q/HINTERMHEAT . ESP
< JSESTHRSKE/TRAIN/A/NINTERKHEAT . 5GT§ 1
<JSCH>TABKA/TRAIN/D/TEL . ;
<JSCOTASKAZTRAIN/B/STAT . 16-GRPS; 1
<JSCOTASKB/TRAIN/G/STAT .~OTHERHAY/CLIPS 1
*3
<JSCPTABKA/TRAIN/3/STAT . ~DENSENOODLAND/CLIP?Y
¥ 20833
< JSCOPTASKI/TRAIN/3/STAT . ~SOYBEANS/CLIPI Y
*3
<JSCHTASKA/TRAIN/G/STAT . ~PERMANENTPASTURE/ZCLIPS 1
#nd 20833 ‘
<JSCHTASKA/TRAIN/D/STAT . ~HINTERWHEAT/CLIPS 1
»0B3R7
<JSCITASKA/TRAIN/G/STAT .~CORNZCLIPS 1
< JSC>TASKI/ TRAIN/3/SOYBEANS EGP T 4
< JSCITASKA/TRAIN/G/SOVBEANS ., 8GT] 1
<JSCHTASKI/TRAIN/G/PERMANENT PASTURE (ESPS 1
#33
<JSCPTASKI/TRAIN/S/PERMANENT PASTURE . SGT$ 1
*33
<JSCOTASKA/TRAIN/3/PACK . ~OTHERHAY/CLIPO; 1
»33
<JSCH>TASKI/TRAIN/3/PACK . ~DENSENOODLAND/CLIPS 1
r» 20833
<JSCTABKI/TRAIN/I/PACK . ~SOYBEANS/CLIP
+3

<JSCP>TASKA/TRAIN/G3/PACK . ~PERMANENTPASTURE/CLIPO} Y

+and 208833

<JSCP>TASK3/TRAIN/3/PACK .~WINTERWHEAT/CLIP: 1
+0B33

<JSCO>TASKI/TRAIN/3/PACK.~CORN/CLIPI)
<JSC>TASKI/TRAIN/I/PACK . ~OTHERHAY/MD797 t

#3

< JSCO>TASK3/TRAIN/3/PACK « ~DENSERWOODLAND/MO79: ¢t
* 20833 ,
<JSC>TASKI/TRAIN/3/PACK . ~SOYBEANS/MO791 1

*3
<JSCOTASKI/TRAIN/I/PACK . ~PERMANENTPASTURE/MB797 1
#*nd 20830
SJSCPTASKE/TRAIN/3/PACK . ~WINTERWHEAT/MO79: 8
#0833

{JSCATASKI/TRAIN/I/FALK . =CORN/MO797 1
SJSCO>TASKI/TRAIN/3/PACK . =NB/MDO794% 1
XJSCPTASKA/TRAIN/G/PACK .NB/MO79: 1
CJSC>TASK3/TRAIN/I/OTHERHAY .ESP; 1
<uSC>TASKE/TRAIN/Z/DTHERHAY .SGT
<JSGPTASKE/TRAIN/S3/ISTAT . 16~GRPS/CLIP Y
(JSC>ThSK8/TRﬁXN/S/ISTAT.IG“GRPS;I
<JISCO>TASKA/TRAIN/S/DENSENOODLAND .ESP? 1
JSCHPTASK3/TRAIN/S/DENSEWOODLAND.SGT
<JSCP>TASKI/TRAIN/3/CORN.ESPI1
{JSCH»TASKI/TRAIN/3/CORNSGTI1
$JSCOTABK3/TRAIN/3/CAT. 1 Y
{JSCPTASK3/TRAIN/G.SCAT~FILES )
{JSCP>TASK3/TRAIN/3.SERS; 2
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<JSCOTASKO/TEST/3/WINTERRHEAT .ESP/ |
<JIBCOTAGKI/TEST/Q/HINTERHHEAT . ST 8
<JSCPTASKI/TEST/ZU/TBL, ¢ 1
<JSCOTASKI/TEST/3/G0YBEANS.ESPI L
<JSCPTASKI/TEST/3/S0YBEANS .SGT i 1
SJBCO>TASKI/TEST/3/PERMANENTPASTURE .ESP? L
*#3
$JBCOTASKRB/TEST/3/PERMANENTPASTURE . SGY 7 1
L3

<JSCP>TASKA/TEST/3/PACK .NB/MO797 1
<JSCOTASKB/TEST/3/0THERHAY JESP ¢
<JSCOTASKA/TEST/3/0THERHAY . SGT 7 1
<JSCOTASKI/TEST/3/DENSENQUDLAND . ESP ¢
<JSCPTAGKI/TEST/3/DENSENOODLAND «8GT 1
<JBC2TASKI/TEST/3/CORNESP;
<JSCPTASKA/TEST/3/. “IN.BGT !
<JBCITASKI/TEST/3/CAT. 7 1
<JBCOTASKB/TEST/3, 8CAT-FILES Y
CJSCOITASKA/TEST/3.8EGS 2
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CUBEITASKI/TRAINZA/MINTERHHEAT .ESP} 1
< JECHTASKI/TRATINZ 4/HINTERNHENT . 8GTS 1
¢JECS>TASK3/TRAINZA/TBL ., } 1 |
<JSC>TASKI/TRAIN/4/STAT, 16~GRPSS 1
<JBCHTASKA/TRAINZ4/STAT . ~OTHERHAY/CLIP} 1
"2
<JECOTASKI/TRAIN/4/STAT .~ DENSEWOODLAND/CLIPS 1
» 20B42

<JSCOTASKI/TRAIN/4/BTAT . ~SOYBEANS/CLIPS 1

2
<JSCYTASK3/TRAIN/4/STAT . ~PERMANENT PASTURE/CLIP} 1
¥nd 20842
<JSCTABK3/TRAIN/A/STAT . ~HINTERHEAT/CLIP; 1
»0B842

<JSCS>TASKI/TRAIN/4/STAT . ~CORN/CLIPS 1
<ISC>TASKA/TRAIN/ 4/50YBEANS . ESP 1
<JSCH>TASKA/TRAIN/4/SOYBEANS . SGT 4 1
<JSCS>TASKA/TRAIN/ 4/PERMANENT PASTURE . ESPi 1

#432

<JSCOTASK3/TRAIN/4/PERMANENTPASTURE . SGT 1

*42

<JBCSTASKA/ TRAIN/4/PACK . ~OTHERHAY/CLIP; 1
%2

< JECS>TASKA/TRAIN/4/PACK . ~DENSENOODLAND/CLIP 1

*» 20842
<JSC>TASK3/TRAIN/4/PACK . ~PERMANENTPASTURE /CL1P 1 1
¥nd 20842

< JSC>TASKA/TRAIN/4/PACK . ~WINTERNHEAT/CLIP} 1

410842

<JSCoTASKI/TRAIN/A/PACK . ~SOYBEANS/CLIP

*2

<JSCPTASKI/TRAIN/4/PACK . ~CORN/CLIPS S
(JSG\TASKG/TRAIN/QIPRCK ~0THERHAY/MO791 1

2

<JoC>TASKB/TRAIN/4/PACK ~DENSEWOODLAND/M0O79: 1
b 20842
KJECOTASKI/TRAIN/4/PACK..~SOYBEANS/MQ797 1
o2 :
CJGDITASK3/TRAIN/4/PACK . ~PERMANENTPASTURE/MD79: 1
ind 20842
éJSC)TASKB/TRAIN/4/PACK.—NINTERNHEAT/HO?S?1
»0842

<JSCO>TASKB/TRAIN/4/PACK . ~CORN/MOD79: ¢
<JSLPTASKB/TRAIN/4/PACK . ~NB/MO797 1
<JBU>TASK3/TRAIN/4/PACK.NB/MO79: 1
<JSCP>TASKI/TRAIN/4/O0THERHAY .EBP L
<JSCHITASK3Z/TRAIN/4/0THERHAY . SGT 1S
<JSCPTASK3/TRAIN/4/ISTAT . 16~-GRPS/CLIPIY
<JSCOTASK3/TRAIN/A/ISTAT.16~GRPS T
<JBCOXTASRI/TRAIN/4/DENSENOODLAND.ESP; 1
<JSCHPTASKI/TRAIN/4/DENSEWOODLAND.SGT !
<JSCPTASK3/TRAIN/4/CORN.ESP/ 1
<JSCHP>TASK3/TRAIN/4/CORN.SGT 1
<JSCPTASK3/TRAIN/4/CAT. ¢ 1
<JSLCPTASK3/TRAIN/4.SCAT-FILES! Y
<JGCOTASKE/TRAIN/A4 (SEGS; 2
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CJSCMAGKI/TEST /4 /WINTERHHEAT , ESP
< JECSTASKI/TEST/ \/HINTERWHENT . SOT
<JGCSTASKI/TEST /47700, {1
<JECSTABKA/ TEST /4 /50YREANS .ESP ] |
<JBCSTABKI/TEST/Z4/S0YBEANS . §6T} 1
<JBCHTASKA/TEST/ 4/ PERMANENTPASTURE . ESP} 1

2
§J50>TASKSITEST/4/PERMANENTPGSTURE.SGT?l

&
<JBCITASKA/TESTZAZPACK .NB/MO791 1
¢JSCOTASKA/TEST/4/UTHERHAY JESP} 1
<JSCPTASKI/TEST/ 4/0THERHAY . 8GT} 1
<JBC>TNSKI/TEST/4/DENSENDODLAND , 5GT} 1
<JBESTASKAZTEST/4/CORN,ESP} 1
<JSCITNAGKI/TEST/4/CORN, BT} 1
<JBC>TASKA/TEST/ZAZCAT, § L
<JSCOTASKI/TEST/ 4. SCAT-FILESS
<JBCI>TASKI/TEST/4.5EGEH2
<JBCITASKA/TEST/ 4/ DENSENDODLAND ,ESP; 1

il
i
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4JSCO>TABKD/TRAIN/S . SCGS; 2

<JBEMTASKRIZTRAIN/S/HOODE  BOUTS §
<JBCXTARRB/TRAIN/S/HHEAT . BOUT I L
SUBCITABRA/TRAIN/T/BYAT . 16=0RPBI |
(JSGD;A&KS/TRBIN/S/STGT¢~DENSENNODDLQND/CLIPE1
v ZOBA4

SJIBRXTASKO/TRAIN/S/8TAT . ~WHEAT/CLIPS
§J93§TASKSITWAIN/5/5TAT.~BDYBBANS/CL1P3x

SJBCPTABKR/TRAIN/S/STAT ~PABTURE/CLIPS Y
LJECXTALKS/TRAIN/S/BTAT . ~HAY/CLIP T
SHECHTASRAZTRAINZS/STAT «=~QORNZCLIPS 2
<JBCITABKI/TRAIN/S/SOYBEANS, BOUT L
SJEEI>TASKI/ZTRAIN/S/PAYTURE,BOUT: 1
CJBCOTHEKI/TRAIN/S/PACK . ~NB/MO787 L
<JBCPTABKB/TRAIN/S/PALK . ~DENSEROODS/ZCLIPSL
844
2JSC>TASR3/TRQIN/5/FBCK;~GTHﬁRHAY/CLIP§l
}
LUELPTASKI/TRAIN/B/PACK , ~80YBEANS/CLIPS YL
+4
SJESCOTABKRI/TRAIN/S/PACK . ~PASTURE/CLIPS Y
<JSCOTASKI/ZTRAIN/S/PACK . ~MHEAT/CLIP; 1
<JBE>TASK3/TRAIN/S/PACK. ~CORN/CLIPT L
<USCOTABKA/TRAIN/S/ISTAT . 16~GRPE L
HIBCMTASKE/ TRAIN/S/HAY.B0UT ! L
<JBEYTABKG/TRAIN/S/CORN, BOUTIZ .
¢<JBOOTASKI/ TRAIN/S/FACK . ~OTHERHAY/MO787 1

o 4

< JBCSTASRI/TRAIN/S/PACK . =DENSEHDODLAND/MO3787 1
* 20844 S
<JSCPTASK3/TRAIN/S/PACK , ~SOYBEANS/MC?8 L
ﬁ,,q.
JSEYTASKA/TRAIN/S/PACK . ~PASTURE/MO79:1
ijgg§§ﬁé2ﬁ/Tma1N/sxpncx.*NINTERNH&AT/navs.:
#0844 o
(JgC>TnSK3/TRAXN/S/PACK.-CORN/M079:1
<JISCHTASKB/TRAIN/S/PACK . NB/MO791 1
<JSCO>TASKA/ TRAIN/S/COMMAND . BOUT} 1
<JBCO>TASKA/TRAIN/S/NINTERWHEAT .ESP S 1
SJSCHTASKI/TRAIN/S/WINTERWHEAT .SGT 3 L
<JSCOTASKY/TRAIN/S/TEL, i 1
<JSC>TASKA/TRAIN/S/SOVBEANS ,ESP} 1
<JBCYTASKB/TRAIN/S/SUYBEANS, 86T 1
WJBCPTASKB/TRAIN/S/SENSENOODLAND . ESP 1
SJSCATASKI/TRAIN/S/PERMANENTPASTURE .ESP: 1
*53
<JECOTASK3/TRAIN/B/FERMANENTPASTURE.SGT 1
#53
<JSCOTASKI/TRAIN/S/0THERHAY JESP: 1
<JSCOTASKI/TRAIN/S/DTHERHAY .SGT
CJSCXTASKA/TRAIN/S/ISTAT . 1G-0RPS/CLIPS YL
<JBCO>TASBKI/TRAIN/B/DENSENONDLAND.SGT S I
<JECOTASKA/TRAIN/S/CORN,.ESP; 1
<JBC>TASKE/TRAIN/S/CORN. SGT} 1
<JSCPTASKI/TRAIN/S/CAT. it

E-23




=

CJECOTASKIZTERT/S/HINTERKHEAY . 86T 7 4
LJBCOTABKI/TEST/8/TBLL T
CJOSLOTASKIZTEST/ 5/ G0YBEANSESP L
CJBCOTAGKI/TEST/B/GO0VBEANS . BGT T L
§JSC>Tﬁ3K3/TEST/ﬁ/PERMANENTPﬁETURE.ES?3l
»

éJSC?TﬁSKQ/TKBT/ﬁ/PERHANENTPﬁﬁTUREnBﬁTSI
¥
CJBLOTABRI/TEST/S/0THERHAY (EBPI L
LJSLPTASKI/ZTEST/8/0THERHAY . 8GT 7 1
JECOTABKI/TEST/B5/DENSENOODLAND , ESP; L
<JBLITASKI/TEST/S/DENSENOODLAND ,8GT 1
{JBCHTABKA/TEGT/B/CORNESP L
SJBLOTASKI/TEST/S/CORN,BGT 71
SJBCPTABKI/TEGT/S/7CAT. 0 1
<JECOPTASKA/TEST/D.HEGS: 2
{JBLI>TASKI/TEST/B/PACK.NB/MO7D: 1
<JBCP>TABKI/TEST/B/COMMAND .BOUT 7 1
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SJBCYTASKI/TRAIN/GBZROONS . BOUT I |
SHGCOTABKI/TRAIN/G/WHEAT . BOUT 1 )
{AUBCITABKI/TRAIN/B/STAT, 1 7-0RPEI L
<JBLOTABRI/TRAIN/G/STAT, ~HOODL/CLIPI L
<JBLYTASRAZTRAINZG/STAT o ~HHEAT/CLIPH
iJBC?TRSKSITRAINIG{STAT.-8QYBEQNB/CLXP3l
*

<JBEYTASKA/TRAIN/G/BTAT, ~PABTURE/CLIP; L
<JBCOTASKI/TRNIN/G/STAT . ~OTHERHAY/CLIPI A

*4

$JBERTABKASTRAINSG/B00EARBRNAGY 1T
<JGCHTASKI/TRAIN/G/PASTURE .BOUT; 1
<JBEHTASKA/TRAIN/G/PACK , ~OTHERHAY/CLIP;
#4

<JSCYTRBKA/TRAIN/B/PACK . ~HOODS/CLIP I 1

< JSCH>TABKA/TRAIN/B/PACK . ~S0YBEANS/CLIP; 1

<JBEO>TASKA/TRAIN/B/PACK . ~PERMANENT PASTUREZCLIPG 1
md 20844 ‘
¢JBCITASKI/ TRAIN/G/PACK . ~WINTERWHEAT/CLIPF 1
10844
<JBCPTASKI/TRAIN/G/PACK . ~CORN/CLIP} L
< JBCHPTASKI/TRAIN/G/PACK . ~NB/MO79; 2
<JGEITASKI/TRAIN/G/HAY . BOUT |
CARMYTASKAZTRAIN/G/CORN,. BOUTHL
<JECO>TABKI/TRAIN/B/DENSERDODLAND (ESP 1
<JBCY>TASKI/TRAIN/E/DENSENOUDLAND , 8GT i 1
<JECS>TASKA/TRAIN/G, SEGS | 2
<JBCOTABKA/ TRAIN/G/PACK JNB/HO79; 2
{JBCITABRG/TRAIN/G/ ISTAT, 1 7~GRPS] 2
<JSCH>TASKB/ TRAIN/ZG/COMMAND , BOUT; 1
§J9c>rnsxsxrnnxnza/Pncx.~arwunnav1nova;1
'“ L3
<gggiTnSK3/TRﬂlN/B/PAQK.~DENSENGGDLRND/MO79:1
* 2 4
§J3c>rasxa/rﬁaxwfﬁfvacx.~rovasn~szuo79;1
3
<JSC>TASKA/TRAIN/B/PACK . ~PERMANINTPASTURE/MO795 1
#nd 20844
“3322>TASKSITRAIN/G/PACK;»NINTERNHEGT/ND?S:1
»#0Q
<JBCH>TASKA/TRAIN/G/PACK . ~CORN/MO79 5 1
<JSC2 INSKU/TRAIN/G/WINTERWHEAT . SGT§ 1
<JSCOTASKA/TRAIN/G/TBL, 11
sJSCOTASKA/TRAIN/G/TEL, 12
<JIBCHTASK3/ TRAIN/G/SOYBEANS ,ESP} 1
<JUC>TASKA/ TRAIN/G/SOYBEANS , SGT 11
'§3S3>TRSK3/TRAXN/G/PERMANENTPRSTURE.ESP:l
*égsc>rnsx3/Tnnxnzsxpsnmnwswrpnsruae.sar:1
<JBCO>TASK3/TRAIN/G/OTHERHAY (ESP} 1
<JSCO>TASK3/TRAIN/G/OTHERHAY . 8GT 1
<ISCOTASKI/TRAIN/G/1STAT, 17=GRPS/CLIPS |
KJBCOTASKD/TRIIN/G/CORN,ESP} L
<JSCOTASKI/TRAIN/S/CORN, SGT 1
<JSCH>TASKA/TRAIN/B/CAT. i 1
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<JSCP>TASKA/TEST/B/PACK . ~NB/MD787 1
<JBCY>TASKI/TEST/G/PACK . NB/MO78:2
<JSCHITASKA/TEST/G/COMMAND. BOUT L
<JSCITASKI/TEST/6/WINTERNHEAT.ESP/ 1
SISCOTASKB/TEST/B/WINTERWHEAT . SGT 73
{JBCPTASKI/TEST/B/TBL,. 1 1
$JSCOTASKB/TEST/B/S0YBEANS.EGP Y
<JSCOTABKB/TEST/G/SOYREANS.S6GT 8
LJEBUPTASKA/TEST/ 6/ PERMANENTPASTURE LEGPI L
*3
<JBLPTASK3/TEST/6/PERMANENTPASTURE . SGT 1
*3
<JSCITASKA/TEST/B/0THERHAY.BGT I L
SJBLOTABKI/TEST/6/0THERHAY LESP
CJSGPTASKI/TEST/B/PENSENOODLAND (ESP7 1
$JBCOTASKB/TEST/B/DENSEWDDDLAND ,SGT 1
{JBCOTATKI/TEST/G/CORN,ESPI2
$JBCHTRSKA/TEST/G/CUORN.SRTI2
LJSCOTASK3/TEST/B/CAT. 7L
<JBLOPTASKA/TEST/6.8EGET 2
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SUSC2TASRI/TRAIN/7/PACK . NB/MOYDS
{JSCHPTASKI/TRAIN/7/WOODE,.BOUT Y
<JBCPTASKI/TRATIN/7/WHEAT, BOUT 1
CJBOOPTASKA/TRAINZ7/STAT . =1 BGRPS/CLIPI

< JEOOTASKA/TRAINZT/STAT . ~HOODS/CLIPHY
SJBCOTASKI/TRAINZ/STAT . ~WINTERWHEAT/CLIP;
#0844

<JBCHTASKI/TRAIN/7/8TAT. ~SOYBEANS/CLIPHL

%4

{JSC>TASKI/TRAIN/7/8TAT. ~PASTURE/CLIP 1
<JIBCOPTABKA/TRAINZ7/8TAT . ~HAY/CLIPFL -
<JSCYTASKI/TRAIN/7/8TAT, ~CORN/CLIPF 1
SJECHITASKI/TRAIN/7/S0YBEANS. BOUT L
{JSCPTASKA/TRAIN/7/PASTURE,.BOUT L
<JBEPTABKE/TRAIN/7/PACK . ~DTHERHAY /M0797 1
*4/

CJBEOTABKA/TRAIN/?7/PACK .~DENSEWOODLAND/MO79:7 1
* 208144
{JBE>TASKA/TRAIN/7/PACK . ~SOYREANS/MO797 1

LT
CJISCOTABRI/TRAIN/7/PACK . ~PERMANENTPASTURE/MO797 1
xnd 20844
<JSCOYTASKE/TRAIN/7/PACK . ~HINTERWHEAT/M0O787 1
k0844

<JSCPTASKIA/TRAIN/7/PACK ,~CORN/MO797 1
SJECPTABKI/TRAIN/Z7/PACK.~NB/MO797 L

< JSCPTASKI/TRAIN/7/PACKR .~OTHERHAY/CLIP; L

#4

<JSCOTASRE/TRAIN/7/PACK . ~HOODS/CLIP S
(JS%C)TASKS!TRRIN/’?/PACK.—Bﬁ\'EEﬁNS/Ci’.IP:‘t ORIGWAL PAGE IS
*4 OF POOR QUALITY

< JSCYTASKA/TRAIN/7/PACK . ~PASTURE/CLIP; L
¢JSCO>TASKA/TRAIN/7/PACK . ~WHEAT/CLIP} 1
CISCOTABKI/TRAIN/7/PALK . ~CORN/CLIPT Y
CJSCOTABKA/TRAIN/7/ISTAT . ~1GRRPS/CLIPL
<JSCPTASK3/TRAIN/7/HAY.BOUT 1 ;
{USCOTASKA/TRAIN/7/CORN.BOUT I ¢ |
< JBCOTASKA/TRAIN/7/COMMAND . BOUT 1 :
<JSCPTASKI/TRAIN/7/WINTERNHEAT.ESP: 1 ,
<JSCI>TASKA/TRAIN/7/WINTERKHEAT .SGT 5 1 :
<JSCITASKRI/TRAINZ7/TBL. 31 \
{JSCOTASKA/TRAIN/7/SOVBEANS . BGT 1 i
{JSCITASKB/TRAIN/7/S0VBEANS . ESP 1 ?
égSC)TASKG/TRAIN/?/PERMANENTPASTURE.ESP?1 ;
» :
<JSCHITASKI/TRAIN/7/PERMANENTPASTURE . SGT ¢
.53 * ' T ] -
<JSEYTASK3/TRAIN/7/0THERHAY .ESP ;1
CJSCITASKI/TRAIN/7/0THERHAY .SGT ¢
(JSQ)TQSKS/TRRlN/?/ISTRT;~!SBRPS/NITHNAME5;l
*#20880

RJISCITAGKA/TRAIN/7/ISTAT .~1GGRPS/PURT L i
{JECHTASKI/TRAIN/Z7/DENSENOODLAND.ESPT L !
<JSCHTASK3/TRAIN/7/DENSEWOODLAND . SGT 1 |
<JBCO>TASKA/TRAIN/7/CORN.ESPI
< JSCOTASK3/TRAIN/7/CORN.SGT L
<JSCHTASKA/TRAIN/7/CAT. 11
SJSCOTASKRB/TRAIN/7 .SEGSS 2
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{JSCrTASKO/TEST/Z7/WINTERHHEAT JESP )
SJSCOPTASKZ/TEST/7/HINTERWHEAT .SGT 1 1
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