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## Methods for Presentation and Display of Multivariate Data

## I. Introduction

This report deals with the development of methods for presentatron of or display of multivariate data. Multivariate analyses of en involve a rather complicated data structure and one often is confronted with the prospect of merely quoting a test statistic and a corresponding significance level as his sole analysis product or output. Multivariate data in which certain factors are varied and several responses are being measured is difficult to interpret but the sheer volume certainly suggests that considerable data display is warranted, not mere data tabulation but certain displays that will aid in the interpretation of the analysis. In this report we attempt to suggest and illustrate various data displays, and we emphasize multivariate analysis of variance problems. Of course, the usual Hotelling's $\mathrm{T}^{2}$ solution in the two sample case becomes a special case and thus then will receive special emphasis with an illustrative example.

## II. The Two Sample Problem

The two sample problem is designed to test

$$
\begin{aligned}
& \mathrm{H}_{0}: \underline{\mu}_{1}=\underline{\mu}_{2} \\
& \mathrm{H}_{1}: \underline{\mu}_{1} \neq \underline{\mu}_{2}
\end{aligned}
$$

where $\underline{H}_{1}$ and $\underline{\mu}_{2}$ are population mean vectors that represent means of $p$ responses under two conditions. For example in NASA applications, these might be the means of several correlated responses to experiments under two different panel displays or two different conditions of G-seat (on or off). The total data array, of course, involves $n_{1}$ p-dimensional vectors under condition 1 and $n_{2}$ vectors under condition 2 . Mean vectors $\bar{x}_{1}$ and $\bar{x}_{2}$ are computed where

$$
\begin{aligned}
& \bar{x}_{1}=\left[\bar{x}_{11}, \bar{x}_{12}, \ldots, \bar{x}_{1, p}\right] \\
& \bar{x}_{2}=\left[\bar{x}_{21}, \bar{x}_{22}, \ldots, \bar{x}_{2, p}\right]
\end{aligned}
$$

where $\bar{x}_{l j}$ represents the average of the $n_{1}$ observations under condition 1 , response $j ; \bar{x}_{2 j}$ represents a similar quantity for condition 2 . One assumes generally that each of the two multivariate populations has variancecovariance matrix $\Sigma$ and an empirical estimate is obtained by pooling variance covariance estimates. We shall call this pooled estimate $S$. $\left(n_{1}+n_{2}-2\right.$ degrees of freedom). The test statistic for testing $H_{0}$ is given by

$$
T^{2}=\frac{n_{1} n_{2}}{\left(n_{1}+n_{2}\right)}\left(\bar{x}_{1}-\bar{x}_{2}\right)^{\prime} S^{-1}\left(\bar{x}_{1}-\bar{x}_{2}\right)
$$

which is Hotelling's $T^{2}$. An F-variate is then used to carry out the mechanics of the test.
(a) Need for Data Display

Generally the user of the llotelling's $T^{2}$ is interested in not only whether the above hypothesis is accepted or rejected but he also is keenly interested in the relative roles of the responses. Tha analyst should also gain some insight concerning the correlation of the responses and what effect this correlation is having on the test procedure. It would also seem reasonable that one should be able to have some light shed on the question of whether or not some of the responses can be totally ignored, i.e., whether or not the total dimensionality of the problem can be substantially reduced.

There are analytic procedures to aid in answering the question mentioned here. However, like the Hotelling's $T^{2}$ or F-statistic, they involve the rather unpedagogic computation of certain types of numbers that are somewhat difficult to interpret; however, there is very little in the standard multivariate analysis that leads one to interpretation through plots, pictoral data displays, or informative tables. Here we shall suggest a few procedures and corresponding data displays that will hopefully shed light on interpretation and also complement the conclusion derived from the test statistic. Most of the procedures suggested here center around the procedures of discriminant analysis (stepwise discriminont analysis) and the computation of partial correlation coefficients. Thus we shall proceed to give a brief summary of these two concepts.
(b) Discriminant Analysis

The procedure of Discriminant Analysis is designed to generate the linear combination $\underline{a}^{\prime} \underline{x}$ which best separates or discriminates between the two conditions or treatments in the two sample problem. The multivariate
hypothesis is handled by considering the univariate hypothesis

$$
H_{0}: \underline{a}^{\prime} \underline{\mu}_{1}=\underline{a}^{\prime} \underline{\mu}_{2}
$$

and a univariate t-test is conducted, and the test is based on the largest $t^{2}(\underline{a})$. Thus $a$ is determined for which the $t^{2}$ value

$$
\begin{equation*}
t(\underline{a})=\frac{\left[\underline{a}^{\prime}\left(\underline{\bar{x}}_{1}-\bar{x}_{2}\right)\right] n_{1} n_{2}}{\left(n_{1}+n_{2}\right) \underline{a}^{\prime} S \underline{a}} \tag{2.1}
\end{equation*}
$$

is maximized. As we outlined in an earlier task, the structure of the $\mathrm{t}^{2}$ (a) statistic is actually as an F-distributed variate and thus the statistic

$$
\frac{\left(n_{1}+n_{2}-p-1\right)}{\left(n_{1}+n_{2}-2\right) p} T^{2}
$$

follows $\mathrm{F}_{\mathrm{p}, \mathrm{n}_{1}+\mathrm{n}_{2}-\mathrm{p}-1}$.
One of the important facets of this analysis is to be able to reduce the dimensionality of the problem by allowing for the elimination of responses that are either redundant or provide little in the way of separation of the two groups. Many statistical packages provide a stepwise or stage wise discriminant analysis that actually allows the user to follow pictorially the reduction in dimensionality. It also allows the user to attain a rather keen insight into not only which responses are relevant, but what is the minimum number of responses one can use to describe the separation between the groups, as well as an indication as to what the correlation structure is among the responses. We shall now proceed to discuss the stepwise algorithm and discuss the "data display" aspect later.

Stepwise discriminant analysis proceeds much like stepwise regression, at least conceptually. One sequentially brings responses into the multivariate model, each time looking at the contribution of each response in terms of its ability to provide separation between the groups or between the treatments. The criterion for including a response is very intriguing.

Suppose, for example, there are four responses and 2 groups (or treatments). The forward stepwise procedure begins by entering the response that provides the largest univariate $t$ separating the two groups. Call this variable $x_{1}$. For step 2 the methodology will treat the model as if the new candidate variable is a univariate response and response variable 1 is a covariate in an analysis of covariance with treatment effects representing effects due to the two groups. The response included is one that provides the largest $F$ comparing treatments in this analysis of covariance model which would be written (for response $k$ )

$$
y_{i j}^{(k)}=\mu+\tau_{i}+B y_{i j}^{(1)}+\varepsilon_{i j}
$$

where the superscript denotes the response in question. The response $k$ is chosen which separates the treatments the largest amount, adjusted for the initial response 1 . This procedure is continued but each time the responses entered in previous steps become covariates in succeeding steps. In addition, the procedure will continue until the response to be entered at a specific step is not significant at some specified level. In addition, the procedure will eliminate responses that have entered at previous steps if, in light of other responses, they cease to become significant. This would imply that the separation of the two responses provided by that variable is redundant and it is not needed as it was at an earlier stage.

The Backward Elimination Procedure is identical to the forward procedure except the method begins with all responces and eliminates one at a time. This is sometimes preferable to forward stepwise procedures.

## III. Possible Data Display

Most data analysts and members of the scientific community can identify with such displays as group means, correlation coefficients, significance levels of tests, etc. Our suggested data displays involve plots and tables that center around these concepts with view toward illustrating the answers to two questions.
(i) Is there an appreciable change in the responses as you go from treatment 1 (say $G$ seat off) to treatment 2 (G seat on)?
(ii) What is the true dimensionality of the problem, i.e., how many responses are truly effected and what responses play the important roles?
(a) Partial Correlation Coefficients

These measures of linear association are quite different from the usual simple correlation coefficients [1] ordinarily observed in a multivariate analysis, in that they measure degree of linear association between two responses, conditional on the others. The interpretation would be that it expresses how much correlation exists between the two responses when all the others are held fixed. This is meant to give, at the outset, some indication to the user which linear associations among the responses might create problems in reducing the dimensionality of the problem.
(b) Plots of Sample Means

In the two sample case it is particularly enlightening and actually requires very little data preparation, to plot the sample means using standardized observations. This is not intended as a direct vehicle for statistical inference but rather, along with the partial correlations, as an initial display. The example in the next section will illustrate this preliminary display.
(c) Plots Resulting from Stepwise Discriminant Analysis The major data display would be a product of the stepwise discriminant analysis and should illustrate the important responses, the reduction in dimensionality of the problem, as well as the statistical significance associated with difference between the two treatments. Output from the forward stepwise discriminant analysis at each stage includes F-statistics indicating the significance of the incoming response and a corresponding level of significance, and an F-statistic (or Hotelling's $T^{2}$ ) indicating the significance of the difference between the two groups at this stage (degree of separation with the responses present in the current stage). Displays that would be of interest in an illustrative way would be plots showing these significance levels plotted pictorially as a function of the stage of the stepwise procedure, the latter also being the number of responses currently in the multivariate model. With these plots the user (and hence the reader) can see step by step the role of each response as it enters the picture. Displayed will be measures of what responses are critical and at what point do additional responses provide no more separation in the two treatments. This will become clearer with our example in the next section.

The example we use to illustrate the data display features a subset of NASA data in which there are 27 data points in each of two groups (G-seat on and G-seat off) where six responses are being measured. The purpose of the experiment of course is to determine if there is a difference "on the average" between the two groups or treatments, and then to determine if this difference is explained by one, two, three or perhaps more responses, and an indication of what these responses are. Of course, it would be advantageous for the analysis to display illustrations that point out these results. The original data is given in Table I. Table II gives the partial correlation coefficients. Of course, any strong partial correlation would give a clear indication of redundancy between two responses despite the activity of the other responses. Here, of course, the only responses showing a strong partial linear association are responses 2 and 3, while responses 4 and 5 show at least a moderate partial linear association. Incidentally, this partial correlation is taken within the group conditions (i.e., seat off-seat on).

To illustrate the analysis, Figures 1., 2., and 3. should be observed. Figure 1 is a simple plot of the means of the two groups for the six responses, using standardized data. Here, of course, it is clear from the display that variables 2 and 6 supply a goodly portion of the separation between the two seat conditions. The next phase of the data display and analysis deals with illustration of the significance tests in the stepwise procedure. As each variable enters the model, essentially a hypothesis
$\mathrm{H}_{0}$ : variable entered does not provide any increase in separation between the groups
$H_{1}$ : variable provides an increase $\ln$ separation
is being tested through the mechanism described earlier. Figure 2 provides a plot of the significance level associated with each variable as it enters sequentially. Small values are evidence in favor of $\mathrm{H}_{1}$ above, Clearly some subjectivity must be used by the analyst here concerning at what point he must decide that no further responses provide additional separation. Here, it is clear that
(a) Response 2 provides a substantial separation between the two G-seat conditions.
(b) Response 6 significantly increases the separation between the two conditions.
(c) No additional responses provide significant separation beyond these two.

Figure 3 is a bit more difficult to interpret but still provides essential information. The basic analysis at each stage of the stepwise procedure is to conduct the Hotelling's $\mathrm{T}^{2}$ (F-statistic) to determine if the two seat conditions differ on the average across the stepwise, f.e., the test is of the hypothesis

$$
\begin{aligned}
& \mathrm{H}_{0}: \underline{\mu}_{1}=\underline{\mu}_{2} \\
& \mathrm{H}_{1}: \underline{\mu}_{1} \neq \underline{\mu}_{2}
\end{aligned}
$$

as described earlier in this report. Plotted in the figure is the significance level of that test at each stage of the stepwise discriminant analysis. The indication is that at every step the separation between
the seat conditions is significant. However, at step 2, with the entry of variable 6 in the presence of 2 , the separation is enhanced, whereas in succeeding stages there is an apparent "dilution" of this significance due to the addition of non-discriminating responses. Ideally, one might consider (rather loosely) that the mininum point in the plot would indicate the smallest subset of responses.

The computer software for this work was the BMD package. It provides all the tests described as well as the partial correlation coefficients.
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| usb | VAKI | VAKC | vars | VAict | VAR | VAkO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | リ．1939 | U．Voæy | 2．570ヵ | U．111．0 | U．9才tc | 1．94nz |
| 5 | U．1071 | U．USCy | ¢．1413 | U． 0020 | U．18U8 | \％．Y4nc |
| 3 | u－iv17 | u．u354 | 1． 2471 | u．U－501 | $y .2515$ | $1.5906$ |
| 4 | $u .1404$ | u．vous | c．Solt | U．U456 | $1.1560$ | $1.4505$ |
| 3 | v．17cl | U．6427 | c． $\mathrm{Sbus}_{1}$ | －${ }^{0.0 .044}$ | $4.1912$ | $1.4565$ |
| 0 | $v .1011$ v． 2147 | $u .0044$ $0.050 \%$ | 1．0） 24 | －U．U14 | －-119 | 1．-577 |
| 0 | U． 214 $u .197 u$ | U．uSul | 2.20311 | －u．idys | －u．u170 | 1.4999 |
| $y$ | v． 1100 | U．03s 0 | 1．554 | －1． 0.068 | U．U304 U． 1 Uu4 | 1.0890 1.4103 |
| 14 | U．17uy | u．voss | 2．4050 | $\checkmark .2144$ | U．0Sll | 1.4103 0.9550 |
| 11 | U．140Y | U．U U 7 e | \％．3＜11 | －u．juoj | 0.2957 | 1.7287 |
| 12 | $0.15 y 0$ 0.1494 | u．U300 u．uS64 | 1．4127 | $u$ $u$ 195 | U．2U79 | 1.8488 |
| 14 | v．14＊4 U．140 | U．US6Y U． 0647 | ¢．4250 | －0．？ 047 | U．322s | U． 4676 |
| 1 | ט．cus | u．Ulys | 2．0150 | －0．ulco | 1.0009 | 1．4059 |
| 11. | ט． 2 ¢ | U．uうc＝ | E．cios | u．vjost | $u .1630$ $u .5400$ | 1．107b |
| 11 | v． 215 | －0611 | c．4 0.4 | －u．vSos | $u .5400$ $u .200 y$ | 1．5494 |
| 10 | U． $1 \times 54$ | u．uvé4 | 1．uvso | －Velt | $u . c o g y ~$ $y .20060$ | $\begin{aligned} & 1.0310 \\ & v .010 \end{aligned}$ |
| 17 | $\cup .1017$ | $\cup$ U U 014 | c．jSo4 | －－． 1 － 3 ？ | －u．ucou | U． 150 |
| ¢ | U．Cict | 0.074 | 2．0100 | － 0.1515 | し．${ }^{2} 90$ e | 1.2141 |
| cl | U．E110 | u．uv？o | 1．115s | － 0.0405 | $\checkmark .4 \supset 22$ | 1.21441 |
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| Cl | 0.1080 | u．vés | 1．SEyo | U．U1ヶう | 1．0053 | $1.02{ }^{\text {1．}}$ |


| 000 | vam1 | Vare | Vatis | VA：${ }^{\text {a }}$ | VAmb | VAKt |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
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| 35 | u．1t1l | u．ulul | U．ysyu | U． 015 | －1． 1 co | 1．23 23 |
| 54 | U．10us | U．US19 | c．Scus | U．1＞13 | 4.4403 | 1.2375 |
| 30 | u．1）el | u．usel | 1．4713 | U．043C U．US19 | U． 2780 | 1．9205 |
| 57 | u．104u | v．US41 | 2．2959 | －u．us4： | U． 0.6553 | 1． 0.0145 |
| \％ | u．1ES | 0.0304 | 2．17 176 | ט．0710 | U．2137 | U．01くS |
| － 4 | u．10̇u | － 0.0040 | 6.5930 | －u．veら1 | U．1 ל 77 | 1.0130 |
| 40 | U．1H4C | －voci | ¢．cosh | －0．11 5 | u．u41く | 1.6701 |
| 1 l | U．112y | v．0470 | 2． 4 ¢22 | U．10u？ | U．4S12 | 0.9520 |
| 4 | U．100s | U．UUSく | 1.6114 | －u．J131 | U．uyう1 | 1.015 |
| 45 | U．ひりくら | U．040S | 5.4910 | －． 4145 | U．U41u | 11.150 |
| － | v．2101 | U．u0s1 | 1.3434 | －u．12）4 | U．U44y | 1．UCI 1 |
| 4 | $\cdots \cdot 17>4$ | －u．vulu | －4417 | U．1140 | リ．4＜¢く | U．434i |
| 46 | U． $0^{1}$ | リ．U62u | S．SS92 | U．1104 | 1.1007 | U．675s |
| 4.1 | U．176 | U．USOC | 2．$\leq \leq 1 c^{\prime}$ | 0.1 リU4 | u．2525 | 1．0らl1 |
| 4.9 | u－cuel | U． 0107 | $1.5 \cup 27$ | －u．u軑 | $\because .1015$ | v．719u |
| $4{ }^{4}$ | u．iyuv | U．0414 | 2．5904 | －6．011＇4 | U．0311 | －．110s |
| 3v | $u \cdot 1035$ | リ．リSe1 | 2．47ל9 | －リ．ito | $\cup .4420$ | 1.0395 |
| 31 | U．1499 | u．Uu4i | 1.0038 | ט．U230 | U．1U24 | 1．lcul |
| 35 | U．$v=1195$ | u．ulol | 1.0050 | $-u .2415$ | U．CH10 | 1．31／ |
| 24 | U． 2440 | －． 0 cuo | 1．4308 | u．ubl | 0.4437 | $\frac{1}{1.1535}$ |

## partial correlations of dependent variables removing

 LINEAR EFFECTS OF INDEPENDENT VARIABLES|  | 1 | 2 | 3 | 4 | 5 | $t$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1．UVU |  |  |  |  |  |
| 2 | U．1．03 | i．ul．， |  |  |  |  |
| 5 | U．Cos | 6.740 | i．uvu |  |  |  |
| 4 | －u．vyc | i．i30 | u．vey | 1.060 |  |  |
| $\bigcirc$ | ن． v ¢ | y．ciso | v． 040 | U．4ら」 | 1．vuc |  |
| 0 | －u．u＇z | －u．13 | －11．164 | －U．121 | －u．10ヶ | 1．0u0 |

STANDARDIZED MEANS

| 0.30 |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  | alltat | － |  | \％ | 局菏 | ： |  | I！：$:$ |  | ： |  |
|  |  |  | 1 | － | 1 | ： |  | ： | ： |  |  |
|  | 1，${ }^{\text {a }}$ | ， |  | ！ |  | 11. | ， |  | ，11： | ：： |  |
|  | 南据： |  |  |  |  |  |  |  |  |  |  |
| 0.20 | H1／y | \％！！！ | ［1］ 1 | $1+1$ | 1：1： | ： 1 | ：1： | ：$:$ | ： 1 |  |  |
| 0.20 | ？ |  | 1t！ |  |  | ： | fit |  | Etitit |  |  |
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|  |  | －： | 持帱： |  | 7： | ：11 | ： | f： | 抽： |  |  |
|  | :0:! ! : | － | \％：16： | $1{ }^{1}$ |  |  |  |  |  |  |  |
|  |  | － | ！：！！ | ＋1： |  |  |  | ： | 1： $1: 1$ |  |  |
| 0.10 | 垾: | ：+ |  |  |  |  |  |  |  |  |  |
|  | ：t：$: 7$ | ： 8 成： | ： |  | $1=$ | ： $1+$ | \％ | － | \％ | ：－ |  |
|  | 吕： | ： |  |  |  |  |  |  | 号荤＝ |  |  |
|  | ＋： | ：$:$ 成 |  |  | $\underline{+1}$ | －：＋5： | － | ＋： | －： |  |  |
|  |  |  | ＋ |  | ＋： | ＋17 | ＋ | 7： | ：：圱等： |  |  |
|  | ， | ： | － |  |  | ＋：： |  |  | ：：：$:$ ：$: ~$ |  |  |
|  | \％ | － |  |  | ： | ： | ： |  | ：0： |  |  |
|  | 5 | － | 1：t： |  |  | ： |  |  | － |  |  |
| 0 |  |  |  |  |  |  |  |  | 6：7F： |  |  |
|  |  |  | H： |  |  |  |  |  | $=\square$ |  |  |
|  |  |  | ： 1 |  |  |  |  | ：： | ：：： |  |  |
|  |  |  | $[5]:=$ |  | $1: \because 1$ |  |  | ： | 1：： $51:=$ |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  | ：$: 1$ |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| －0．10 |  |  | H |  |  |  |  |  |  |  |  |
|  |  |  | 1 |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  | ！： |  |  |
|  |  |  |  |  |  |  |  |  | $\square$ |  |  |
|  |  |  | ：1110 |  |  | ＋ 4 | ：$:$ | ＋1： | ：1：19： |  |  |
|  | ！ | 1 | C：Eft |  | － | ， |  | ！： |  |  |  |
|  | ＋ | 11ta |  |  |  |  |  | ＋：1： | C： | 1： |  |
|  | 1 |  |  |  |  |  |  |  |  | $\pm$ |  |
|  |  |  |  |  |  |  |  | ＋1： | \％ | $\square$ | $\pm$ |
|  | $19:$ | \％ | ！ |  |  | ${ }^{+}$ |  | C | 涼： | $\cdots$ |  |
|  |  |  |  |  |  | ： |  |  | C：1 | $\because$ |  |
|  | ！ablta | d $1+15$ |  |  |  | ： 1 |  | ［：： | 号： |  |  |
| －0 | ：$\square$ | T17 |  |  |  |  |  |  | － |  |  |
|  | \％！$\square_{1}$ | $1 \square_{1}$ | \％ttit |  |  | － |  | \％： | ， |  |  |
|  | ：\％1：1 |  | \％ |  |  |  |  | ： 1 |  |  |  |
| －0．35 | 10 | 1 1： 11 |  |  |  | Hid |  | 违： | 1417 | － |  |
|  |  |  |  |  |  | :77 |  |  |  |  |  |
|  | data | 19 | $14$ |  |  |  |  |  |  |  |  |
|  | H！Bid！ | 1 l |  |  |  | ：${ }^{\text {a }}$ |  | 龶1 |  |  |  |
|  | ablata |  |  |  |  | 7 T |  |  | － | ． |  |
|  | H1！ | $\square$ |  |  |  | ： 170 |  | 1 | $4: \%$ | ．．．． | 1 |
|  | dita |  |  |  |  | ！$: 1$ |  | $1+$ |  | \％ |  |
|  | datad |  |  |  |  |  |  | ＋ |  |  | $\ldots$ |
|  | ：abdi |  | $1 \ldots$ |  |  |  |  | \％ |  |  | 1111 |
|  | ： |  |  |  |  |  |  |  | ！ 1 |  | 1 |
| －0．50 | H！ 1 d： |  | cmete | ， |  | itite |  |  |  |  |  |

Figure 2


STAGE IN THE STEPWISE PROCEDURE

Figure 3
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