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Methods for Presentation and

Display of Multivariate Data

I. Introduction

i

This report deals with the development of methods for presenta-

tion of or display of multivariate data. Multivariate analyses often

involve a rather complicated data structure and one often is confronted

with the prospect of merely quoting a test statistic and a corresponding

significance level as his sole analysis product or output. Multivariate

data in which certain factors are varied and several responses are being

measured is difficult to interpret but the sheer volume certainly suggests

that considerable data display is warranted, not mere data tabulation but

certain displays that will aid in the interpretation of the analysis. In

this report we attempt to suggest and illustrate various data displays,

and we emphasize multivariate analysis of variance problems. Of course,

the usual Hotelling's T2 solution in the two sample case becomes a special

case and thus then will receive special emphasis with an illustrative

example.

II. The Two Sample Problem

The two sample problem is designed to test

• H0:_I = k2

HI: _i # _2
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where L1 and L2 are population mean vectors that represent means of p

responses under two conditions. For example in NASA applications, these

might be the means of several correlated responses to experiments under

two different panel displays or two different conditions of G-seat (on or
8

off). The total data array, of course, involves nI p-dimensional vectors

under condition 1 and n2 vectors under condition 2. Mean vectors 21 and

_2 are computed where

_i = [_ll'_12'''''_l,p ]

D m m

x 2 = [x21,x22,...,x2, p]

where Xlj represents the average of the nI observations under condition i,

response j; x2j represents a similar quantity for condition 2. One assumes

generally that each of the two multivariate populations has variance-

covariance matrix E and an empirical estimate is obtained by pooling

variance covariance estimates. We shall call this pooled estimate S.

(nI + n2 - 2 degrees of freedom). The test statistic for testing H0 is

given by

T2 = nln2

(nl+n2) (_i-_2) 'S-I (_l-X2)

which is Hotelling's T2. An F-variate is then used to carry out the

mechanics of the test.



(a) Need for Data Display

Generally the user of the llotelling's T2 is interested in not only

• whether the above hypothesis is accepted or rejected but he also is keenly

interested in the relative roles of the responses. Tha analyst should

also gain some insight concerning the correlation of the responses and

what effect this correlation is having on the test procedure. It would

also seem reasonable that one should be able to have some light shed on

the q_Jestion of whether or not some of the responses can be totally

ignored, i.e., whether or not the total dimensionality of the problem

can be substantially reduced.

There are analytic procedures to aid in answering the question

mentioned here. However, like the Hotelling's T2 or F-statistic, they

involve the rather unpedagogic computation of certain types of numbers

that are somewhat difficult to interpret; however, there is very little

in the standard multivariate analysis that leads one to interpretation

through plots, pictoral data displays, or informative tables. Here we

shall suggest a few procedures and corresponding data displays that will

hopefully shed light on interpretation and also complement the conclusion

derived from the test ststistic. Most of the procedures suggested here

center around the procedures of discriminant analysis (stepwise diserimi-

n_nt analysis) and the computation of partia ! correlation coefficients.

Thus we shall proceed to give a brief summary of thcse two concepts.

0

(b) Discriminant Analysis

The procedure of Discriminant Analysis is designed to generate the

linear combination a'x which best separates or discriminates between the

two conditions or treatments in the two sample problem. The multivariate



hypothesis is handled by considering the univariate hypothesis

H0: _'_I = !'L2

and a unlvariate t-test is conducted, and the test is based on the largest

t2(a). Thus a is determined for which the t2 value

[a'(El-_2)] nln 2

t (!) = (nl+n2)a,S a (2.1)

is maximized. As we outlined in an earlier task, the structure of the

t2(a) statistic is actually as an F-distributed variate and thus the

statistic

(nl+n2-P-l) T2

(nl+n2-2)P

follows F

P,nl+n2-P-l"

One of the important facets of this analysis is to be able to reduce

the dimensionality of the problem by allowing for the elimination of

responses that are either redundant or provide little in the way of

separation of the two groups. Many statistical packages provide a

stepwise or stage wise discriminant analysis that actually allows the

user to follow pictorially the reduction in dimensionality. It also

allows the user to attain a rather keen insight into not only which

responses are relevant, but what is the minimum number of responses

one can use to describe the separation between the groups, as well as

an indication as to what the correlation structure is among the responses.

We shall now proceed to discuss the stepwise algorithm and discuss the

"data display" aspect later.
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Stepwise discrimlnant analysis proceeds much like stepwise regression,

at least conceptually. One sequentially brings responses into the mult_-

• variate model, each time looking at the contribution of each response in

• terms of its ability to provide separation between the groups or between

the treatments. The criterion for including a response is very intriguing.

Suppose, for example, there are four responses and 2 groups (or

treatments). The forward stepwise procedure begins by entering the

response that provides the largest univariate t separating the two groups.

Call this variable xI. For step 2 the methodology will treat the model

as if the new candidate variable is a univariate response and response

variable 1 is a covariate in an analysis of covariance with treatment

effects representing effects due to the two groups. The response included

is one that provides the largest F comparing treatments in this analysis

of covariance model which would be written (for response k)

(k) _ (i)

YiJ = _ + T.l+ _YiJ + Cij

where the superscript denotes the response in question. The response

k is chosen which separates the treatments the largest amount, adjusted

for the initial response i. This procedure is continued but each time

the responses entered in previous steps become covariates in succeeding

steps. In addition, the procedure will continue until the response to

be entered at a specific step is not significant at some specified

level. In addition, the procedure will eliminate responses that have

entered at previous steps if, in light of other responses, they cease

to become significant. This wouidimply that the separation of the two

responses provided by that variable is redundant and it is not needed as

it was at an earlier stage. °
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The Backward Elimination Procedure is identical to the forward

procedure except the method begins with all responses and eliminates one

at a time. This _S sometimes preferable to forward stepw_se procedures.

L

III. Possible Data Display

Most dataanalysts and members of the scientific community can

idemtify with such displays as group means, correlation coefficients,

_ significance level_ of tests, etc. Our suggested data displays involve

plots and tables that center around these concepts with view toward

illustrating the answers to two questions.

(i) Is there an appreciable change in the responses as you go

from treatment 1 (say G seat off) to treatment 2 (G seat on)?

(ii) What is the true dimensionality of the problem, i.e., how many

responses are truly effected and what responses play the important roles?

(a) Partial Correlation Coefficients

These measures of linear association are quite different from the

usua] simple correlation coefficients [|] ordinarily observed in a multi-

variate analysis, in that they measure degree of linear association between

two responses, conditional on the others. The interpretation would be

that it expresses how much correlation exists between the two responses

when all the others are held fixed. This is meant to give, at the outset,

some indication to the user which linear associations among the responses
I

might create problems in reducing the dimensionality of the problem.

.7
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(b) Plots of Sample Means

In the two sample case it is particularly enlightening and actually

° requires very little data preparation, to plot the sample means using

standardized observations. This is not intended as a direct vehicle for

statistical inference but rather, along with the partial correlations,

as an initial display. The example in the next section will illustrate

this preliminary display.

(c) Plots Resulting from Stepwise Discriminant Analysis

The major data display would be a product of the stepwise discrimi-

nant analysis and should illustrate the important responses, the reduc-

tion in dimensionality of the problem, as well as the statistical

significance associated with difference between the two treatments.

Output from the forward stepwise discriminant analysis at each stage

includes F-statistics indicating the significance of the incoming

response and a corresponding level of significance, and an F-statistic

(or Hotelling's T2) indicating the significance of the difference between

the two groups at this stage (degree of separation with the responses

present _n the current stage). Displays that would be of interest in an

illustrative way would be plots showing these significance levels plotted

pictorially as a function of the stage of the stepwise procedure, the

latter also being the number of responses currently in the multivariate

mode]. With these plots the user (and hence the reader) can see step

by step the role of each response as it enters the picture. Displayed

will be measures of what responses are critical and at what point do

additional responses provide no more separation in the two treatments.

This will become clearer with our example in the next section.
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IV. Example

The example we use to illustrate the data display features a subset

of NASA data in which there are 27 data points in each of two groups

(G-seat on and G-seat off) where six responses are being measured. The

purpose of the experiment of course is to determine if there is a dif-

ference "on the average" between the two groups or treatments, and then

to determine if this difference is explained by one, two, three or

perhaps more responses, and an indication of what these responses are.

Of course, it would be advantageous for the analysis to display illustra-

tions that point out these results. The original data is given in Table

I. Table II gives the partial correlation coefficients. Of course, any

strong partial correlation would give a clear indication of redundancy

between two responses despite the activity of the other responses. Here,

of course, the only responses showing a strong partial linear association

are responses 2 and 3, while responses 4 and 5 show at least a moderate

partial linear association. Incidentally, this partial correlation is

taken within tilegroup conditions (i.e., seat off-seat on).

To illustrate the analysis, Figures i., 2., and 3. should be observed.

Figure 1 is a simple plot of the means of the two groups for the six

responses, using standardized data. Here, of course, it is clear from

the display that variables 2 and 6 supply a goodly portion of the separa-

tion between the two seat conditions. The next phase of the data display

and analysis deals with illustration of the significance tests in the

stepwise procedure. As each variable enters the mode!, essentially a

hypothesis

8



H0; variable entered does not provide any increase
in separation between the groups

HI: variable provides an increase in separation _....o

is being tested through the mechanism described earlier. Figure 2 provides
4

a plot of the significance level associated with each variable as it enters

sequentially. Small values are evidence in favor of HI above. Clearly

some subjectivity must be used by the analyst here concerning at what point

he must decide that no further responses provide additional separation.

Here, it is clear that

(a) Response 2 provides a substantial separation between the two

G-seat conditions.

(b) Response 6 significantly increases the separation between the

two conditions.

(c) No additional responses provide significant separation beyond

these two.

Figure 3 is a bit more difficult to interpret but still provides

essential information. The basic analysis at each stage of the stepwise

procedure is to conduct the Hotelling's T2 (F-statistic) to determine if

the two seat conditions differ on the average across the stepwise, i.e.,

the test is of the hypothesis

H0: _i = _2

HI: _i _ _2

• as described earlier in this report. Plotted in the figure is the signifi-

cance level of that test at each stage of the stepwise discriminant

analysis. The indication is that at every step the separation between

9



the seat conditions is significant. However, at step 2, with the entry

of variable 6 in the presence of 2, the separation is enhanced, whereas

in succeeding stages there is an apparent "dilution" of this significance

due to the addition of non-discrimlnating responses. Ideally, one might

consider (rather loosely) that the minimum point in the plot would

indicate the smallest subset of responses.

The computer software for this work was the BMD pa¢:kage. It pro-

vides all the tests described as well as the partial correlation co-

efficients.
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TABLE I
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TABLE I. (Continued)
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}i v,Io31 U.Udb4 _._023 d,lbl5 U,qbgb l.ullw

._ u.lou_ U,Oblb _,3_05 U.lo15 u,_b3 I,_1_

_o u.lb_1 U.V3_( 1.4113 d.uol9 U._5_3 1.51U_

_ u.l_5l _.U3o_ 2.17_b U.u?lo U._137 1.gdJ_

_ u.loo_ _,Ou5_ I._114 -V.al31 O.ug_l l,oi5b
4j U._b_ U.U_o_ €._gO0 u.ulUb U.u41o u. Ibu_

_ q.llb_ -u.uuiu b.9_17 u.li4U U._ U.9390
40 U._V_ U.ub2V _._6g_ U. I 1o_ l.lUo/ u.bTb_
_! V. 17b_ v.U_O2 2.331_ O.l,_v_ u.2525 l._bll
_._ u.dUUI U.Ulbl I .30_7 -U.UoO_ u. I0_ P.7 _gU
w_ U.igbU U.O_I4 _.b90_ -V.OlI_ u._/l o,/lu_

21 U.lqgg u.gu_ l.Ud3b u.v_n V.lU2_ .l_Ul

_3 U.l(g_ U.VCUO _.q3U_ U.ublo U._431 I.Ib35
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TABLE II

PARTIAL CORRELATIONS OF DEPENDENT VARIABLES REMOVING

LINEAR EFFECTS OF INDEPENDENT VARIABLES

-b, u,_ _:,;I.3o u.v_,$ i,vt,u
G•U,_ 'J,_..io U,_o V,qb-I i.ubU

-u,ut_ -U,jh2 "(),I(J'_ -U.lbl -v. 1L,5 l,vuO
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Figure 2

0.20

0.I0

0 I 2 3 4 5 6

STAGE IN THE STEPWISE PROCEDURE

15



Figure 3
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