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National Bureau of Standards
Materials Measurements
Summary

This report describes NBS work for NASA in support of NASA's Materials
Processing in Space Program under NASA Gocvernment Order H-27954B (Proper‘:ies
of Electronic Materials) covering the period April 1, 1980 to March 31, 1981.
The work emphasizes measurement of materials properties and thermophysical
properties important in materials processing applications. It has two main
thrusts:

1) Carrying out precision measurements in space and investigating the
feasibility of improved measurements when the space environment offers a
unique opportunity for performing such measurements. These measurements
would be useful for either space processing or processes on the ground.

2) Obtaining precision measurements on materials properties when these
properties are important to the design and interpretation of space processing

experiments. These measurements wculd be carried out either in space or on

the ground.

This work hcs been carried out in five tasks. These tasks have, as two
of their focal points, the role of convection effects and the role of con-
tainer effects, both of which would differ in space-based experiments from
those found in ground-based experiments. The results obtained for each task
are given in detailed summaries in the body of the report.

Briefly, in Task 1 - Surface Tensions and Their Variations with Temperature
and Impurities - special equipment has veen put into operation which, for the

first time, allows simultaneous liquid-vapor surface tension and Auger surface

PP Y a2



concentration measurements to be made on metal liquids. This apparatus has
been used to analyze surface tensions and reactions on pure gallium and a
gallium-tin alloy, providing information which is important for prediction
and analysis of surface processes on liquids in space flight experiments.
Applications include, for example, Marangonl convection and surface segregation
effects occurring during solidification. In this work, ionic bombardment
sputtering with argon was found to be a very promising method for producing
clean liquid surfaces, since unexpected convection currents appeared which
allow rapid and efficient cleaning of carbon particles from the wnole surface,
or indeed the whole volume, of the liquid droplet. For gallium specimens
clearad by this method, a linear dependence of surface tension on temperature
was found, in contrast to the quadratic dependence found for less clean
samples. For Ga-Sn (1.9 at.X) alloys the Auger measurements showed strong
temperature-dependent surface segregation of Sn to the surface. This result
was consistent with the simultaneous surface tension messurements made on the
alloys.

In Task 2 - Convection During Unidirectional Solidification - the
succinonitrile-ethanol system is being investigated as a transparent material
in which convective flows produced by simultaneous temperature and composition
gradients during unidirectional solidification can be quantitatively
measured and compared with theoretical predictions. Knowledge of convective
conditions is important in comparing solidification in microgravity with that
on earth and in evaluating the advantages of space processing. In order to

determine the distribution coefficient k, the phase diagram in the low




ethanol range was determined, and k was measured as 0.044. Calculations to
predict the ranpe of convective instabilities then were made using this
distributlon ccefficient value. It was predicted that ethanol concentrations
in the range 10"3 to 10“2 welght percent can provide either convective,
intexfacial or oscillatory instability depending on the values of temperature
gradients and solidification velocities. An apparatus has been coastructed
to measure convective flows in these ranges in this material, and initial
baseline thermal convection measurements have been made. Velocities are
determined by time lapse photography of polyvinyltoluene spheres having
nearly the same density as the solidifying liquid with the spheres acting as
markers in the liquid to map the convective flows.

In Task 3 - Measurement of High Temperature Thermophysical Properties of
Tungsten Liquid and Solid - this task contributes to a joint effort of the
General Electric Advanced Applications Laboratory (GE), Rice University
(RICE) and the National Bureau of Standards (NBS) to develop levitation/drop
calorimetry techniques. The immediate objective is to measure the specific
heat of liquid tungsten, in order to provide key benchmark measurements on
thermophysical properties. The current phase of this effort has involved
completing the physical connection of the RICE calorimetric system to the GE
levitation facility. In this phase, improvements have been made particularly
in the temperature measurement area. A data logging system has been added to
eliminate the need for a human obierver of the calorimeter heat trend. This
automation, along with proposed automation of the calorimeter data system,
which is made necessary by the erratic levitation holding times of the molten
tungsten drops, can also be expected to ald in automatic operation of similar

space flight experiments.



In Task 4 - High Temperature Thermophysical Properties of Refractory
Materials from Free Cooling Experiments - a free-cooling method for measuring
spacific heats of reactive and refractory materials is being developed. This
method allows use of the pcsitioning-levitation capabilities available in
space to provide thermophysical measurements without contact with a container.
Tests with a millisecond pulse heating system have been performed using pyro-
electric radiometer devices to measure the energy radiated from the specimen.
In additior, calculations have been performed to relate the surface temperature
and radiated energy of spherical samples (which can be measured directly with
a pyrometer and the newly developed pyroelectric radiometer devices) to the
specific heat, thermal conductivity, and emissivity of the sample. Under
certain conditions, it should be possible to determine the temperature depen-
dence of these parameters from simultaneous measurements of energy radiated
and temperature chansa during free-cooling of a levitated sample.

In Task 5 - Experimental and Theoretical Studies in Wetting and Multilayer
Adsorption -~ ellipsometric parameters of the liquid-vapor interface between a

binary C mixture and air have been measured near the predicted

7¥147C7M14
tra.sition from high adsorption to low adsorption. Also a method of measuring
and recording the index of refraction of this transparent binary mixture
simultaneously wich measurement of the ellipsometric parameters has been
tested. Separate laser light sources are used for the two types of measure-
ments. Since the index of refraction measurement is extremely sensitive to
the appearance of macroscopic amounts of a second liquid phase, it can serve -

to precisely locate the miscibility gap. Thus the simultaneous measurement of

both the index of refraction and the ellipsometric parameters will locate the



adsorption transition with respect to the miscibility gap in the same sample.
Measurements of ellipsometric and other optical parameters will allow evaluation
of wetting behavior involving immiscible materials, a topic of major significance

in space processing applications.
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Task 1

Surface Tensions and Their Variations
with Temperature and Impurities

S. C. Hardy
Metallurgy Division
Center for Materials Science
and
J. Fine
Surface Science Division
Center for Chemical Physics
Summary
Sessile drops of pure gallium and a gallium-tin (1.9 at.7%) alloy have
been studied in an Auger spectrometer. The surfaces of the drops were cleaned
by heating to 500 °C and by ionic bombardment with argon. The surface tension

of pure galliun cleaned in this way was found to vary linearly with tempera-

ture and could be represented by

y = 724.1 - ,0721 T (°C).

This linear relationship is significantly different from the quadratic
variation found previously for samples cleaned only by heating in vacuum and
hydrogen. The difference in the two results is tentatively attributed to the
presence of smal{ carbon platelets on the surfaces of the unsputtered drops.
The segregation of tin at the surface of gallium-1.9%7 tin drop was
measured by comparing the tin Auger line amplitudes with that of a pure tin
sample with the same spectrometer settings. Although there is some uncertainty

in the attenuation length and backscattering factors used in the analyris,

Prec.ding page bank 7



surface concentrations in excess of two monolayers were found at 50 °C, with a
sharp decline with increasing temperature. Surface concepftr«tions calculated

from surface tension measurements were in general agreement with this cenclusion.



Introduction

It has been widely recognized that surface tension measurements of
liquid metals and semiconductors are flawed by the absence of any independent
characterization of the chemical species present on the surfaces. The devel-
opment of mcdern surface spectroscopies wakes available a host of techniques
which can address this gap in our knowledge of liquid surfaces, at least for
some low vapor pressure materials. In previously reported work, Auger electron
spectroscopy (A.E.S.) was applied to liquid gallium and provided valuable
information about t e state of the surface. The configuration of the spec~
trometer, however, did not allow the surface tension to be measured with the
desired accuracy. This past year has been largely spent in the assembly and
operation of an Auger insirument which does permit accurate surface tension
measurements of the liquid sample.

Uur initial studies of liquiad gallium last year showed that the primary

(1’2’3]. The oxygen was undoubtedly

surface impurities were oxygen and carbor
in the form of a gallium oxide and could be effectively redu._ed and removed by
heating; the carbon, however, remained in the form of small platelets floating
on the surface. In an attempt to clean a spot on the surface to obtain the
spectrum of clean gallium, we sputtered a small arez with argon ions using a
conventional low power gun. The ion bombardment was found to generate large
scale fluid flow that eventually carried all of the carbon into the jon beam
where it was sputtered away. The result was a gallium surface which appeared
to be perfectly clean within the measurement limits of the Auger spectcometer.

Our first surface tension measurements on gallium sessile drops with surfaces

cleaned by sputtering will be seen to have a different temperature dependence



from our previous results with therm:!ly cleaned surfaces. Tuis observation
reinforces our feeling that the sp,: er cleaning process will be an important
tool ir future studies of liquid surfaces. We will present here our current
ideas on the mechanism responsible for the fluid flow uuring the sputtering
process.

The study of surface segregation in liquid alloys is an area which seems
particul .-ly suited to A.E.S. The comparison of directly measured surface
concentrations with those deduced from surface tension values should eventually
result in improved models for the interface. We have begun measurements with

dilute alloys of Sn in Ga and will describe some initial results.

Experimental Apparatus and Procedures

The Auger spectrometer which we have assembled is a conventiona' single-
paes cylindrical mirror analyzer system with a coaxial electron gun. The
CMA is mounted vertically so that it can be focussed on the apex of a
sessile drop located beneath it. This arrangement was chosen because it
maximizes the fraction of the drop surface which can be analyzed by the
spectrometer and provides excellent visibility for photography by locating
the drop near the center o{ two opposing 8" view ports. The shallow cylin-
drical cup containing the sessile drop is clamped to a simple hot stage
mounted on a horizontal manipulator which translates in three orthogonal
directinns. An ion gun mounted in a side port is also focussed at the drop
apex. Fig. 1 shows schematically the experimental arrangement. The stain-
less steel bell jar in which these components are mounted is equipped w'th
three pneumatic vibration isolation supports which are adjusted to level

the cup for sessile drop surface tension measurements. The bell jar is
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evacuated with sorption and ion pumps to minimize hydrocarbon concentrations.

Pressures in the mid 10_9 torr range are achieved without baking as measurad
by a nude ionization gauge. High purity gases can be admitted to the bell
jar from a connecting system for sputterirg or oxidation studies.

The hot stage is also shown schematically in Fig. 1. The seven heaters

A el e aemere Ve e

are 0.6 mil tungsten wire spirals enclosed in alumina tubes and are pressed
to the bottom of the plate which supports the cup by an opposing plate. The
heater ends are shielded to prevent evaporative contamination of the sessile
drop and the CMA. The cups are generally made of 0.6" 0.D. silica cylinders
fused to 1" diameter flat silica plates to provide a wide shoulder at the
base. The body of the cup passes through a hole in a thin steel sheet which
presses the cup base against the heated plate. A chromel alumel thermocouple
is mounted on this pressure plate at the edge of the hole turough which the
cup passes. The temperatures read by this thermocouple were in agreement
with those measured by a W-Rh thermocouple irserted into a sessile drop of
gallium contained in the cup.

The hot stage, which is constructed of stainless steel, is mounted by
three thin screws to a silice plate. This silica plate is itself attached to
the platform of the manipulator and provides effective thermal isolation for
the hot stage by its length and its low conductivity. Consequently, the
equilibrium temperature of the stage is extremely stable. This thermal
isolation, however, imposes the penalty of a slow cooling rate at low
temperatures where radiation losses are small. Fig. 2 shows the equilibrium
temperature of the hot stage as a function of heater current. The power

source was a small variable transformer.
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The use of insulating cups to contain the sessile drop requires that an
electrical contact be made with the sample for Auger analysis. If this is
not done, charge builds up on the sample and disrupts the ojeration of the
CMA. 1t is also important to be able to measure the electron beam current in
order to compare different Auger spectra. We make electrical contact to the
drop with a fine W wire spot welded to a nickel rod that is rigidly held in
an electrical feedthrough on the manipulator flange. Fcr surface tension
measurements, the manipulator is used to translate the drop and break contact.
This is necessary to obtain an unperturbed sessile drop. This technique was
also used to insert a fine thermocouple in the drop as mentioned previously.

Prior to forming a sessile drop, the bell jar was evacuated and the hot
stage temperature was raised to 500 °C for about an hour. After cooling, the
system was back filled with dry nitrogen gas. A small port was removed and
gas allowed to flow through the system while the cup was partially filled
with liquid gallium using a syringe. The port was then replaced and the
system very slowly evacuated with the sorption pumps. If evacuation is too
rapid the expansion of gases trapped under the gallium in the cup will expel
the liquid charge. After evacuation the process is repeated to form a
sessile drop large enough for surface tension measurements. Fig. 3 is a
photograph of a sessile drop formed in this way.

The instrumentation for our Auger spectrometer is not yet complete. The
electronics used to form a video image of the sample by rastering the electron
beam over the surface were not received and have had to be reordered. The
imaging of the sessile drop is important because our previous work showed that

the major impurities are in the form of solid platelets floating on the surface.
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Thus without the video picture we cannot tell if the 3 um diameter spot
analyzed by . E.S. 18 typical of the entire surface. We have nevertheless
proceeded w!'h measurements to gain experience and explore the capabilities

of the device.

Experizental Observations

a. The Gal ium Surface

As we h ve previously reported, (1) the surface of a new.iy formed
sessile drop of gallium is covered by a thin solid oxide layer with a high
carbon cintent. Fig. 4 shows the Auger spectrum of such a drop. 1In addition
to oxygen and carbon, this spectrum shows some chlorine which comes from the
HC1 used "n the preparation of the drop to dissolve the surface oxide. After
heating to 410 °C, the oxygen and chlorine lines are gone, but the carbon is
undiminish:d as seen in Fig. 5a. A brief sputtering (15 min.) at a beam
current of 2 x ;0-6 ampe~ s eliminates the carbon, as seen in Fig. 5b. The
drop, however, is not ciean yet because carbon reappears on the surface after
a few hours. Several sputtering and equilibration cycles are necessary
before the carton is effectively eliminated from the drop. Eventually, no
carbon s detected in the srectrum taken at the apex after sitting for many
days. Although w2 capnt yet examine for particulates with a video imager,
we believe the surface to be essentially clean after this procedure.
Analysis of ctl..r areas on the drop support this conclusion.

The v~ .uction of carbon concentration in the drop by sequential
sputter.ng and equilibration is probably evidence for volume mixing of

particulates by fl: ‘d flow during ion bombardment. The impingent ions
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remove some carbon from the surface and drive some into the gallium where it
is mixed throughout the drop by convection. Carbon is much less dense than
gallium so buoyancy wi:l drive these small particles back to the drop apex.
A calculation using Stokes equation and a particle diameter of 10-4 cm gives
velocities which would clear the drop volume of carbon in several hours. This
particle diameter is in reasonable accord with measurements from video images
of che surface. Since the velocity varies as r2, however, it is quite sensitive
to the diameter chosen, so this calculation only establishes the feasibility
of this process as an explanation for the evolution of the surface carbon
concentration.

There are a number of possible mechanisms which may account for the fluid
flow during ion bombardment: 1) temperature gradients at the surface, 2)
electrostatic forces due to surface charging, 3) surface tension gradients due
to concentration variation of impurities, 4) surface tension gradients due to
implanted argon concentration gradients, 5) surface density gradients due to
implanted argon, 6) momentum transfer from the ion beam, The first of these
seems unlikely for at least two reasons: a) an ion beam at the low power used
here does not produce a change in the drop temperature as measured by a
thermocouple immersed in the drop, b) the impact of the electron beam by
itself does not produce any mass flow even though its total power is com-
parable to that of the ion beam (10-3 watt)., The second explanation also
seems unlikely since carben is conductive, as is, of course, the metal
surface. Surface tension gradients due to irpurity concentration gradients
should not be present for a surface whic': is clean except for a few isolated

particulates. The fourth and fifth mechanisms are ruled out because they
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require a significant argon concentration in the gallium and we have never

B R S e SE——

been able to detect any argon in the Auger spectra during sputtering.

The most likely explanation for the fluid flow generated by argon ion
bombardment seems to be momentum transfer from the ion beam to the liquid.
Although the magnitude of this momemtum transfer is small, other fluid flow
phenomena such as thermocapillary convection are also driven by very small
forces. The rigorous calculation of the flow generated in a sessile drop, or
any fluid body, by a localized beam of ions would be a major research effort.
A very approximate calculation, however, yields flow velocities which suggest
this mechanism to be the one of importance. The ion beam exerts a pressure
of about 4 x 10-2 dvnes/cm2 over its impact area of 10-1 cmz. If we consider
the sessile drop surface under the ion beam to be a plane fluid-vapor inter-

face and neglect fluid flow in tne vapor, the Navier-Stokes equation for an

incompressible fluid gives

Vv

z
Po = PL= 2 5 (L

for the velocity gradient normal to the surface. Here Pv and PL are the
pressures in the beam and in the liquid at the surface, Vz is the velocity
normal to t:e surface a:d . is the viscosity. For gallium, n =2x 10-2
poise, and using the approximate ion b:am pressure calculated above gives a
velocity gradient of 1 s-l. Assuming a linear velocity function normal to
the surface and a liquid depth of 1 cm yields a normal velocity at the top
surface of 1 cm/sec. Although this is admittedly a very crude approximation,

the velocity calculated is large enough to suggest the beam pressure is

responsible for the fluid flow.
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Carbon is normally found along with oxygen in the Auger spectra of all
surfaces before cleaning. Thus, it is not surprising that we find carbon on
our gallium surfaces. Gallium drops contained in cups of high density
graphite show intolerable carbon concentrations and it has proved impossible
to eliminate carbon when using them. We presume that the surface of the cup
is eroding at a rate which keeps the gallium contaminsted with carbon
particles. The vitreous graphite cups used in the Auger work reported last
year had a much harder surface than the present cups and the gallium could be
cleaned by repeated sputtering. Even with quartz cups, however, carbon is
found on the surface of a freshly formed drop as shown in the spectrum of
Fig. 4. We suspected that the carbon might be originating in the alcohol
which is used in the preparation cf the gallium before filling the syringe
for cup loading. However, similar carbon concentrations were found when
distilled water was used as the carrier fluid. In these experiments, a fresh
gallium ingot was used and all tools and glassware were degreased with
acetone and rinsed with distilled water prior to use.

In a further attempt to isolate the source of the carbon, a gallium drop
whi_.. had been repeatedly sputtered and showed no indications of carbon after
equllai - 1ting for three days was exposed to air by opening a valve. On re-
evacuation, the Auger spectrum showed a very large oxygen line but no carbon.
Heating to 500 °C eliminated the oxygen and the spectrum looked as clean as
that ot a sputtered surface. After equilibrating for two days, however, a
strong carbon lin¢ was measured. It does not seem likely that this carbon
came from the bulk of the gallium. Rather we suspect that it may have

originated in the hot filaments of the ionization gauge or the heaters. The
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residual oxygen pressure due to opening the vacuum system was much higher
than normal for several days as the system pumped down to the 10"9 torr
range. This oxygen may have reacted with the carbon in the hot filaments to
generate CO which accumulated on the gallium surface. However, the surface
showed no oxygen after this procedure so we would have to argue that the CO
decomposed on the cool gallium surface. This does occur on other metal
surfaces. The origin of the carbon found on the surfaces of gallium is still

unknown.

b. The Surface Tension of Pure Gallium

The surface tension of a gallium drop which had been cieaned by sput-
tering is shown in Fig. 6. A number of sputtering cycles reduced the carbon
concentration to the degree that none could be detected twelve hours after
sputtering. The surface tension values were calculated from photograpiis of
the drop profile using the Bashforth and Adams technique. A linear re-

gression analysis of the data gave the following relationship:

y = 724.1 - .0721 T (°C) (2)

A W PO AR SRR RO SN ISR R SRR

We also show in Fig. 6 the nearly quadratic temperature dependence which we

4

found previously for gallium which was cleaned by heating in vacuum and in

hydrogen atmospheres with graphite and quartz cups. This nonlinear re-
[4,5,6]

M gL

lationship is in good agreement with three other measurements
Our present data is in fair agreement with one of the two linear relation-

ships found previously for gallium[7]

and shown in Fig. 6. Since the Auger
spectrum shows the surfaces used in the present measurements are clean, we

believe the nonlinear surface tension temperature dependence found in our

17



»revious work and also in other laboratories may be due to solid carbon
platelets distorting the sessile drops. These platelets accumulate at the
apex of the drop, a uniquely important area for surface temsion calculation
because it is the origin from which all the altitudes are measured. Only
very small distortions would be required to produce the maximum low tempera-
ture discrepancy between our two measurements of lOmJ/m2 at 3u °C, a
difference of less than 1.5%. This explanation can only be proved by
measuring a quadratically varying surface tension for a thermally cleaned
drop, characterizing the carbon concentration, sputtering to eliminate the

carbon, then remeasuring the surface tension. We have not done this.

c. Gallium-Tin

The first liquid Ga-Sn sample studied in the Auger spectrometer was a
gallium drop containing 1.9 atomic percent tin. This alloy was chosen
because measurements had shown a large reduction in its surface tension below
that of pure gallium suggesting that tin was strongly adsorbed at the metal-
vacuum interface. The sample, however, was contained in a graphite cup and
we were unable to completely eliminate carbon from the drop by sputtering, as
discussed earlier. The amplitudes of the gallium and tin Auger electron
lines are sensitive to the presence of carbon so that the estimation of
surface concentration is inaccurate if the surface is not clean. This
problem was circumvanted by recording the Auger spectrum after sputtering
when the surface was free of carbon. Fig. 7 shows the luger spectrum of the
alloy drop at 30 °C and 450 °C. "™he amplitude of the gallium line varies
little while that of the tin line decreases strongly as temperature increases.

Since the amplitude of the line is roughly proportional to the concentration

18
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of the species, this implies adsorption weakens with increasing temperature.
This is in accord with observations of surface adsorption in other liquid
alloys.

The concentration of Sn at the surface of the drop was estimated by
comparing the amplitude of the dominant tin line at 430 e.v. with tha: from
a pure tin sample using the same spectrometer settings. This procedure is
not straightforward, however, because the detected Auger electrons originate
from significant depths and a0t solely from the surface layer. The primary
electron beam (200 e.v. for our measurements) penetrates deeply into the
sample. The Auger electrons generated by the beam are exponentially
attenuated with distance from their origins. Thus when Auger line amplitudes
from surface layers are compared with those from bulk standards, this
attenuation must be taken into accountls]. For an incoherent scattering

model of a uniformly adsorbed layer of Sn, the intensity of the 430 e.v.

Auger electrons, ISn’ is given by

IS“ ] IS“ 1+ Tea (430 e.v.)
o 1 + Ton (430 e.v.)

[1 - exp (‘—{)]. (3)

Here Iin is the intensity of a pure bulk tin sample, m is the layer thickness
and L is the attenuation length for 430 e.v. electrons in tin. The r terms
take into account the Auger electrons which arise from the backscattered
primary beam; they vary with energy and atomic species. In the filled circles
in Fig. 8 we show the surface coverage of tin as a function of temperature

(9]

calculated with equation 3 using an attenuation length of 4 monolayers' .

The r values for Sn and Ga at 430 e.v. were estimated to be 0.62 and 0.46

19
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renpectivelyllo]. Thus the term

is approximately 0.9.

We have also measured the surface tension for the gallium-1.9% Sn drop.
The data shown in Fig. 9 (iLilled circles on line 1) were taken after sputtering
and before carbon redeveloped at the surface. Although carbon may have been
located on the surface vutside of the area analyzed by the electron beam, tue
error so introduced intc che surface tension values should be small compared
to the large effects of the tin adsorbed at the surface. We alse show in thig
figure the surface tension relationship (line 4) we find fo. pure grllium
surfaces cleaned by sputtering. For comparison some surface tension values
for gallium and a gallium-2% tin alloy measured in another laboratory (ref. 6]
are also presented. The results for the alloys are in fairly good agreement
except below 100 °C,

The depression of the surface tension of the alloy below that of pure
gallium is produced by the adsorption of tin at the liquid-vacuum interface.
This adsorption is strongly temperature dependent and produces a temperature

dependent surface concentration of tin, as indicated in Fig. 8. This surface

concentration of tin can be estimated from the relative adsorpticn an(Ga).
For a dilute solution this can be written as
r (Ga) _ _ XSn dy (4)
Sn RT dXSn

where X, 1s the bull concentration. The coverage in monolayers is found by

Sn
(Ga)

multiplying I‘Sl by the area of a tin molecule. In Fig. 8 we show (open

circle) the surface coverage of Su for the gallium alloy drov calculated by

taking

dy - YGa_Yalloy
den xSn

(5
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These results can be compared with the surface coverages estimated from the

Auger line intensities (filled circles in Fig. 8). The surface coverages are

in good agreement, particularly a: the lower temperatures. Given the uncertainties
in attenuation lengths and backscattering factors, the agreement may be

fortuitous. No effort has been made to improve the agreement of the two sets

of data by adjusting these parameters. The surprising aspect of this data is

that it suggests coverages in excess of a monolayer below 125 °C. It was

anticipated that the coverage might reach a monolayer but would then saturate

and remain constant. Large adjustments to the attenuation length, back-
scattering factors, and the variation of surface tension with concentration

would be necessary to reduce the coverage to below a monolayer.

¥
3
§
13
1
;
5
5

In conclusion, our initial studies have shown that Auger spectroscopy can
be successfully applied to ligquid metals and alloys. Ionic bombardment
, sputtering seems to be a promising way of prcducing clean liqrid surfaces
although we have not tested the technique yet for impurities which are surface
active but remain in solution. The study of segregation at liquid alloy
surfaces by Auger spectroscopy combined with surface tens.on measurements is a
promising area for future work even though attenuation lengths and back-

scattering factors may not be sufficiently well known for cume materials.
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Fig. 1.

Schematic diagram or experimenial arrangement. 1) CMA,

2) electron gun. 3) sessile drop, <) cup, 5) pressure plate,
6) hot stage, 7) heaters, 8) pressure plate, 9) quartz plate,
10) manipulator, 11) ion gun.
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Photograph (negative) of sessile drop in Auger spectrometer.
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The surface tension of Ga as a function of temperature.
work, 2) ref. 7, 3) ref. 1.
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tension charges (open circles).
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Surface Tension

Fig. 9.

l l l 1L l
0 100 200 300 400 500

Temperature (°C)

The surface tension of Ga-Sn 1.9 at.% as a function of temperature,
The filled circles aloig with curve (1) give measurements from the
current work. The X's which form curve (2) are data reported in
reference 6. Curves (3) and (4) are results for pure gallium, the
X's which form curve (3) being data given in reference 6 and the
straight line (4) being results from the present work.
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Task 2
Convection During Unidirectional Solidification
S. R. Coriell and R. J. Schaefer
Metallurgy Division
Center for Materials Science
Summary
The succinonitrile-ethanol system has been selected for the experimental

study of solute-induced convective and morphological instabilit®s. The phase
diagram of this system has been determined and the measured distribution
coefficient of 0.044 was used to perform stability calculations. Several
modes of instability are predicted in the composition range of 10_3 to 10—2
weight percent ethanol and the solidification. velocity range of 0.5 to 5 um/sec.
Experimental measurements of convective flow have used the tracking of small
neutrally buoyant particles, and have to this point been devoted to measuring
the background of thermally induced convection in pure succinonitrile. Flow
rates of 1 to 5 ym/sec were produced in the present apparatus from thermal

convection alone without solidification whereas convective flows induced by

solidification processes were 15 um/sec or more.
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Introduction

During the solidification of a material containing more than one
component, denaity differences due to chemical inhomogeneities of the
l.quid phase are among the several driving forces for convective flow,
in the presence of a gravitational field. The onset of coupled con-
vective and constitutional interfacial instabilities during the directional
solidification of a single phase binary alloy at constant velocity
vertically upwards was previously treated by a linear stability analysis
and specific calculations were made for physical properties appropriate
to the solidification of lead containing tin [1]. For experimental
verification of this type of calculatior, and to reveal thne nature of
the convective flow once it is initiated, it is necessary to study the
solidification of transparent materials. Such materials have physical
properties which differ greatly from those of metals, but similar
instabilities should occur. We report here calculations and experiments
on the solidification of succinonitrile containing ethanol. For the
lead-tin system, we give some additional results in which the convective
and interfacial instabilities are decoupled and compare these with the

coupled results.

Theory

We recall that the dependence of the perturbed temperature, con-
centration, fluid velocity, and interface shape on the horizontal
coordinates x and y and the time t is of the torm exp [ot + i(wxx + wyy)],
where W and wy are spatial frequencies. In general, the time constant

If o_ > 0 for any values of w_ and w_,

o is complex, i.e., o = o + iai. r % y
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the system is unstable. If o < 0 for all values of 0 and wy, the
system is stable. We refer to instabilities corresponding to large
values of w = (mi + uof,);2 (small wavelengths, A = 2n/w) as morphological
(or interfacial) instabilities and to instabilities corresponding to
swall values of w (large wavelengths) as convective instabilities.

The properties of the succinonitrile-echanol system are given in
Table I. The solute diffusion coefficient, D, in the liquid and the
variation of liquid density, p, with solute concentration, ¢, have not
been measured. Estimated values of these have been used in the calcu-
lations, viz., D = 1.0 (107) cu’/s and a_ = - (3p/3c)/p = 3.07 (107)
(wt.%)_l. For a temperature gradient GL in the liquid of 10 K/cm, the
critical concentrations of ethanol in succinonitrile above which in-
stability occurs are shown in Fig. 1. The results are similar to the
previous calculations on the lead-tin system, and instability occurs at
concentrations of the order of 10-3 wt.%. For small velocities the
convective instability occurs at lower concentrations than the mor-
phological instability. The concentration for convective instability
increases with velocity while the concentration for morphological
instability decreases with velocity. The two curves . .oss at a velocity
of about 3.5 um/s. In the vicinity of this cressover, i.e., where
convective and morphological occur at about the same critical concen-
tratioas, instability occurs by an oscillatory mode for which oy £ 0
when cr = 0. The onset of instauility by an oscillatory mode is the
most striking differ~nce between the results for lead-tin and succinonitrile-

ethanol. Fig. 1 also shows the dimensionless ratio of the perturbation
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wavelength A at the onszet of instability to the diffusion boundary layer
thickness D/V. As previously noted, the wavelength corresponding to
convective instability is considerably larger than the wavelength corre-
sponding to interfacial instability. At small velocities, the convective
wavelengths are quite large, e.g., A = 5.7 cm for V = 0.5 um/s.

The effect of the temperature gradient GL in the 1 quid on the
critical concentration for instability is shown in Fig., 2. As long as
the mode of instability does not change, the critical concentration
increases with increasing temperature gradient as would be expe.ted
since the temperature gradient is a stabilizing influence. However, as
illustrated by the V = 3.0 um/s data in Fig. 2, the critical concentration
at GL = 10 K/cm is larger than the critical concentration at 20 K/cm;
the mode of instability changes from oscillatory convective (0i # 0) to
convective (c1 = 0) as the gradient increases. For V = 4.0 um/s, the
r de of instability changes from morphological to oscillatnry corvective
to convective as the temperature gradient increases frem 10 to 40 K/cm.

These changes in the mode of instability are illustrated in detail
in Figs. 3-6, which give the concentration at which o, = 0 as a function
of the spatial frequency w of the sinusoidal perturbation for GL = 10

~fcm and V = 3.5, 3.0, 3.5, and 4.0 um/s, respectively. The solid lines

correspond to o, = 0, while the dashed lines correspond to oy # 0; the

i

values of oy are indicated by the lower curves in the figures. At V =

2.5 um/s, the smallest concentration corresponds to a non-oscillatory

convective mode whereas at V = 3.0 and 3.5 um/s an oscillatory convective

1

mode occurs with o, in the range 1072 t0 103 &1, At v = 4.0 um/s,

i
instability first occurs by a morphological mode with c_ = 4.66 (10-3) wt.%
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and w = 140 em L (not shown in the figure).

Since the liquid diffusica coefficient D has not becn measured, some
calculations were carried out with a different value of D. For D=5
(10_6) cmz/s and GL = 10.0 K/cm, th. critical concentrations are 2.09
(10™%), 5.06 (107%), and 3.46 (1073) wt.% for V = 0.5, 1.0, and 2 O um/s,
reapectively. ‘The highest velocity corresponds to an oscillatory convective
instability with non-oscillatory convective _nstability occur..ng at the
lower velocities. For comparison, for D = 1.0 (10—5) cmz/s and GL =
10.0 KX/cm, the critical concentrations are 2.63 (10-4), 4,58 (10-4),
and 1.20 (10_3) wt.% for V= 0.5, 1.9, and 2.0 um/s, respectively.

Thus, the critical concentration ~urves (as function of velocity) for
the two different diffusion coefficients cross each other. The critical
concentration for morphological instability is proportional to D for
small velocities, and hence decreases with decreasing D.

In ozder to obtain an estimate of the rate at which inctabilities
develop, linear stability calculations of o for a fixed concentration of
ethancl were carvied cut. For D = 1 (10-5) cmz/s, GL = 10 K/cm, and
c = 10_2 wt.%. and crysral growth velocites of 1.0, 2.0, and 4.0 um/s,
the maximum values of cr for convegtive instability are 4.9 (10_2),

3.7 (10-2), and 6.6 (10-3) s-l at spatial f{requencies of 22, 24, aund
28 cm—l, respectively. For V = 2.0 and 4.0 um/s, the maximum values of
o, for mo-phological instability are 1.1 (10_2) and 0.12 s~l at spatial
frequencies of 440 and 950 cm_l, respectively. For V = 1.0 um/s, the

system is morphologically stable, i.e., the maximum value of o, for

morphological instability is negative. For example, at V = 1.0 um/s,
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the amplitude of the convective instability will increase by a factor of
ten in 50 s; during this time the crystal will grow 0.005 cm.

In order to gain some insight into the interaction between convective
and morphological instabilities, we have modified certain parameters .n
the calculations so that only one type of instabilaty can occur. Physical
parameters appropriate to the solidification of lead containing tin were
used with V = 40.0 pm/s and GL = 200 K/cm. 1If the gravitational acceleration
g is identically :zero, then convectior. does not occur and only morphological
instabilities are nossibie. The critical concentration of tin as a function
of the spatial frequency w of a sinusoidal perturbation with g = 0 is
shown in Fig. 7; the minimm value of c_ is 0.215 wt.Z at w = 690 cm *. By
requiring that the solid-liquid interface not deform, we can eliminate
the morphological instability and aliow only convective instabilities.
The boundary conditions at the solid-liquid interface are based on con-
servation of enthalpy anu solute and a relationship between freezing
point and solute concentrztion. In order to simultaneously satisfy
tnese three bcundary conditions, tiie solid-liquid interface must be free
to deform. 1If we require a planar interface, one of the boundary con-
ditions can not be satisfied. We have required that the interface be
rigid (planar) and satisfied the cunservation laws but ignored the
relationship between freezing point and solute concentration. The critical
concentration as a function of w for this rigid interface model is shown
in Fig. 8; the minimum value of c_ is 0.15 wt.Z at w = 45 cm-l. The

results for the coupled problem, i.e., g = 980 cm/s2 and interfa.e free

to deform is shown in Fig. 9. The winimum value of c_ is 0.136 wt.%Z ar
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w= 45 cm-1 for convective instability while the minimum for the morphological
instability is essentially identical to that computed with g = 0,

While there is a 252 difference in the critical concentrations for
convective instability‘between the rigid and free interface, the most
striking difference between Fig. 9 and Figs. 7 and 8 are the appearance
of oscillatory modes (oi # 0) in the coupled problem. These oscillatory
moaes are apparently the result of the coupling between the convective
and morphological instabilities, and would not be expected in the absence
of this coupling. Oscillatory modes do arise in double diffusive con-
vection, but in the simple models which can be treated analytically,

only when the temperature field is destabilizing and the solute field
stabilizing, which is not the case treated here. The calculations for
the succinonitrile-ethanol system have indicated that the onset of
instability can occur by an oscillatory mode.

The main theore+ical effort of this task is now directed toward
developing mathematical models <f . he fluid flow and resultant solute
segregation under conditions for which the linear amalysis predicts
convective instability; this research is beiung carried out in collaboration
with R. G. Rehm of the Mathematical Analysis Division. Numerical
algorithms are being developed and implemented to solve the time dependent
partial differentia. -:quations for fluid flow and heat and mass transfer
in two spatial dimensions with a planar solidé-liquid interface.

During the past year, a paper "Effect of Gravity on Coupled Convective
and Interfacial Instabilities During Directional Solidification," by

S. R. Coriell, M. R. Cordes, W. J. Boettinger and R. F, Sekerka, was
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present2d at the XXIII COSPAR meeting and will be published in the
proceedings. An article, "Solutal Convection Induced Macrosegregation
and the Dendrite to Composite Transition in Off-Eutectic Alloys,” by W.
J. Boettinger, F. S. Biancaniello, and S. R. Corieli, which describes
previous work of this project, has been published in Metallurgical

Transactions [2].

Experimental Procedures

Because no methods are available for the detailed measurement of
fluid flow patterns in liquid metals, a transparent system is used.
Succinonitrile is chosen as the major constituent because of its metal-
like solidification behavior and well-characterized physical properties
(Table I). Extremely high purity can be attained in this substance by
multiple distillation and zone refining [3]. Unfortunately, it has a
rather low density, so the choice of solutes having lower demsity is
extremely limited. Ethanol has been selected for this purpose on the
basis of its low density, relatively high boiling point compared to
other low density materials, and similarity of molecular structure to
succinonitrile.

For input to the stability calculations we need to know the
succinonitrile-rich end of the succinonitrile—ethanol phase diagram.
This was determined by observations of samples immersed in a stirred
water thermostatic bath. emperatures were measured with precision
thermometers on which temperature differences as small as 0.002 K can be

read. The temperatures are not known with comparable precision on an
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absolute scale, but only the accurate temperature differences are important
for this experiment. The succinonitrile-ethanol system has a liquid-
phase miscibility gap, as does succinonitrile with several other alcohols.
The liquidus curve (Fig. 10) was determined from samples weighed out and
gealed nder air. A monotectic point was found at approximately 11 °C

and 23 wt.Z ethanol. The miscibility gap is rather low but was not
studied in detail because the region of interest lies at very low con-
centrations of ethanol. The liquidus curve is essentially linear at
concentrations of ethanol of less than 6 wt.Z, and its slope in this
region is 3.6 K/wt.Z.

The solidus curve is very steep and its determination could only be
carried out with samples held under vacuum, because dissolved air acts
as a significant impurity. Such samples are difficult to prepare with
accurate compositions because the vapor pressure of ethanol is high at
the melting point of succinonitrile. Therefore, the apparatus shown in
Fig. 11 is employed. Zone-refined succinonitrile is first loaded into
the larger chamber, melted and frozen several times with active pumping
to .emove all dissolved air, and this side of the chamber is then
hermetically sealed. The mass of the succinonitrile is determined by
weighing. Ethanol is then loaded into the capillary chamber and part of
it is frozen wnidirectionally by lowering the capillary into a bath of
liquid nitrogen. This side of the chamber is then evacuated and sealed.

Additions of ethanol to the succinonitrile are carried out by
opening the teflon valve and gently applying heat to the top of the

ethanol column to distill over a small amount. An estimate of the
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amount transferred is obtained by noting the drop in the ethanol level in the
caéillary. A more accurate measure of the concentration of ethanol is obtained
from the measured liquidus temperature (the temperature at which only a minute
fraction of the sample remains solid, and the solid is neither melting nor
freezing). The concent-ations determined by these two methods agreed well.

The solidus temperatures were determined as the lowest temperature at which
melting was first observed (at grain boundaries) after the sample had been
homogenized by rapid freezing. The results of these experiments are shown in
Fig. 12, and the slope of the solidus curve is found to be 81 K/wt.X.

The distribution coefficient ko is a key parameter in the theory of solutal
convection since this coefficient determines the proportion of solute rejected
at a solidifying interface. With the above data, this parameter can be cal-
culated from the ratio of the liquidus slope to the solidus slope at small
solute concentrations to be ko = 0.044.

To investigate the convective and interfacial instability of succinonitrile-
ethanol solutions, the calculations have indicated that one should grow crystals
in the solidification velocity range 0.5 to 10 um/s. For these experiments
the sample is sealed in a round pyrex tube, 19 mm in diameter. This tube is
drawn downward at the desired velocity through the apparatus shown in Fig. 13.
This apparatus contains an upper water jacket, maintained at a temperature
above the melting point of succinonitrile, and a lower jacket maintained below
the melting point. Between these reservoirs, the round sample tube is enclosed
in a flujd-filled jacket with flat glass walls. The fluid in this jacket is a
mixture of water and ethylene glycol having a refractive index such that the
optical distortion of the material within the round sample tube is minimized

[3]. The upper and lower water jackets are maintained by circulating controllers
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at temperatures constant within + 0.001 K. The apparatus 1s heavily insulated
and the sample is viewed in the region of the solid-liquid interface through
small double-walled glass windows.

Convection is measured by photographic tracking of the motion of small
particles suspended in the liquid. Laser Doppler Velocimetry (LDV) was con-
sidered as a measurement technique but rejected because at the extremely slow
flow velocities (down to 1 um/s) expected in these experiments, the LDV technique
would be overly sensitive to mechanical vibration and electronic noise, and
because it is more important for these experiments to determine the overall
pattern of the flow than to obtain statistical information on velocities at a
fixed point in space, as one normally does with the LDV method.

The particles used for tracking the fluid flow are polyvinyltoluene
spheres 2.02 ym in diameter. The small difference between the density of
these spheres and that of the liquid succinonitrile, together with their small
size, results in a rate of gravitational precipitation calculated from Stokes
Law to be 0.05 ym/s, so that the spheres follow almost perfectly the flow of
the liquid. The particles are readily visible through a microscope, when
illuminated by low-angle dark field illumination. Photographs are recorded
with exposure times usually between 30 seconds and 2 minutes, to give adequate
travel distance for flow rate measurements. The particles are illuminated by
a microscope light, with a heat-absorbing solution in the optical path to

prevent radiant heating of the specimen.

Experimental Results

During slow solidification, the particles are pushed by the solid/
liquid interface, often accumulating in the small grooves which are

present where grain boundaries intersect the solid/liquid interface.
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When the partitles accumulate into large clusters, or when the interface
velocity becomes rapid, the particles are incorporated into the solid.
No quantitative measurements of this effect have been recorded, and
it does not interfere with the couvection measuremencs. Convection
measurenents to date have used a sample of ultra high purity succ ‘nonitrile
in which all convection must be attributed to thermal effects. This
sample was prepared by the same techniques which were previously found
[3) to reduce the level of impurities to approximately 5 x 10_7 to 5 x
10-8 mole fraction. The melting and solidification of this sample shows
no indication of iwpurities, such as grain boundary melting or mor-
phological instability. The objective of the measurements with the high
purity sample is to establish a baseline of residual thermally-induced
convection to which convection in ethanol-doped samples can be compared.
When the temperature reservoirs of the crystal growth apparatus -re
adjusted to give a gradient of about 10 K/cm in the liquid, and the
sample tube is held stationary (no crystal growth), the solid-liquid
interface is planar and horizontal, and convective flow rates in the
liquid are generally found to be in the range of 1-5 um/.. The flow
pattern is somewhat erratic. An occasional source of higher flow rates
under these conditions was seen when a large void, which had originated
as a shrinkage cavity when the sample was originally solidified, migrated
vercically upward through the solid under the influence cf the temperature
gradient. Shortly before this void reached the solid-liquid interface

(where it collapsed), it was seen to have an influence on the convective

flow field such that there was a visible upward flow of the liquid above
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the void. The thermal distortion which produced this flow, however, was
not sufficient to produce a measurable distortion of the solid-liquid
interface.

When a stationary sample is suddenly repositioned downward, crystal
growth starts almost immediately, with the most rapid growth along the
tube walls. As expected, convective flow is greatly accelerated.
Several hours are required before the interface returns to its original
position and the convective flow again diminishes to velocities char-
acteristic of stationary samples. When the sample was displaced 1 cm,
the flow rate along the sample axis was 20 um/s at 40 minutes after the
displacement. The flow pattern was a steady flow upward along the
sample axis and downward along the walls.

When the mechanism for pulling the sample downward at constant
velocity 1is activated, the solid-liquid interface moves downward and
eventually reaches a new steady-state position. Typically 2-3 hours are
required before the interface position becomes effectively stationary.
In addition, the interface changes from the planar horizontal configuration
to an upwardly concave shape. For a sample which was drawn downward at
a velocity of 2 um/s, convective flow rates were found to increase as
the interface became more concave, so that one hour after the tracking
mechanism was started, flow rates were 15-20 um/s.

Although the convective flow during constant velocity growth is too
small to be readily visible to the eye when viewed through the micro-
scope, it is desirable to modify the apparatus such that this purely

thermal effect is minimized. To this end, experiments will be carried
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out with auxiliary heaters in the index-matching fluiZ so that the
discontinuity of temperature gradient induced by the latent heat of
fusion can be approximated in this fluid. Experiments with ethanol~
doped samples will be commenced to determine the relative magnitude of
the flow rates in pure and doped samples. Simultaneously improvements
in sample illumination will be sought which can reduce the intensity of
light scattered from extraneous sources such as the chamber walls and
thus allow a much wider range of velocity measurements from a single

exposure.
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Table 1. Properties of Succinonitrile

Property Symbol Value Ref .
Molecular Weight W 80.G392 4
Density of Solid Py 1016kg/m3** Lx
Density of Liquid P 988kg/m3:*

Thermal Expansivity of Su.id u -5.6x10-4/l(
Thermal Expansivity of Liquid @ -8.1x10" /K 5%
Shear Viscesity n 2.6x10_3Pa-s** 5
Kinematic Viscosity v 2.6 x10-6m2/s** kkk
Surface Tension (Liquid-Vapor) Yov 46.78mJ/m2 5
Surface Tension (Solid-Liquid) s 8.9mJ/m2 3
Refractive Index (Solid) ng 1.4340%% 7
Refractive Index (Liquid) n, 1.4150%% 7
Equilibrium Temperature (Triple TE 331.23K 8
Point)
Latent Heat of Fusion L 4.7Ox104J/kg 4
Entropy of Fusion AS 1.42x102J/kgK 4
Heat Capacity oi solid CPs 1913J/kgK** 4
Heat Capacity of Liquid CP( 2000J/kgK#** 4
Thermal Conductivity of Solid ks 0.225]/mKex* 3
Thermal Conductivity of Liquid kl 0.223J/mKs** 3
Thermal Diffusivity of Solid " 1.16x10'7m2/s** kk
Thermal Diffusivity of Liquid g 1.12x10-7m2/s** hik
Urnit Supercooling L/CP£ 23.5 K fadadl
Distribution Coefficient for k 0. 044 ek ek
Ethanol in Succinonitrile °
Liquidus slope for Ethanol mp 3.6K/wt . % *kkk
in Succinonitrile
Solidus slope for Ethanol in m 81K/wt.% *hkk

in Succinonitrile

* Indicates value derived from properties given in cited reference,

** Indicates value of property at melting point, 331,23K,
*** Indicatcs property derived from other properties in the table.

**k*Indicates properties measured in current work.
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Fig. 1. The critical concentration c¢_ of ethanol in succinonitrile above

which instability occurs as a function of the velocity V of
directional solidification for a temperature gradient in the
liquid of 10 K/em. The ratio of the instability wavelength, 2,
to the diffusion boundary layer thickness, D/V, is also shown.
The solid and dashed lines ~orrespond to interfacial and cca-

(VA/D)

vective instabilities, respectively, while tte dotted line denotes

an oscillatory convective instability.
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The critical concentration of ethanol in succinonitrile above
which instability occurs for crystallizatior velocities of 0.5,
1.0, 2.0, 3.0, and 4.0 um/s, and temperature gradients in the
liquid of 10.0, 20.0, and 40.0 K/cm, The x, circles, and squares
indicate morphological, convective, and oscillatory convective

instabilities, respectively.
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a function of the spatial frequency w of a sinusoidal perturbation.
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The concentration of ethanol in succinonitrile at the onset of
instability during directional solidificatioa at V = 3.0 um/s as

a function of the spatial irequency w of a sinusoidal perturbation.
The solid curves mark the onset of non-oscillatory instzabilities
(ci=0); whereas the dashed curves mark the onset of oscillatory
instabilities (ithe value of o4 is ‘given on the right hand side).
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The concentration of ethanol in succircnitrile at the onset of
irstability during directional solidification at V = 3.5 um/s as
a function of the spatial frequency w of a sinusoidal perturbation.

The solid curves mark the onset of non-oscillatory instabilities
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Fig. 11. Apparatus for the preparation of succinonitrile-ethanol mixtures
under vacuum.
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Task 3
Measurement of High Temperature Thermophysical Properties
of Tungsten Liquid and Solid
D. W. Bonnell
Chemical Stability and Corrosion Division

Center for Materials Science

SUMMARY

The combined feneral Electric Advanced Applications Laboratory
(GE), Rice University (RICE), National Bureau of Standards (NBS) effort
has reached the end of its second phase. This phase was intended to
complete the pliysical connection of the RICE calorimetric system to the
GE levitation facilitv, and establish the limits of the system for the
acquisition of solid and liquid enthalpy increment data for tungsten in
an actual measurement effort. These limits have been =stablished,
indicating that data are obtainable on solid tungsten up to the melting
point with a orecision comparable to prior high temperature levitation
studies. It appears, however, that while liquid data are obtainable,
the reliability of drop successes is so low that it will be necessary to
completely automate the calorimeter system in order to accommodate the
extremely unreliable hoiding characteristics of the levitation system.
This unreliability is exacerbated by the nature of the calorimetric
measurement requirement.

A number of necessary improvements in the general system have been
made, particularly in the temperature measurement area, which allow
calorimetric quality heat content measurements to be related to an

accurate temperature. These improvements are expected to form a model

Preceding page biank *



which GE will use in a variety of areas, and will hopefully provide the
basis for a generally available very high temperature imaging pyrometric
device.

Finally. this second panase effort helped establish in detail the
precise requirements and degree of control necessary (1) to provide a
major improvement in the ability of this experimental effort to yield
accurate data and (2) tc¢ act as a model for future efforts in high
temperature calorimetry, such as space based experiments where only a
single operator will be available. Such an operator will, of necessity,
need to depend on the instrumentation to control details and provide
appropriate feedback, in order to be free to pursue the goals of the
experiment, without being lost in the simple achievement of operation of

the experiment.
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INTRODUCTION

The primary aim of this task has been to evaluate experimental
procedures used in the interaction between the General Electric Advanced
Applications Laboratory (GE) and the Rice University (RICE) to measure
the high temperature enthalpy increments of liquid and solid tungsten.

GE has demonstrated a unique apparatus capable of levitating molten
tungsten [1] and RICE has wide experience in high temperature enthalpy
increment measurements, being particularly successful in the use of
drop-type isoperibol calorimeters with levitation heating [2;3a,b;4].

It seemed a natural cooperative effort for RICE to provide the calorime-
tric apparatus and GE to provide the levitation facility in order to
measure the high temperatuie enthalpy function of tungsten.

The results of this research are of great theoretical and engineering
interest. From the scientirfic viewpoint, the unique location of tungsten
at the npper extreme of the metal and element melting point scale should
provide a key part in any extrapolation/interpolation procedure. Models,
such as the well-known Tamman (5] rule and periodic table correlations [6],
are currently used for extrapolation. A definitive value for the heat of
fusion of this element will provide a valuable test of such wcdels, perhaps
indicating a significant deviation in such predictions based on lower
melting refractory metals. Questions concerning the liguid state heat
capacity function, i.e., whether it is constart as would be suggested
from studies of lower melting refractory metals (see, for example, [7])
and whether current estim-tes [8;9] of the discontinuity from Cp(s) to
Cp(l) are even rezsonable, are crucial in testing theoretical models

and may provide clues to establishing new parameters in existing
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or new models. The engineering applications begiu with the tact that,
without knowledge of the heat of fusion and liquid enthalpy {unction,
melting, forming, and casting equipment must of necessity be overdesigned
to allow a satisfactory safety/performance margin. These engineering
effects pervade all high temperaiture uses of tuangsten-containing materials.

In the course of this work, it has een necessary to be present
during much of the actual experimentsl work at GE, and both RICE and GE
consult this author concerning the resolution of problems at all pha.es
of the experimental process, from initial design to final data reduciion.
Al: modifications to the RICE calorimetric system were Cesig:..d by .his
author, and a large amount of availabie research time has had to be
devoted .o the adaptation of the GE observation system to be an accurate
py<ometiric device.

Liquid holding capability has proved to be the current unresolved
problem. The solution seems to require a totally automated calorimeter
which can be set to detect a falling sample, actuate its gates in real
time, and acquire the sample, while performing in real time, the prelim-
inary calculations of data reduction uecessary to establish the ready
state of the calorimeter, ‘.2 true heat influx, and when the calcrimeter
again reaches steady state. 3Such automation, when coupled to an automatic
version of the now ouperutional GE pyrometric system, will provide the
basis for future experiment, perhaps in space, where real time data

acquisition is not a luxury, but a necessity.
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EXPERTMENTAL PROCEDURE

The current experimental configuration is shown schematically in
Figure 1 (a,b). The sample is supported prior to levitation :>n a rovable
pedestal, part of a lava and tantalum platform on rails which can be
laterally moved clear of thie coil bottom during levitation. This platform
can be used to load successive spheroidal samples, but has only marginal
ability to select the order of intvoduction among a group of samp’es.

The tungsten radiation gate below the pedestal assembly must be manually
rotatel clear of the drop path to obtain a successful drop. A micro-
switch on the radiation gate actuator detects the opening of the gate,
turns off the electron beam, and turns down the RF power to the levita-
tion coil to drop the sample urder control.

The work coil has been recently been redesigned. Tie original
design was a lower-coil-only conical design where the molybdeaum "shade"
ring actea as a dock for field closure [10;11}. On our recommendation,
because of severe instatility and the inability to melt, the current
coil design depicted in Figure la. was implemented by GE. This coil
style is a conical modification of the coil type used for liquid platinium
cor teinment at RICE [4], incorporating an extra bottom turn to reduce
coil leakage. The requirement to pass the physically jarge (~ 1 cm)
spherical samples and the large pedestal results in a bottom coil throat
inside diameter of ~ 1.3 cm. This large bott. opening still exagg.rates
the pocosibility of sample loss due to dripw.n;, as was the case for the
original coil, and it is certain that more work needs to be done by GE
in this area. The incorponration of an upper coil turn does, however,

ailov higher coil power to be used to improve stability and lessen the
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probability of coil dripping. The shade ring over the coil has been
retained to continue to serve as electron beam s, .11 protection for the
work coil.

The levitation coil is driven by a 25 kW, 450 kHz General Electric
induction furnace. The vacuum feedthrough to the coil is a GE coaxial
design; the entire transmission line inciuding inductive coupling (matching
transformer) allows power factors > 0.8.

The levitation coil is not designed to provide sufficient heating to
melt the sample. The maximum temperature reached by induction power
alone is approximately 7800 K. A simple calculation for the 1 cm diameter
samp'es of this work using the Stefan-Boltzman Law, i.c.,
dH/dt = ELAOMT®)
{(where dH/dt is the rate cf radiant energy loss for a body of area A,

total hemispheric emissivity E,, at a differential temperature A(T) to

T
its surroundings. O is the Stefan-Boltzmann constant of [roportionality,

12 2'K-4 {121) gives the 2800 K radiation loss as

5.67032 x 10 Weem
about 310 watts when a value for ET of 0.28 [13] is chosen for tungsten.
At rhe melting point of tungstea, 3695 K [14], the loss is expected
to be about 1000 watts. This additional power is provided by electroa
beam (e-beam) heating. In the levitation environment, e-beam heating is
possible only at temperatures where secondary electron emission is high
enough to maintain approximate charge neutrality. Tungsten's secondary
emission characteristic mrets this criterion even for electron power
fluxes much in excess of 1 kW {15]. The electron beam gun shown in

Figure la directs a 35 kV, 150 ma focused electron beam cnto the top of

a levitated specimen. This power is clearly sufficient to achieve
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melting even with considerable loss due to charging. A significant
problem in this form of heating is the localized influx of energy due to
spot focusing. While the sample is solid, the top to bottom temperatvre
gradient is of the order of 50 K, with some uncertainty due to the fact
that the single point of view of the pyrometer provides only an oblique
view of the top and bottom.

Sample outgassing can release large bursts of gas. In the work
coil region, a pressure burst can raise the pressure to a level where an
RF discharge can be supported. When this happens, safety interlocks
must necessarily shut down power to protect the apparatus. Approximately
two thirds of all fresh samples are lost prior to or near the melting
point from this cause. In additicn, a major portion of the lower tempera-
ture deposition on the internal optics appears to occur from fresh
samples. It is clearly necess2ry to preprocess all samples before use
to alleviate these problems.

The calorimeter proper is a chrome-over-gold plated copper cylinder
20.3 cm high and 13 cm in diameter. Thne center tapered receiving well
is a removable copper sleeve 5-1/4 «m top inside dimension and 11 cm
overall in length. A similar sleeve, wound with a manganin wire heating
element, was used for electrical calibration. The calorimeter receiving
well is lined with 0.010 inch tungsten foil and a variety of shards of
tungsten stand in the well to prevent splash back. The splash protection
has not been tested due to lack of liquid drops, but slightly surface
melted samples have impacted the well with no damage and good heat
transfer. This technique of splash protection has worked well for .

variety of other systems {2;4].
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The total 25 °C heat capacity of the calorimeter as calibrated was
7893 + 7 J/°C. The basic uncertainty in total heat using this system,
exclusive of sample loss errors, radiant or electron beam power influx,
but inclusive of reasonable jacket temperature excursioas, thermometer
errors, receiving well and foil liner weight errors, eic., is expected
to be much less than 0.5 percent.

A primary problem in this research effort has been the high tempera-
ture measurement capability. Under 35 kV electron bombardment, tungsten
emits copious x-radiation. For this reason, visual access is highly
restricted and a special imaging pyrometry system is needed. A General
Electric silicon charge injection diode array camera is used to provide
a 30 frame/sec oscilloscope image of the sample and work coil area at an
image magnification of about 5x. The levitated sample typically covers
about half of the 10,000 diodes of the 100 x 100 camera area. A GE
constructed address/sample-and-hold unit allows selection of any one of
the diode elements for arcalogue intensity output. The diodes have a
dynamic range of about 20 (max. signal/avg. noise) and a linearity a
long term stab.'ity of better than one part in 10,000. The spectral
response, however, (characteristically shown in figure 2) is quite
non-linear. A major portion of this task effort has been devoted to
implementing techniques necessary for conversion of this device into a
pyrometrically reliable tool. The initial effort by GE was to simply
extrapolate the optical response of a selected diode by an exponential
function from ribbon filament temperatures to the region of temperature
interest. Given the fixed refereace point of the melting point of

tungsten, this technique should be good to 2 or 3 pe.cent near the
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reference point. As will become apparent in the following discussion,
this extrapolation is potentially poor, especially if the fixed reference
point is not well identified. The probable error without considerable
precaution could be of the order of 5 percent, i.e., perhaps as much as
200 K. A reasonable goal in enthalpy determinations is one to two
percent overall. This requires significantly better than one percent
pyrometric accuracy to achieve this error level in the face of emissivity
uncertainties, sample temperature inhomogenieties, and the general
problem of coptics coating occuring due to sample outgassing and tungsten
deposition.

The optical path arrangement for pyrometry currently in use is shown
iu Figure 1b. Tne consequences of restricted access, the camera charac-
teristics, vapor deposition problems, and the lack of black body condi-
tions to the implementation of accurate pyrometry require consideration
of the theory and practice of optical pyrometry.

Plank's law provides the basis for pyrometric measurements, re.ating
spectral radiant flux to temperature by

clA'S/n
I\ T &p(c,/AD

where N and <, are the first and second radiation constants (c1 =

3.741832 x 10-16 Wem; c, = 1.438786 x 10-2 m*K), A is the spectral
wavelength, and T is the absolute temperature. JA is then the radiant
flux per unit area, 2r unit solid angle, per unit wavelength. The
basis for the current International Practical Temperature Scale

(IPTS-68) [16] at temperatures above the gold point, 1336.15 K is the
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ratio of the flux at temperature, T, to that from a body at some refer-
ence temperature, T(ref). Figure 3, using the right scale, shows the
temperature behavior of this ratio for a fixed reference temperature of
1600 K and an ideal filter with unit transmission in a pass band 1 nm
wide centered at the wavelengths given. This techaique is usually
referred to as brightness pyrometry.

Traditional pyrometry operates at a center wavelength of 650 om
with a typical band pass (including the observer's sensitivity) of about
350 to 400 nm. Photoelectric pyrometers typically use band pass filters
with a transmission window ~ 35 nm wide. It is clear from Figure 3,
that in the realm of 2500 to 4000 K temperature measurements, signifi-
cently more sensitivity in temperature measurement is pessible if shorter
wavelengths are used. In this temperature region, there is still,
however, more than a factor of two difference in absolute flux, favoring
the longer wavelengths. At 3700 K, a 25 K change in temperature produces
an abso'ute flux change of 6 percent at 450 nm, 5 percent at 550 nm and
~ 4 percent at 650 nm.

At lower temperatures, another form of pyrometry has been used.
Called two-color or ratio pyrometry, it uses the ratio of the fluxes at
two wavelengths as the measured fuaction of temperature. For any given
wavelength pair, the sensit'vity ftalls rapidly with increasing tempera-
ture (see Figure 3, left scale and ratio curves). The high sensitivity
curves use wavelengths where the flux at the shorter wavelength is vcry
low at low temperature. However, a multicclor measurement using

appropriate band passes can provide redundant temperature measurement.
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Further, to the extent that emiesivity on optics absorption is just
independent of wavelength the measured temperature is independent of
emissivity and changes in absorbance. With multicolor redundancy, it is
possible to measure emittance directly.

The general spectral response function of a silicon diode, shown in
Figure 2, indicates a rapid fall off in sensitivity at shorter wavelengths,
and the catastrophic termination of response at lsrger wavelengths,
where silicon becomes transparent. A choice of wavelengths is available
in this region and it is not at all clear that the traditional value of
650 nm is necessarily the best choice.

The primary problems plaguing the spectral flux or brightness
pyrometry method are the uncertainty in emissivity and absorption effects.
The technique obviously requires complete knowledge about the actual
transmission of all optical train elem=nts, but is relatively less
sensitive to the spectral behavior of the absorbances in the path as
long as they do not change and the pyrométer's spectral response band
pass is sufficiently restricted.

In order to implement the brightness pyrometry technique, it was
necessary to provide a reference source. Traditional pyrometers super-
impose an image of an internal standard lamp on the attenuated image to
be measured. The stardard lamp flux is then adjusted to match the
attenuated source image and the ratio is accomplished as a null measure-
ment. The range of comparison between internal standard lamp and external
source generally uses a broad band absorber as the attenuator. The
external comparison of a black-body sorrce and a hotter body is accom-

plished by attenuating the light from the hotter body by a device called
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a sector wheel; essentially this is a chopping wheel behaving as a
mechanical aperture utilizing the eye as a visual smoothing device.

This method can provide for a direct reading instrument of excellent
accuracy and stability, but has no capability for dealing with changiag
absorbance in the optical path, such as occurs when vacuum deposition
occurs. Vacuum deposition on the vacuum pyrometer window and reflection
mirror changes the transmission of the optical train typically by a
factor of two to five in the course of a single experiment. This magni-
tude of change is equivalent to a temperature change of 300 to 500 K.

The installation of a reference lamp internally within the vacuum
system was thus required. The mirror, M1, shown in Figure 1b, reflects
an image of the sample tarough the vacuum window which is located so
that no direct line of sight exists between the sample and that window.
This essentially eliminates coating of the window and provides x-radiation
protection. The small mirror M2 superimpuses an image of the internal
reference filament at the image plane of the sampie, offset to one siae
about 1/2 cm visually from the sample limb. M2 shades this filament
from deposition and its orientation shields its own surface. Mirrors Ml
and M2 are 1/4 wave flat first surface mirrors, ~ 7 cm2 as used, obtained
from Edmund Scientific Corp. The installation of a General Electric
18A/6V/T10 strip lamp provides the means to establish an inicial tempera-
ture scale, by comparison with a Pyro micro optical pyrometer, and the
means to make a running measurement of deposition on mirror MI.

The p° cedure which has been developed involves replacing the
levitation coil assembly with a thic! glass plate and pumping the system

down when a new lamp must be installed. The lamp is then operated over
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the region from ~ 1600 to 2450 K, brightness temperature (v~ 1750 to

2770 K true temperature), while measuring the current drawn by the lamp
as a function of brightness temperature monitored by the pyro optical
pyrometer observing through the glass plate. The current is measured.
with a 4% digit voltmeter monitoring the voltage drop across a high
current shunt. Current is supplied to the lamp from a well regulated dc
supply. At the same time, the GE camera also monitors the strip lamp
through its optical train. The emissivity of tungsten selected [17] was

0.425 for this filament. The procedure must be repeated frequently, as

the lamp reference is operated far above its long term stability point [18].

This technique provides a low temperature reference to the IPTS-68 once
the absorbance of the thick optical plate is corrected. This is eccom-
plished in a separate experime by measuring the temperature change,

as a function of lamp brightness temperature, with and without the glass
plate in the optical path. The sighting path through the plate was
identified by physically marking the plate and carefully measuring and
preserving the angles of the calibration experiment. The preferred
method of performing this correction is tc actually measure the
absorbance [4] but in most cases, an actual temperature effect
measurement is adequate. The Wien approximation to the Planck Law

-5
_ clk /n

Ir = expicz/AT)

is a good approximation in this temperature wavelength regime. Since

transmittance is just

Tax o transmittance

1
= e
%
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and in the Wein approximztion, behaves just as an emittance, identifying
the flux change as a transmittance effect gives the relation hetween

*
brightness temperature TB observed without the absorber to the observed
*

temperature T with the absorber as
apparent
1 1 _Adn(e®™)
T* T* c absorber
B apparent 2

The glass plate used showed a variation in K of a factor of two over the
temperature range 2300 to 2500 K. This is attributed to a color depen-

dence in the glass transmission, and the K values were applied

absorber
at the T: values measured. The effect of this absorber was to lower
observed brightness temperature by 95 to 52 K. The error due to uncer-
tainties in the exact wavelength dependence were estimated from the

direct lamp temperature versus current measurements to be of the order

of 15 K. This plate must be replaced in future measurements by a sheet

of pyrex or quartz whose visible spectral characteristics are knmown and
well behaved.

The imas ng array camera uses a relay lens with an effectiva aperture
of 1 in. to provide the necessary magnification to nearly fill the frame
with the sample image. To convert this device to a pyrometric device,
it was necessary to control in a known way, both the relative sensitivity
and the true spectral wavelength response of the system. As a result of
early trials, a combination filter holder, aperture control device was
designed and put into service. This device fits on the entrance aperture

of the relay lens and has two manually turned detented wheels. One

wheel holds onc¢ inch aperture narrow band (~ 80 mn FWMM) interference
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filters blocked to 10-4 or better outside the band pass. The two filters
actually calibrated in this work had band passes centered at 651 nm and
451 nm. An auxillary broad band pass neutral demsity (ND) filter mounted
on front of the filter/aperture device was used as a range control. The
other wheel has a series of knife edged circular orifices: 1, 5/8, 1/2,
5/16, 3/16, and 1/8 inch in diameter, which were to be prepared to

* 0.0005 tolerance.

Calibration consisted of comparing the output of a specific diode
of the imaging array as a function of temperature, filter aperture and
ND filter with clean freshly mounted mirrors using the internal cali-
brated lamp. A variety of measurements for cross checking redundance
were taken to allow the calculation of any observation from others. The
one inch aperture was found to be larger than the system aperture, as
expected. The 5/16 aperture consistently showed itself to be 7 percent
too small in area or 0.010 inch smaller than cthe manufactured 5/16

(0.312 inch) aperture. On cubsequent check, the actual diameter was

found to be 0.302 * 0.001 inch, exactly as predicted. All other apertures,

and the transmission factors of the two filters agreed with actual

temperature measurements with a reproducibility of better than 0.6 percent.

The quality of the fit of data over the lower temperature calibration
range fit the Planck Law expression with a maximum error of 15 K and an
average error of 5 K. When translated by aperture changes to the tempera-

vire range 3500 to 4100 K, cumulative errors in aperture and fixed

optical path absorbances are expected to contribute less than an additi.nal

10 K error. With the built-in reference, the remaining problem is

changes in the spectral reflectivity of mirror Ml. In fact, the very
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effort to measure the problem, taking pyrometric measurements at two or
more wavelengths, allows an independent check on temperature when the
wavelength dependence on reflectivity of M1 is measured. Where possible,
experiments are arranged to attempt this, but the inability of the GE
system to provide a significant time of constant temperature liquid
levitation (or even hold on to the completely liquid sample) has restricted
these measurements to stably levitated solids. In that case, the agreement
between the three temperatures, brightness at 650, brightness at 450,

and color ratio between these two measurements has a precision of better

than t 20 K, indicating acturacy attained of ~ 0.6 percent.

DISCUSSION AND CONCLUSIONS:

The main goal of this phase of this task has been to help RICE install
a calorimetric subsystem on GE's existing and proven [19] liquid tungsten
levitation system. The necessity of converting an approximate temperature
tool into a precision pyrometer was anticipated, and although a variety
of problems were encountered (such as the need to operate around extreme
radio frequency interference (RFI) from adjacent unrelated experiments,
internal problems with the diode select logic, etc.), the procedures
which have been established are workable and meet the initially antici-
pated needs of the project. The calorimetric system has performed
periectly. The addition of a data logging system at the bepinning of
this phase was made t~» eliminate the need for an cbserver for the calorim-
eter heat treunc. As expected this addition allowed the ~xpansion of
effort from two to as many as six drop attempts per day. Tthe 8 kJ heat
capacity of the calorimeter block and the vacuum insulation still restricts

the effort to one sample in the calorimeter in four hours.
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It had ten anticipeted that if this phase progressed as in fact it
did, that we would have obtained several successful liquid drops and be
in a position to refine the current value uvncertainty in the heat of
fusion, Hm(tungsten).

The Tamman Rule [5] (AHm/Tm = Sm ~ 2.3 cal/mol*K) ve':e of 8.5
kcal/mol has been the cperational value in all the standard references
[9;20}. Dikhter and Lebedev [21] have obtained a value of AHm by an
exploding wire technique. Their direct value, 80 % 4 cal/g, corresponds
to a value of 14.7 * 0.7 kcal/mol. This value is remarkable as is
implies a value of ASm = L, The iargest value of ASm known for the
transition metals is molybdenum, with ASm = 3.08 cal/mol-K [3a]. ZLven
though the general trend in ASm seems to be increasing down each group [4]
and tungsten is beiow molybdenum, this value still appears to be too high.
Kubachewski, et al. [22] give a value of 12.1 kcal/mol for AHm(silicon)
which was expected [23] to have the . ighest heat of fusion of any element.
Wouch, et al. [19] report a value for AHm of 11 £ 1 kcal/mol obtained by
applying a cooling curve model to experimental data. The model ignores
supercooling, but provides a value of ASm of 2.98 * 0.3 cal/mole“K, in
line with expectations from the¢ amolybdenum data. Tne value is still
very uncertain, as Wouch, et al. [19] repeatedly noted, especislly in the
weakness of this derivation for non-spherical samples. (Terrestrial
levitation). In the course cf *his work, to establish the GE ability to
levitate and melt, a sample was allowed to fall ontc a copper plate in a
one meter drop tube. The sample splashed as though completely molter,
and all (2 ~ 1 percent) fragments were recovered. Since the temperature

was estimated to be just above melting, even if AHm is 8.5 kcal/mole,
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significant supercooling must have occurred and the Wouch, et al. [19]
model for the cooling curve type of determination [24] should not apply.

Unfortunately, even though the calorim>try and pyrcometry are now
functional, the levitatior process itself has been plagued with problems.
Although outside the area of this task, improvement in this area is
essential t» the task and cfforts to deal with the problems have “een
made. The work coil was changed at our suggestion. The problem of the
so-called "hot short", where samples would deform, "meli", or explode at
temperatures hundreds of degrees below the melting poiut of tungsten was
again encourtered. Previously, this problem had bee. diagnosed as being
caused by hydrocarbon contaminatiou durir-~ machining of the specimens.
This recurrence was identified as vapor deposition of volatile metals
from the soft solders used in the coil area. Figure 4 shows the effect
of this problem on a group of samples. In addition to the loss of
samples, the shape change can De mistakenlv interpreted as melting,
making the use of visual cbservation orf "melting" as an internal pyro-
metric calibration point unreliable.

The most serious problem has been the inability of the levitation
system to melt and hold tungscen. More than 30 samples have been lcvi-
tated and successfully e-beam heated in full dress calorimetric run:

In n» rur has it been possible to contain the liquid for more ths~ 1 to

2 seconds pefore inadvertant pouiing from the cuil occured. With the
current level of hand operations necessary, the very short, unpredic-

table containment times give an intolerable faiiure rate. The consequences

of the levitation containment problem are quite importam the eventunl
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success of this prograx. The current implication under consideration is
that the surface tension/density ratio of liquid tungsten is perhaps as
low as that fcc gold or lower. This problem was encountered at RICE in
an effort to measure enthalpy increments for tantalum [4]. The measure-
ment effort for pletinuia also required special efforts to contain. It
is quite possible that this will he a general property of the entire
th:rd long period of the transition elementrs. Improving containment
could require a significant additional effort on the part of GE to
improve their levitation facility

Because of the containment pre , it has been recessary to suspend
experimentation in this effort. At a minimuwr, *t ~ill be nece-sary to
automate the calorimei:ic system to iaprove the svstem response time to
the point where the ability of thc calorimeter gate structure to recpond
no longer requires long or predictable containm.nt times. The general
characteristics of such a system have already been examined and will be
the subject of future reports when the various aspects have been discussed
fully with RICE and GE. RICE is expecting a new post-doctoral student
to enter this ~.uject and the final form of the plans will, of course,
depuernd on this.

The advantages of an automated calorimeter system extcnd beyond the
imrediate applicatiun. It is expected that calorimetric studies will be
among those sele. ed for microgravity experiments. The cu-rent effort
requir.s thiee or ‘cur researchers tc operate the z~Jaratus and take
data. The reduction of dat» ueat content 2nd temperature requires
socme time as well. The effort of automating the calorimetric system and

.ntegrating tho pyrcaetry system into such automation ‘tviously is a
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step which will be done in the no.mal progress of this experimentation.
This seems to be the obvious time to implement such automation. It is
recommended in the interest of future efforts, that the pyrometric
system be automated as weli. The major item necessary té providing an
automated pyrometric system is some method of measuring the change in
absorbance of the primary mirror, M1 (F.gure 1b).

Figure 5 shows a schematic of the hardware portion of a proposed
automatic imaging pyrometric system. The motor driven aperture and
filter assembly on the pyrometer is a simple extension for computer
control. The novel feature is the modulated photodiode assembly. With
a chopping wheel modulating the internal filament, a simple photodiode
ccn be used to extract the change in apparent brightness of the reference
filament by lock-in amplifier techniques. With this information in
real-tiase as wel: as the output from the imaging array, a microcomputer
can, with careful calibration as has already been developed and described
in this report, provide an almost real-time display of true temperature,
and report the onset of problems in temperature measurement fiom the
multiple redundancy inhevent in mulcicolor pyrometry.

The same computer can easily have the capability to handle the calo-
rimeter automation and dats logging requirement. The same data system,
with auxiliary floppy disk storage, can provide complete data reduction
in a few minutes after the experiment ends. In fact, a running wonitoer
of the final period cf the experiment may bte able to significantly
shorten the 4 hour »er run time period currently necessary for best

work.
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PYROMETRY TEMPERATURE FUNCTIONS
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Fig. 3. Plank law f nctional behavior for two type of pyrometry. The
dashed (and solid) curves are spectral radiance ratios (right
scale) for the labeled wavelengths for Tre = 1600 K, typical of
brightness pyrometry. The dot-dash curves show the flux ratios
(left scale) for wavelength pairs, typical for multicolor pyrometry.
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Task 4

High Temperature Thermophysical Properties of Refractory
Materials from Free Cooling Experiments

Jack H. Colwell, Ared Cezairliyan, and Lawrence A. Schmid

Thermophysics Division
Center for Chemical Physics

Summary

Free cooling experiments are to be used to obtain high temperature
(1200-4000 K), heat capacities thermal radiative properties, and thermal
diffusivities of materials while samples are levitated in a space environment.
The data are to be derived from the simultaneous measurement of the total
radiant hLe.t loss and the temperature change of spherical samples as they
freely cool by radiation alone. Pyroelectric detectors are being investigated
for use in making the total radiance measurement. The dynamic response of
these detectors have been tested using a millisecond pulse heating apparatus,
which permits metal strips to be heated at rates up to 4000 K/s and cooled
at rates up to 1500 K/s. In these experiments the pyroelectric detector
measures the total normal radiance from an exposed portion of the strip
while the radiance temperature of the strip is determined by a high speed
pyrometer. A small (~17) discrepancy between the heating and cooling
portions of the experiments is ascribed to the radiance of the strip, not
to the behavior of the detector. Nnrmal total emittances derived from
these high speed measurements are in excellent agreement with the steady
state results of others. The large temperature gradients that can wuovelop
in rapidly-cooling spherical samples complicates the interpretation of the
free cooling experiments. Mathematical expressions have teen derived for
values of the physical parameters of materials from the observed time

depender. .e of a sample's surface temperature and total radiance.
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Introduction

The objective of this research is to measure the high temperature (1200-
4000 K) thermophysical properties, viz., heat capacities, thermal emittances,
and possibly thermal diffusivities, of refractory materials. The experiments
will exploit the microgravity enviromment of space to maintain the samples,
when hot, without physical contact. RF induction will be used to heat samples,
and subsequently, will be used at low power levels to maintain the position
of the samples. Samples will be spherical, fabricated in that form as solids
and, when liqui?, maintai-ed in that form by their surface tension. Experiments
will consist of heating the samples to a high temperature in a cold-walled
vacuum chamber and then allowing the samples to freely cool by radiation. As
the sample cools, its surface temperature will be determined by multicolor
radiation pyrcimetry and the total radiative heat loss will be determined
simultaneously by a wide-band pyroelectric detector. The spherical geometry
of the sample makes it possible for the total radiance measurement to be made
with a single detector. A unique feature of these experiments is that it
will permit liquid samples to be followed into the supercooled region all the
way to their point of recalescence, thus yielding thermophysical data on
supercooled liquids and possibly kinetic data on the solidification process.
Containerless liquid refractory metale undergoing free cooling may be ex .ted
to supercool by as much as 1000 K.

The cooling rates of the samples will be a functige of the temperature
and the size of samples[I’Z]. For smaller samples, less than 5 mm diameter,
at 4000 K, the cooling rate will exceed 1000 K/s. Larger samples, 10 mm

diameter at 1500 K will be cooling at rates of the order of 10 K/s.
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Because of the dynamic nature of Lhe cooling experiments, temperature gradients
will exist within the samplee[zl. Fcr metals with a high thermal diffusivity,
*he total temperature differential from surface to center will be a maximum

of tens-of-degrees and will have little effect on the measurements. For
materials of lower diffusivity, the temperature differentials can reach
hundreds-of-degrees. The temperature differential is, howaver, an inversa
function of the sample radius, so by measuring different sized samples the
physical parameters can still be determined. For materials within a particular
range of diffusivities, the diffusivity itself can be obtainea. The mathematical
procadures for determining the values of the materisl parameters from the
experimental observables is described in detail in Part B of this report.

One of the innovative aspects of this work is the use of pyroelectric
detectors in dynamic measurements of the total radiance. 1in Part A of this
report we describe the experiments with a pyroelectric detector usiang the
rapid electrical heating apparatus[3] of the Dynamic Measurements Laboratory
at NBS. Ipn these experiments, metal strips are heatea to a giver. tempetrature
in less tr : une second, and then allowed to cool. The temperature is
measured pyrometrically and a portion of one surface is viewed by the pyroelectric
detector. The pyroelectric detector gives a determination of the total
normal emittance of the surface as a function of temperature. The main
advantage of this apparatus is that heating and cooling rates can be generated
which are several times faster than expected in the free-cooling experiments,
thus thoroughly testing the dynamic response of the detector.

The vacuum assembly is nearly complete and the inductive power supply

is now on hand for the ground-based simulation of the frea-coolines experiments.
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This effort is being detained while we wait for the renovation of a new
laboratory which will house the experiments. 1In addition to the experiment
described in this report, we are proceeding with the development of a
millisecond-resolution two~color pyrometer which will be tested in the

simulation exporiments.
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Part A:

Experimental Procedures

The millisecond pulse heating apparatus[3] used in these experiments
impresses a nearly constant voltage across a conductive specimen for a
predetermined length of time. The constant voltages are produced by a bank
of batteries. Voltage levels are determined by the number of cells in the
circuit and an adjustable series resister. By the time the sample reaches
the temperature where measurements can begin, T > 1200 K, all switching
transients have died away and the current is constant except for the slow
decrease caused by the increuse in the resistance of the specimen as its
temperature rises., The duration of the pulse is determined by the circuit
characteristics and a temperature limit, and generally is less than one
second.

The sample was viewed from one side with a high speed pyrometer which
forused on a target area of 0.2 mm diameter at the center of the specimen.
The pyrometer uses a photomultiplier tube as a detector, which is alternately
exposed to light from the specimen and from a calibrated strip lamp. The
sequence of measurementc made by the pyrometer is governel by a 12 aperture
chopper rotating at 200 Hz. Six apertures admit light from the specimen and
are completely open as are two of the apertures aduitting light from the
lamp. The other four aperturec contain two pairs of light attenuators. With
each rotation of the chopper, six observations of the specimen are made,
interspersed w1ith six reference observations of the lamp. The pairs of
rcference attenuators used in the chor ¢ are not perfectly matched so their
signals show up as two closely spaced doublets on the output (see Fig. 1).
The specimen temperature is determined only when the signal lies between
the upper and lower reference lines; chis constitutes a change of 20-25

.

percent in the brightness temperature of the specimen depending on
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the particular temperature range. Tempevratures in different ranges are

obtained by placing calibrated neutral-density filters in thke light path

from either the lamp or the specimen. To cover a wide range of temperature,
therefore, successive experiments must be run with different filter combinations
to cover each successive temperature range.

The electrcde assembly that holds the specimen is enclosed in a cylindrical
vacuum chamber that is sealed by an O-ring to the bottom plate. Th: ryrometer
views the gpecimen through a glass window in the side of the vacuum chamber,
with the objective lense 15 cm from the specimen. The pyroelectric detector
is on the opposite side of the specimen, mounted in a side tube of the
vacuum chamber so that no windows need intervene between the spzcimen and
the detector. The light chopper, which is required for pyroelectric detection,
is a small (30mm diameter) rotating sector device and is operated at a
chopping frequency of 200 Hz. The chopper motor has teflon bearings
and has now been operated for tens of hours in a vacuum with no apparent
overheating or other 111 effects.

The portion of the specimen viewed by the pyroelectric detector is
determined by a pair of horizontal knife edges that obscure the top and
bottom portions of the strip, so that the detector views only the central
portion. The knife edges are mounted on the electrode support assembly, 5
cm from the specimen. The detector is 25 cm from the specimen so the
effective sample length is 25% larger than the slit width. The active area
of the detector is 1 mm in diameter so the penumbra region increases the
effective length of the specimen by 0.2 mm. In these experiments, the gaps
between the knife edges were 12 to 15 mm, so any error in the penumbra
correction should have a negligible effect on the measurement. Our first

experiments were with tungsten strips, 6.35 nm wide, 0.25 mm thick, with
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45 mm of length exposed between the electrodes. The opening between the
knife edges was 14.6 mm. The outputs of the pyrometer and pyroelectric
detector were recorded with two dval-trace oscilloscope-camera combinations.
Numerical values were obtained from the photographs using a traveling microscope.
A subsequent set of measurements was made with niobium scrips of the same
size as the tungsten strips and with a knif< edge opening of 12.7 mm. For
this second set of measurements, data were recorded us‘rg a pair of digital
oscilloscopes from which the data could be transferred directly to the PDP-11
computer for processing. The light chopper for the pyroelectric detector was
synchronized with the pyrometer chopper so that the two sets of data could be
accurately correlated.

The linear!ty of the response of the pyroelectric detector was established
using the inverse distance law. A DXW 1000 W tungsten halogen lamp was used
as a light source. The detector was moved over distances from 50.0 to
141.4 ca from the lamp, Measurements were made for irradiances covering
more than three orders of magnitude from 32 mW/cm? to 20 pW/cm?. After values
were measured from 50 cm out to 141.4 cm, the lamp power was reduced until
the detector signal was the same at 50 cm as it was previously at 141.4 cm.
The process was then repeated. These tests showed that the linearity
of the detector was better than '%Z over this wide range. The principal
uncertainty in the calibration procedure comes from the geometric
distribution of the filament in the light source. The filament of the lamp
is a coiled-coil construction, approximately 20 mm long and 5 cm in
diameter. There is some uncertainty in the point taken as the origin
for the distance measuvement. Also, the angle of the lamp to the light
path to the detector has an effect, probably due to changes in the amount

that the front coils of the lamp obscure the back coils at different detector
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distances. Care has %o be exercised :-hat the lamp had reached thermal

equilibrium after each power change.

Experimental Results

Oscillographic traces of one of the tungsten strip heating experiments
are given in Fig. 1. The two oscillograms are of the same experiment with
the data collected at different sweep rates on separate oscilloscopes. The
upper trace in each oscillogram is the pyrometric temperature signal,
increasing to the point where the current is cut off and then decreasing as
the specimen cools. The horizontal bands are the pyrometer reference
levels, thelr corresponding radiance temperatures are indicated on the
lower oscillogram. The lower trace on each oscillogram is the AC signal
from the pyroelectric detector, the peak-to-peak distance being a measure
of the total radiant energy. The shape of the pyroelectric signal was
puzzling when first observed. With slowly varying light intensities, the
two halves of the AC signal are found to be symmetrical, so the asymmetric
signal observed in the rapid heating experiments was unexpected. The upper
half of the pyroelectric signal in the oscillograms corresponds to light
falling on the detector, and the lower half to the detector obscured by the
light chopper. A clue to the explanation of the asymnmetric signal is found
in Fig. 2 which 1is the response of the detector when suddenly exposed to a
constant radiation source. The initial response 1is a large positive signal
during the exposed half of the cycle, and a very small negative signal
during the obscured half of the cycle. With time the positive peaks decay
and the negative peaks increase until they are symmetrical about the zero
signal axis; cthe relaxation time, 1, for this process is approximately 100
ms for this detector. 71 is the thermal ralaxation time of the detector and

is determined by its heat capacity, ¢, and the thermal conductance, h,
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between the detect:r element and its mounting, so that t = ¢/h. The initial
response in Fig. 2 is when the detector is first heated above ambient, the
temperature increase is large in the exposed cycle and small in the obscured
cycle because little heat is being lost to the heat sink. As time goes on,
the average temperature of the detector increases and more heat is being lost
to the heat sink, so that the tempera:ure increase during the exposed cycle
becomes less and the decrease during the obscured cycle becomes greater,
eventually becoming equal when the steady state is reached. For a steady
light source, as in Fig. 2, this relaxation phenomena introduces no detectable
error (~0,.3% resolutior in this experiment) between the peak to peak voltages
at the beginning of the relaxation period and those after the steady state
was reached.

A second relaxation phenomena that affects the signal from a pyrc2lectric
detectoyr is the rise time of the device. For the detector used in these
experiments the time constant was approximately 0.5 ms. As a consequence of
the rise time and the drop in the signal due to the thermal relaxation, the
maximum signal with -onstant irradiation occurs at approximately 2.0 ms into
each half cycle.

The series of experiments on tungsten strips covered thermodynamic
temperature ranges from 1500 to 3000 K. Heating rates varied from 4000 K/s
at the lowest temperatures to 2000 K/s at the highest temperatures and the
corresponding cooling vrates ranged from 500 to 1500 K/s. A direct comparison
of the normal total radiance with the radiance temperature of the specimen
showed that the neasured total radiance when the specimen was cooling was
always 1 to 2% lower than when it was being heated, except for the region

near the maximum temperature.
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Thermodynamic temperatures were calculated from the measured radiance
temperatures using the spectral emittance data of de Vos[“] and Abbottls].
The Stefan-Boltzmann law and the total normal radiance data were then used to
calculate the total normal emittance of the tungsten strips as a function of
temperature. The calculated values agree within 12 with the publish values
of Abbott[sl which were obtained in steady-state experiments. This closc
agreement on an absolute scale is fortuitous for the inte.sity calibration of
our detector was not thought to be that precise.

Fig. 3, 4, and 5 are the results of experiments with niobium strips over
three different temperature ranges; these are direct -~omputer plots with no
intermediate treatment of the data. The plot of normal total radiance
(pyroelectric voltage) versus radiance temperature again shows the slight
difference between the heating and ccoling curves. The difference increases
the longer the sample cools and is largest in the higher temperature ranges.
Normal total emitiance values from these experiments are within 5-10% of the
steady-state values determined by Abbottls], the discrepancies resulting from
the lack of precise values for the normal spectral emittance required to
derive chermodynimic temperatures.

Fig. 6 presents the normal total radiance and radiance temperature
measurements during the melting of a niobium strip. The radiance temperature
shows the flat plateau, characteristic of melting curves in these dynamic
experimentslﬁ]; the radiance temperature drops by only 2-3 K in a period of
200 ms. The normal total radiance, however, has a short plateau and then
drops off steadily (down 3-4% after 100 ms) until it finally drops precipitously
as tne specimen melts through. In an earlier melting experiment the timer
switch stopped the current prior to the specimen melting through, the meiting
plateau was only about 100 ms wide. The measured width i this partially

melted sample after the experiment was found to be 1-2% aarrower
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than it was originally because of the melting at the edges. This
indicates that the fall off in the normal total radiance in Fig. 6 may
be due to a narrowing of the specimen. The radiance temperature is
unaffected by the narrowing of the specimen because it is determined by
observing a small spot of the center of the strip.

The melting point of niobium is known, 2750 K[7}, so the normal
total emittance of liquid niobium at the melting point can be evaluated;

it 1s 0.256.

Conclusions and Discussions

The small discrepancy between tue heating and ccoling portions of
the correlation between the pyroelectric voltage and the radiance temperature
is thought to due to changes in the total radiance determinations and
not due to any error in the temperature measurement, We feel that the
change is most likely due to differences in the totgl radiance of the
strip during heating and cooling. While cooling, the strip will be
losing energy from the edges of the strip (4% of surface area) as well
as the faces so that the average radiance from a face will be less than
the radiance from the center of the face. During the heating period
this tendency is mitigated in two ways. The rate of heating is much
faster than the rate of cooling, so that the temperature gradients wili
not be as fully developed. More importantly, however, when heating, the
current will tend to follow the patl. of lowest resistance, i.e. the
coolest path, and will suppress the development of the teumperature
gradients. There is the possibility that the discrepancy is inherent in
the pyroelectric detector. Because of the finite rise time (and the
thermal relaxation) of the device, a different voltage signal covld be

obtained for rapidly increasing and decreasing signals. This possibility
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has not been investigated, but if it were & major contributing factor to
ths cbserved discrepancy, it would be expected to be largest near the
pens of the temperature curve were the signals are changing most rapidly;
this s not the case. In any case, the heating and cocling rates in
these strip heating experiments are several times larger than those that
will be encountered in the free-cvuoling experiments, so errors from this
source will be minimal.

The principal aim of this stage of our research is to establish that
pyroelectric detectors can be used to make accurate total irradizace
measurements in high speed experiments. These experiments have accomplished

that.
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Fig. 1

- ———ly

1930 K l

1680 K
1530 K

Tungsten strip heating experimean:i. Two oscillograms of the

same experiment at different sweep rates, 50 ms/cm in the top
oscillogram, 200 ms/cm in the bottom. The top curve in each casc

is the pyrometer output, the bottom pair of curves is the ac
pyroelectric voltage. The horizontal traces are the reference

levels of the pyrometer and their corresponding radiance temperatures
are indicated on the lower oscillogram. The radiance temperature at
the peak is 1912 K which corresponds to a thermodynamic temperature
of 2056 K.
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Fig. 2

The pyroelectric response upon instantaneous exposure to a
constant light source. Sweep rate is 50 ms/cm, pyroele tric
chopping frequency is 200 Hz. Variation of the two voltage levels
is due to thermal time constant of the detector; the peak-to-peak
voltage is not affected by the relaxation process.
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The pyroelectric voltage (proportinnal

to normal total radiance) and the pyrometrically determined radiar-e
temperature are shown as a function of time, and also plotted

againat each other.

On the latter curve the encircled points ave

those witi: the temperature increasing. Near the maximum temperature,
the heating rate is 4200 K/s and the cooling rate is 500 K/s.
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Fig. 4 Niobium-strip heating experiment to 2100 K. Arrows on curves

indicate scales to be used. The pyroelectric voltage (proportional
to normal total radiance' ind the pyrometrically determined radiance
temperature are shown as a function of time, and also plotted
against each other., On the latter curve the er~jrcled points are
those with the tewperature increasing. Near che maximum temperature,
-4 the heating rate is 3600 K/s and the cooling rate is 700 K/s.
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Fig. 5 Niobium-strip heating experiment to 2375 X. Arfrows on curves
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normal tota radiance) and the pyrometrically determined radiance
temperature are shown as a function of time, and als. plotted

againat each other. On the latter curve the encircled points are
those with the temperature increasing. Near the maximum temperature,
the heating rate is 200 K/s and the cooling rate is 1200 K/s.
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Fig. 6 Niobium-strip melting experiment. The pyroelectric voltage

(proportional to normal total radiance) and the pyrometrically
determined rsdiance temperature are shown as a function of time.

The plategus of the curves indicate the period where the surface of
the specimen is melting. The precipitous drop in the pvroelectric

voltage indicates the point that the specimen melts through and
collapses. The melting point of niobium is 2750 K.
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Part B:

Mathematical Analysis of the Free-Cooling Sphere

1. Overview of the Analysis

The free-cooling calorimetric method discussed in this report aims at the
determination of the temperature dependence of the thermal parameters (heat
capacitance, diffusivity, and emittance) of refractory materials at high
temperatures by optical observations of the time dependence of the surface
temperature Ts(t) and the radiance E(t) (radiated heat flux per unit area) of a
hot solid sphere of the material as it cools down. (The possibility of melting
will not be discussed in what follows. This will be the subject of future
research.)

The emi’tance e(Ts) of the surface is simply given by
e = E/(oT_") 1)

where o is the 3tefan-Boltzmann constant. Thus the real problem is to express
the diffusivity o and the heat capacity per unit volume c in terms of E(t) and
Ts(t). In the limit a -+ « (or R + 0 where R is the radius of the spherical

sample), the temperature throughout the sample can be taken equal to Ts, and ¢

can be found from the following simple relation:
- (47R3/3)cdT _/dt = 4nR%E or c = -3E/RT_ (2a,b)

where is 5 dTS/dt. For finite a, however, the temperature inside the sphere 1is
higher than Ts’ and so eq. 2b can only be the leading term in a more compli-
cated expression concaining higher-order correction terms involving a. Such an
expression for ¢ will be derived in what follows, first for the case of constant
c and a (cf. eqs. 30 and 37), and then for the case of temperature-dependent
perameters c(T) and a(T) (cf. eqs. 56 and 57). Similar expressions will be

derived for o as a function of the time derivatives of TB and E (cf., eqs. 35
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and 55).

An essential feature of the free-cooling method described in this report
is that the temperature field within the sample is assumed to be unknown at the
beginning of the experiment. Thus the heater, be it an induction coil, furnace,
cr some other device, need not be precisely controlled in order to assure that
a specified quantity of energy be injected into the sample, or that a specified
initial interior temperature field be achieved. The price that must be paid
for this freedom is that the readings of Ts(t) and E(t) for a time interval
At-R?/a at the beginning of an observational run after the heater is turned off
cannot be used to determine a(T) and c¢(T), because TS and E are too sensitive
to the details of the unknown initial interior temperature field. It is only
when the initial transients have died out and the thermal behavior of the
sample enters the "post-transient regime" that tine expressions for a and ¢ in
terms of E(t) and Ts(t) (and their time derivatives) that are derived in this
report can be applied. For the sample sizes contemplated, however, only a
couple of seconds are required for the transients to die out in the case of a
poor thermal conductor like uranium dioxide, and this is to be compared with a
tolal ubservativi time of nearly 30 seconds. TIn the case of metal samplez the
time required for the transients to die out is a much smaller fraction of the
total observation time. These estimates are discussed at the end of Section 3.

In order tn relate the analysis of this report to the existing literature
on the analysis of free-cooling, it should be noted that there are three
different kinds of cooling problem which must be clearly distinguished:

(1) the predictive or initial-value problem in which the initial temperature
field within the body is given, and it 1is necessary to calculate Ts(t)
knowing the functional dependence E(Ts) of the radiance on the surface

temperature;
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(2) the inverse problem, in which E(T') is knowm, T.(t) is given, and it is
i1ecessary to calculate the initial interior temperature field;

(3, the calorimetric problem, in which E(t) and To(t) are given, and it is
necessary to calculate c¢(T) and a(T). A knowledge of the initial interior
temperaturz field is neither given nor desired. (This category of problem
is sometimes also referred to in the literature as the "inverge problem".)

Th:iis report will concern itself only with the first and third categories. Only

the weak form" of the predictive problem will be discussed, by which is meant

the prediction of Ts(t) (and the interior temperature field) in the post-

transient regime. Inasmuch as Ts(t) in this regime is determined by the thermal

parimeters alone, it is possible (in the case of constant parameters) to derive
a universal cooling law for this regime. This law has its simplest form when t
i expressed as a function of Ts, and an explicit expression for t(T.) is given
fo ' the case of arbitrary (but constant) thermal parameters (cf. eqs. 26 and
27). 1In the weuk form of the predictive problem, the radiance E(T’) may be
regardec as a forcing function that is producing a "forced decay" in Ts(t)'

The "fvree decay modes" arising from an arbitrarily specified interior tempera-
ture field have died cut, and the expression for the interior temperature
T(r,t) <an be cha .cterized by a form-invariant functional dependence on the

forcing fun- iun E(Ts) or, equivalently, on Ts' That is,

T(r,t) = T[z, 'rs(:)]. (3)

§ .. an :xpression fir T(r,t) is given, which has the form of the sum of
polynomials in r multiplied by powers of T'(t) in which all coefficients are
time-in. . -peadent numbers (cf. eqs. 14 and ?7). This solution corresponds to
the "particular solution” in the thecry of linear differential equations, but
the present problem is nonlinear because the forcing function E(T.) is a

function of tne unknowa surface temperature.
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2. Outline of Solution Method Employed

A four-step procedure is mployed to solve the weak form of the predictive
problem: (1) First the sphere is imagined to be immersed in a controlled
tesperature bath with a given time-dependent temperature Ts(t). This s the
only boundary condition imposed (except for the requirement that the interior
temperaturc be everywhere finite). This is a linear problem whose solution can
be expressed as a convolution integral. This integral is then transformed so
as to cast the solution into a simple and novel form in which the temperature
is expressed as an infinite (but subsequently truncated) sum of characteristic
polynomials in r of degree (2n+l), each of which is multiplied by (-l)ndnTs/dtn.
Thus the time derivatives of the surface temperature can be regarded as
"driving" the solution for the interior temperature. (2) the next step consists
of imposing the boundary condition that relates (BT/’&r)s to E(Ts). When the
solution to the linear problem is substituted into this boundary condition, the
boundary condition assumes the form of an ordinary differential equation in
Ts(t) that is linear except for the fact that the forcing function E(Ts) is a
nonlinear function of the dependent variable Ts. The differential equation is
of infinite order, but is truncated to fourth order. (3) An iterative pro-
cedure is used to find a self-consistent solution to this nonlinear differential
equation in which de/dt and the higher derivatives are expresced as sums of
powers of T,. This is the "particular solution' that characterizes the post-
transient regime. (4) The equation de/dt = F(Ts) is integrated to give an
explicit expreasion for t(Ts), which is the universal cooling curve for & hot
sphere in the post-transient regime.

The same ordinary differential equation that results from the imposition

of the boundary condition involving the radiance E also serves as the basis of

the solution of the calorimetric problea, except that E(t) and Ta(t)
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(and hence all of its derivatives in the ordinary differential equation) must
now be regarded as known functions, so that the differential equation beconss
an algebraic equaiion in which the unknowns are a and c. If a and c are constants,
then it is only necessary to know the values of E and T. at two moments during the
cooling in order to construct and solve a system of two algebraic equations for
the two unknowns a and c. However, an alternative procedure for solving for
a and c is employed that leads to expressions for them that lend themselves to
an easily automated iterative solution.

The problem of finding the temperaturs dependence of variable parameters
a(T) and c(T) is solved by introducing new dependent and independent variables
that reduce the nonlinear partial differential aquation to the same form as
that for constant parameters except for the presence of a very small effective
heat source density whose effect can be neglected. The same solution procedure
is followed as ia the case of constant parameters, and the end result is
expressions for a(T) and ¢(T) in terms of E(t) and T.(t) (and their derivatives
that can be solved by a simple iterative procedure.

There appears to be no discussion of the weak form of the predictive
problem in the existing literature, except for the limiting case in which the
interior temperature may be considered to be constant throughout the sample. The
strong form of the predictive problem, i.e. the initial values heat probleam,
uas of course a superabundant literature.!
The calorimetric problem has been investigated by a small group of

msthematicians?~10 but the investigations have been limited either to two

constant parameters, or else only one variable parameter, and the resulting

expressions are complicated and difficult to solve numerically. One important

cause for this complication is the fact that these authors insisted on
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maintaining the requirement of uniform initial interior temperature, and the
concept of the pnhst-transient regime was not introduced. Without limiting
the analysis to this regime, and aimultaneously rigidly maintaining specified

initial conditions, the problem becomes overdetermined, and in general ill-posed.

3. Predictive Problem for Constant Thermal Parameters

Although the primary purpose of this report is to present the solution of
the calorimecric problem, the necess~ry 1naiysis must be confronted already in
the simplesé predictive problem (i.e. the one for conscant parameters). The
solution of this problem also provides estimates of the numerical values of
various quantities that become observational data in the calorimetric problem.

The partial differential equation governing the flow of iieat in a body

in the absence of any interior heat sources 1is
Ve(k7T) =c 3T/3t (4)

where k is the thermal conductivity and ¢ is the heat capacity per unit volume.
(Strictly speaking, since c is the product of the mass density and the constant-
pressure specific heat, and because the mass density is a function of temperature,
c 1s the heat capacity of the quantity of material that occupies unit volume

at some given reference temperature, and is not strictly the heat capacity per

unit volume at an arbitrary cemperature, although this simplified nomenclature
will be used in what follows. If ((t) is the mass density, then the constant-
pressure specific heat Cp = c/p. Cp and p enter into the formalism only as
the product ¢ = pCp.)

The boundary condition that must be applied to eq. 4 is obtained by noting
that tne integral of the right side of eq. 4 over the volume occupied by the

hot sphere is equal to the rate of decrease of heat content of the sphere, and
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80 must be equal to 47TR?E where the radiance E is the radiated heat flux per
unit area. Applying Gauss' Theorem to the volume integral of the left side of

eq. 4, the following boundary condition results:

-k(aT/ar)‘ = E(t) (calorimetric problem) (5a)

- eoT: (predictive problem) (5b)

vhere the subscript s designates quantities evaluated at the surface, o is the
Stefan-Boltzmann constant, and ¢ is the emittance. This boundary condition
assumes that the sphere is radiating into a "cold vacuum", i.e. a vacuum at
absolute zero of temperature., This assumption is convenient, but in no way
easgsential for what follows.

With proper scaling, all quantities can be made dimensionless, and all
parameters (including dimensionless ones) can be eliminated from the equations,
reducing them to a universal form that applies to spheres of all sizes with all
possible (constant) thermal parameters. In order to do this, it i{s necessary
to introduce a characteristic length r;, time interval t;, and temperature T).

The first two are self-evident:

R ; t; = R%/a. (6a,b)

ry
The definition of the characteristic temperature T); is not so obvious. Various
definitions can be found in the literciure, such as the highest or lowest
teaperatures encountered in the problem, or an equipment-related temperature
such as that of a furnace to which the sample is exposed. If, however, one
wishes to remove even dimsnsionless constants from the equations, only the
following definition will suffice:

T, = (k/Rec)1/3, (6c)

This characteristic temperature is determined by the size and thermal properties
of the sample, and is independent of the starting conditions of the experiment

or of the properties of the enviromment to which the sample is exposed. For a
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tungsten sphere for which R= 1 cm, T; = 17,300 K which is nearly five times
the melting temperature (3653 K), whereas for a sphere of uranium dioxide of
the same size, T; = 3650 K, which is only 500 K higher than the melting tempera-
ture (3151 K).
The dimensionless varia' les (designated by a circumflex) corresponding to

the characteristic magnitudes det.ined above are

tzr/R; tzat/R2; T :=T/T) ; (7a,b,c)

and the corresponding equation and boundary condition can be written as foliows:

32(xT) /322 - 3(xD) /ot = 0 (8a)
- (ai'/af)8 = E(t) (calorimetric problem) (8b)
- T4 (predictive problem) (8¢)
where
E(t) = E(t) [k(T;/R)]"! = RE/KT,. (9)

The first expression for i above shows that it may be regarded as a dimensionless
heat flux for which the scaling flux is [k(T;/R)], i.e. the flux driven by the
temperature gradient t;/R.

As noted in Secti.n 2, the first step in the solution of eq. 8 above
consists of replacing the boundary condition (Bc) by the requirement that at
the surface of the sphere T be equal to the (as yet unspecified) temperature
fs(f) which 1s regarded as the forcing function that drives the interior

-~ a0~

temperature T(r,t). It is more convenient to deal with the temperature

~

difference (% - T,), and to this end the dependent variable is defined as

o(r,8) = [f(E,8) - T (D). (10)
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Thus the equations to be solved are
329/3t2 - 38/ot = r 4T /dt (11s)

8(0,t) = 6(1,t) = 0 . (11b)

This is a linear inhomogeneous equation with Dirichlet-type boundzry conditions
that is driven by the forcing function r dis/de. It is easily confirmed that

the solution can be written in the following form:

= m
o(r,t) -% Zi;—l—)- sin(mr?) A (t) exp[-(mn)2t] (12a)
m=1l
where t
Am(E) - exp[ (mm)2¢'] [dis(e')/de'] de’. (12b)

- 00

An alternative form results from splitting the integral of (12b) into two parts
as follows:
Am(t) =B + Am(t) (13a)
where Bm is a constant given by
0
r ~ -~ ~ ~
B = jexp[(m)zt'] [af (E')/at"] et (13b)

and

Am(E) - exp[(mn2) t'] [af_(E')/aé'] af'. (13c¢)

If eq. 13a is substituted into eq. 12a, we have the more familiar form of the
solution in which the terms involving Bm describe the rapidly decaying normal
modes, and the summation involving ﬂn(ﬁ) describes the inhomogeneous part of

the solution that is driven by the forcing function r df’/df on the right side
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of eq. lla. Because A(0; = 0, it is evident that on!y the part of the solutior
(12a) that involves the Bm is non-zero at t = 0, and that [(-1)m Bm/m] are
the Fourier coetricients for a sinusoidal expansion of A(r,0). The longest-lived
normal mode (w=1l) decays like exp (-n2f) = exp [-(n2a/R?)t], so when t~n R'/a,
this longest-lived mode has a magnitude of order exp(-12) = 5 x 10”°, so it is
safe to say that by this time the post-transient regime has become established.
When the solution (12a) is written using (12b) rather than (17), the
entire solution is regarded as "driven", with th: effect" of the driving force
reaching back to £ = - », That 1s, one eflectively takes £ = - = to mark the
beginning of the experiment, and takes the position that for all finite t the
decaying homogeneous solution has long since died away, leaving only the
inhomogeneous driven solution. For a solid sphere wnos- interior temperatures
can be influenced only by the environment to which its surface is exposed, this
is a physically more natural point of view than thatposed by the initial-value
problem, which requires that the initial interior temperature field be
specified, rather than the past history cf the surface temperature.

’

If the derivative in the integrand of (12b) is expanded in powers of
(t' - t), the integration can be carried out explicitly and the solution

assumes the fnrm

o(E,8) = Z D" ™ (& p (D (142)
n=1
whe e
T (6 f,/dt" (14b)
and "
P_() : 2 2; D T ()™ D gy ). (14¢)
me=
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The Pn(f) are polynomials of degree (2ntl) that kave the following properties:

P (0) = 0 for n > 0; (15)
P() =1, (162)
Pn(l) =0 forn>0; (16b)
2 22 o .
d’p_/dr? = 0, for 0< r< 1 (i7a)
d?p /dr? = - P . forn>0 , {i7b)

The first few of these polynomials can be found in handbooks. (Sec. ...
example, p. 87 of reference 11.) Property (17b) can then be used to generate
successively higher-order polynomials by double integration using properties
(15) and (15b) to determine the two constants of integration. The four

lowest-crder polynomials are listed below:

r (18a)

P (F) =

Pi(r) = £(1-t2)/6 (18L)
Po(f) =t (7 - 10 £2 + 3 £4)/360 (18¢)
P3(f) = £(31 - 4982 + 21 r* - 3 £6)/15,120 (184)
P,(f) = #(381-620 £2+ 294 t* - 60 £6 + 5 £8)/1,814,400. (18e)

Using the property (17b), it is a very easy ma’.cer to show by direct
substitution that the differential equation (1lJa) is satisfied. The properties
(15) and (16) guara-tee that the boundary conditions (lib) are satisfiled.

The form of the solution given in (14) represents a dififerent way of
stating thac the interior tewperature field is determined by the history of
of the surface temperature. Whereas the form of the solution given in (12)
represents this history by an integral reaching iuntv the distant past (with
a kernel that provides "memory loss'"), the form given in (14) represents this

history by means of all of the time derivatives of the surface temperature
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calculated at the present instant of tima. Instead of the ever-diminishing
influence of the surface temperature as one reaches deeper into the

past, it is now the ever-diminishing signific ace of the higher-c+der

time derivatives of surface temperature as the order of the derivative

(n)

increases. This decreasing influence of fs as n increases results
from the itact that Pn decreases as n increases., For this reason, a
truncation of the infinite series in (l4a) is feasible in the case of a
nume ‘cal calculation. In the calculation described in this report,
only the terms of (l42) up to ard including n = 4 were retained.

The infinite set of polynomials Pn dves rot span the entire class
of continuous functions on the interval O j.f < 1. The set is, however,
sufficiently large to include all permissible solutions to (1l1}. To see
this, it should be noted that since (8/t) = T - Ts’ the set (Pn/f)
ought to be capable of describing the most general form cf T - TS
inside the sphere, and on the surface should vanish. liis latter requirement
is satisfied in view of (16b) and the fact that mn = 0 is excluded f.om
the summation in (l4a). As to the completeness of the et (Pn/f), it
should be noted the: (as (18) indicates) it is isomovphic to the set of
ali even powers of r, which corresponds to the requirement that y_T =
0 at the center of tne sphere, which in turn follows from the fact that,
in the absence of a point source or sink at the origin, the heat flux
must vanish there.

The second step of the solution method that was outlined in Section
2 above consists of substituiirg (14) into the boundary condition (5b)
in order to obtain an ordinary differential equation that determines the

time dependence of fs(f). The dimensionless formr of the boundary rondition

(5) is
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-(36/3;);_1 = E(t) (caloriwstric problem) (19a)
= f:. (predictive problem) (19)

Differentiation with respect to r of the solution given in (14}, and

subsequent substitution into (19) yields the folloing result:

}E: -n" [ZannI(Zn)!] a® f_/at" = E(f) (calorimetric problem) (20a)

n=}
= fs“ (predictive problem) (20b)
where Bn are the Bernoulli numbers, wh:.ch are tabulated in sundry haadbooks!Z,
The first 7 of these are
By = 1/6, B = 1/30, P53 = 1/42, B, = 1/30, Bs = 5/66, Bg = 691/2730,
By = 7/6. (21)
{f the series in (20) is truncated at n = 4, the following ordinary

differentiai equation results:

d*T a3t
L 8. 2 s, (22a)
4725 dt 945 dt
, @t dT .
+ 5 dfzg ~3 3% - E(t) (calorimetric problem)

= fs“ . (predictive problem) (22b)

In the calorimetric problem, Tin)(t) and E(t) are given functions of

tine, so when (22a) is written in dimensional form it becomes an algebraic
equation in the two unknowns a and c. This case is discussed in Section

4 below. In the predictive problem however, one must solve the ordinary
differential equation (22b), which would be linear except for the fact
that the forcing function f: is a nonlinear function of the dependent
variable fs' Except for this noniinearity, one could agsert that the
solution of (22b) consists of the sum of a homogeneous part that requires

a knowledge of four iuitial conditions, and a particular solutiun that
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is entirely determined by the farcing function and i{s independent of the
initial conditions. The form of (l4a) shows that the initial conditioms
of (22b) determine the initial interior temperature field, and vice
versa. This honoéeneous solution has completely died away by the time
the system has entered the post-transient regime that is coxpletely
determined by the forcing function T:. The "particular solution” that
describes this regiwme can be found analytically by an iterative process
which leads to a set of self-consistent expressions for the derivatives

Tén) as functions of fs alone, i.e., there are no arbitrary degrees of

freedom that must be specified by initial conditions or any other conditionm.

These self-consistent expressions are the following:

(1) _la s _ 12 a7 12 240, 432 53
D [3Ts 5Tstv2s Tstgrs Ts| e

1(2)= 36 §7 - 222
S S

1(3). _|75¢ T10_ 14304 113
s s 5 i
7(*)=22680 T13 .

S -

If these expressions for fs(n) are substituted into (l4a), 6(r,t)

be:omes the sum of products of powers of r and Ts in which the coefficients

are numbers, rather than functions of t. That is, 6 becomes a form-

invariant functiom of r and is (or, equivalently, of the forcing function

T4), and its total time dependence is contained in the time dependent of
5
fs(E). This is one way of characterizing the post-transient regime.
The expressions given in (23) are valid only if the truncation of
the infinite series in (20b) is valid. The range of validity of this

truncation is indicated by Table I below which uses the egs. 23 to
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calculate the magnitudes of the various terms of eq. 22b for a range of

values of f:. (Povers of 10 are indicated in parentiesas following the

numbers, e.g. 3.9(-2) = 3.9x102.)

Table I

A 4 a1 (2 _o7(3 a(u)
T T ( rg )/3) (+m§ )/45) ( 2r§ ) /945) (+m§“ /4725)
1 1.000 0.525 0.384 -4.709 4.800
3/4|  0.316 0.223 3.96(-2) -6.00(-2) 0.114
172  6.25(-2) 5.64(=2) 4.70(~3) +7.92(-4) 5.86(~4)
1/4]  3.91(-3) 3.86(-3) 4.72(-5) +1.43(~6) 7.15(-8)

2.44(~4) 3.80(-7) +1.48(-9) 8.73(~12)

1/8| 2.44(-4)

A left-to-right sweep of the first row of Table I shows that the magnitudes of
the higher-order terms in (22b) are definite’y not small compared with the

magnitude of the forcing function f:. However, this is the case for Ts <1/2,
so it seems safe to conclude that in this range the truncation of the infinite

series 18 a valid procedure.

It is hoped that it will be possible ts extend the free-cooling calorimetric

method up to temperatures that exceed the melting temperatures of refractory
materials by several hundred degrees Kelvin. If the methods and results of
this report (and its intended extension to include melting) are to be used,
it is necessary that the size of the sample sphere be chosen so that the
condition

fs =T /Ty = T, (k/ReJ)-1/3 < 1/2 (24)

is satisfied. Referring to the remarks made in Section 1 above, it is evident
that this condition is easily satiesfied for a tungsten sphere of radius 1 cm.

In fact, at the melting point of tungsten (3653 K), fg = 0,211 for a sphere
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of this size. However, for a sphere of uranium dioxide of the sate size
at its melting point (3151 K), fs = 0.86. However, for a sphere of
radius 1 mm, at the melting point of uranium dioxide fs = 0.40, so
condition (24) is satisfied. Thus, in applying the fize-cooling method,
one of the first design considerations is to choose a sample sphere size
that is small enough to satisfy condition (24). 1n general, for metals
eny radius up to 1 cm would be safe, but for refractory non-metals, 1 mm
should be regarded as the upper limit.

The eq. 23a can be written in the form
dt = - de/F(Ts) (25)

where F\:s) is the expression contained in the brackets on the right
side of (23a). This equation can be integruted to give E(fs). When
this is carried out to an accuracy consistent with that of eq. 23a; the
following equation results:

. S-Sk T 5
t-g(Ty" - -J5 T,

4 R 8 (26a)
> - T3 o - 76
t3s A-TI+ 555 (L-T)
where
. ‘ R Reo 1/3
t = at/R2  and Ts z ~ T. (26b,c)

The arbitrary integration constant in (26a) has been chosen so that t =
0 for fs = 1. It should be notgd, however, that (26a) is reliable only
for Ts < 1/2. The first term on the right side of (26a) is the well-
known expression that characterizes the cooling of a very good conductor.
The other terms allow for the presence of a temperature gradient within
the cooling material. The last t<u terms are not important. If they
are omitted, the error that is introduced at fs = 1/2 i8 less than 1%,

and considerabiy smaller than that for smaller values of fs . Eq. 26 18
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& universal cooling curve that is valid for spherical samples of all
sices tor matirials having constant thermal parameters. It is useful
for estimating the cooling time At = te - t, that is required for a

sample to cool down from an initial temperature '1‘i to a final temperatur:

Tf. Dropping the last two tarms in (26a2), this becomes
T 2 /T
Re i 4R i
2% oo 13 (Tj Y e \Tf)- 7
-

For example, using parameters appropriate to a tungsten sdhere of radius
1 cm, one zan calculate the time required for the sphere to cool from
3000 K to 1500 K. Ir this case (27) yields At = (501.2 + 0.62) seconds.
This shows that the second term, that allows for an interior temperature
gradient is negligible, although it would have a relatively greater
significance in the case of a short time interval near the beginning of
the cooling process. This cooling time of 502 seconds is to be compared
with the time R2/a = 3.3 seconds that is required for the post-transient
regime to become established. The same calculation for a small sphere of
uranium dioxide having a radius of 1 mm yields At = (28.5 + 0.37) = 28.9
seconds for the sphere to cool from 3000 K to 1500 K. This interval is
to be compared with R2/a = 2.0 seconds, which is the approximate time

required for the post-traraient regime to become established.

4, Calorimetric Problem for Constant Thermal Parameters

In the calorimetric problem, E(t) and T(t) are given functions, and
o and ¢ are unknown constantr. A knowledge of the fact that the cooling
obcys the T4 radiation law is necessary only for a celculation of the
erittance ¢, which is given by
s = E(t)/o [T(E)]Y , ° (28)

125

s i

e ——— v —— kv T



vhere o is the Stefan-Boltzmann constant. This relatior is actually the
definition of ¢, and it is valid even if ¢ is not constant. PFrom a
knowledge of c(t) and T(c), one could find the temperature-dependent
emittance e(T).

The basic equation is now (22a) rather than (22b). When the definitions
contained in (7) are used to convert (22a) into dimens’onal form, it can

be written as follows:

- is(l-r) = 3E/Rc (29a)
wh2re .
Ts = d Ts/dt (29b)
and 2 3 4
c - R2 Id Ts ) _2_R_2 d 'l.'s . RY d Ts (290)
- ’ dt 21 o dz’ 105a¢ dt* /°
15aT

This yields the following expression for c:
c= [3E/R -T)] @ - B (33)

For a perfect conductor, F = O because o« = » , For finite a, F > 0

as the sphere cools down because the cooling curve Ts(t), alttough still
descending, tends to flatten out 3o that the higher derivatives of Ts(t)
that appear in F tend to vanish. This suggests a simple procedure for
evaluating ¢ and a: First, corresponding readings of E and is near the
cold end of the cooling curve are used to calculate c from (30) with F =
0. Then this value of c together with corresponding readings of E and
is near the beginning of the post-transient regime are used in (29a) to
calculate a numerical value for F. Using this numerical value of F in
(29¢), together with the known numerical values of the derivatives of
Ts(t), a cubic equation in (1/a) results which fan be solved for a.

This value of a could then be used in (30) together with the cold temperature

readings to calculate an improved value for ¢, and so on.
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A oimple analytical expression for o can be derived by neglecting

T£3) and Ts“) in (29¢c). To this approximationm,

. RZ hid Rz d L]
e A (-Tg)» (31)
- ]

and when this is used in (29a), the following exprassion for o results:

R? . [d &nf"ﬁ' ] - + 3E
— = —_ (32)
15a dt Rc'!‘.

This expression for a involves c on the right side, but this can be
eliminated by a substitution. If (29a) is differeatiated, and Tsa)

and Tg“) are ignored as they were in (31), as well as fi, the foilowing
approximate expression results:

Ee = - 3 E/Re. (33)

With this, {32) becomes -1

R2 . [4 sacty _ [esme]"
15a | dt dt :

It can be ghown that the following ex:ct expression can be derived

without making any of the above approaimations:

* -l -]
2 dln(-'l‘) R
12:50. '[ T - f ("'Ts)] - [d_:ittl'li - 3(°"E)] ’

where

421 a3 1

. 2 2

fari ) _Z.R_[.}. AR T 1__._.,.-_],
8

21 a T dt a i dt
s 8
_ 1 R2J1 4% 2 R? 1 43 149 R* 1 d'r
8(a,E) = ET[EW'ZETEEE?'Azs °Z B 48|
'rs z dr./dt.
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Because this expression involves only the ratios T'(n)/i' and E(n)/E, it
is insensitive to the cslibration of T and E, which is a significant
experimental advantage. lurthermore, because this expression involves
only a and not c, ar iterative process can be employed to calculate an
accurate value of a using readings of E(t) and Ts(t) and their derivatives
at s single point on the cooling curve. Then these same readings and

the ualculated value of a can be used to calculate ¢ from (30) without

the need for further iteration. In fact, the F that appears in (30) can

be written in the following form:
an (-i )
R? 8 :
155 [ e~ Ts)]. (36)

e

F=

where f(a,is) is defined in (35b).
The factor (1-F) that appears in (30) involves derivatives of Ts'
it is possible to make use of (35a) to exchange this factor for one that

involvea only derivatives of E. The resulting expression for c¢ is

c = [3E/R(-T,)1(146), (37a)
where 2
R dinE
- —_— |— . (
G 153 [dt 8 (a,E)] s (37b)
vliere g(a,E) is defined in (35¢). It seems likely that, as a matter of
experimental technique, T8 ana its derivatives will have higher precision
than E and its derivatives, so (30) is likely to give better accuracy
than (37).
,Alghough these expressions for a and c appear to involve readings
taker at only one po.nt on the cooling curve, in actual fact they involve
readings at several neighboring points, because these are necessary to

calculate the various derivatives of T' and E which are not measured

.
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directly in the experiment. However, once these derivativas have been
calculated (ard any necessary smoothing of the data carried out), the
expressions (35) and (30) (or (37)) can be used to march along the
cooling curve and calculate an independent pair of values for a and c at
each point of the curve. Thus, if these thermal parameters are actually
mild functions of temperature rather than constants, this procedure
ought to give reasonably accurate expressions for a(T) and c(T).

There are two sources of error in this procedure, however, which
will be corrected in the next section. One is that the calculated
values of a and ¢ should not be associated with the surface temperature
of the point on the cooling curve at which they were calculated, but
rather wvith a temperature resulting from some kind of averaging throughout
the volume of the sphere. Second, the temperature dependence of the
thermal parameters makes the basic differential equation nonlinear, and
not just the boundary condition. 1In spite of these considerations, the
application of the results of this section will provide good first
approximations for insertion into the formulas that are derived in the

next section.

5. Calorimetric Problem for Temperature-Dependent Parameters

The strategy that will be empluyed ir chis section is to invoke
appropriate redefinitions of both the dependent variables in order to
reduce the problem to one which, in its dimensionless form, is identical
to the dimensionless form of the calorimetric problem for constant
parameters. In this way a formal solution of the aquation and boundary
conditions is achieved. When the transition is made back to the dimensional

quantities appropriate to the experiment, the effects of the changes in

129



variables that were made at the beginning of the solution manifest
themselves, with the resul:t that terms involving the derivatives of the
parameters with respect to temperature appear in the expressions for a
and c. These expressions are the desired generalizations of those
derived in the preceding section. This approach automatically refers
everything to the surface temperature Ts and to the values of the parameters
at the surface, even though the effects of the higher temperatures of
the interior are implictly taken into account.

The equation and boundary condition are the same as given in eqs. &
and Sa, eicept that now k(T) and ¢(T) are arbitrary and independent
functions of temperature. Instead of working with T as the dependent

variable, the enthalpy density h(T) nov assumes this role where

T

h(T) = f e(T') 41" + h_, (38a)
T
r
and
h_ = h(T). (38b)

Tr s any convenient constant reference temperature. Strictly speaking,
h(T) is actually the enthalpy of that quantity of matter which occupies

unit volume at the referznce temperatu.c, but which at a different
temperature occupies a slightly different volume because of the temperature
dependence of the mass density. For simplictly, however, h will be

called simply the enthalpy density. In terms of h, the partiul differential

equation and the boundary condition become

V «[a(T)Y h] = 3h/at (39a)
and

- a_ (3n/3r)__, = E(t) (39b)
where

a(T) = k(T)/c(T) (40a)
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and
a, ¥ a (T'). (40b)

a, is a function of t via the time dependence of T.(t), and this function

a.(t) will be used to define a dimensionless time variable t:

t
T = R°2 /' a (t") dt'. (41)

[+

Using (41), the eq. 39a can be put into the Jollowing form:

VZh+vo [(% —1)1 h] = R 23h/0x (42)
8

where the second term on the left is an effective heat source density
arising from the effective heat flux -[(a/as) - 1] Yh. This effective
flux vanishes at the surface of the sphere where a = ag. Because of
this, the volume integral of the effective heat source ig zero. If the
effect of this effective source density were taken into account by an
iterative perturbation technique, it would be found that h would have to
be corrected by a small amount §h such that V6h would be very nearly
equal to the effective flux density -[(a/as) -~ 1]Vh, Because this vanishes
at the surface, so would Véh and (36h/3r)8. Because of this, the correction
Sh would produce no change in the boundary condition (39b) which gives
risc to the equation from which the expressions for a and c¢ are derived.
In other words, the second term on the left side of (42) wculd produce a
slight change in the interior h-field, but it would produce no significant
effect on the equation that is derived from the boundary condition
involving E, and this equation is all that matters for the solution of
the calorimetric problem.

The reference temperature Tr’ and the values of the sundry quantities

at this temperature, are used to make the equation and boundary condition

131

e -

C e



dimensionless. Dimeasionless quantities will be designated by a circumflex.

Thus

¢ = c/ct z c(T)/c(Tr); and o £ a/ar E a(T)/a(Tr). (45 a,b)

The characteristic temperature is now defined in terms of the values of

the material constants €y and kr at the reference temperature:

- 1/3
Tz (k_/Re o). (44)
.‘
This is used to scale both h and T:
- = - T -
h = h/chl z c(T') dT' + hr/ch1 (45a)
r
where
T = T/T). (45b)

The dimensionless independent variables are
t

r=zr/R and 1 = arR'Z/ as(t') de'. (46a,b)
0
In complete analogy with the variable 6 defined in (10), it is convenient
to introduce the variable n defined by
N (F,7) = ¢ [ﬁ(é,r) - hs(T)]. (47)

In terms of these variables, the equaticn becomes

32n/382 + ¢ [y - d ﬁS/dTJ = 3n/ot (48a)
where
y = §=2 L[(L— 1) (r o _ ] (48b)
) a ~
arL 8 dr
- 2 a—[(“-‘ - 1) 12 3*1] . (48¢)
a2 L% r
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The boundary conditions are

(Mg, =0 (M 2ng=0 (49)

A LA

- (n/or).,, = E/4 (50)

where

1/3.

asE a(T ) /alT )3 E SRE/k Ty 5 Ty 2(k/Re 0) (51a,b,c)

Except for the presence of the ry term in (48a), this equation and the
homogeneous boundary conditions (49) are identical to the system defined by
(10) and (11), and could be solved in the same way if the ry term were ignored.
The inclusion of this term presents no fundamental problem since it can be
handled by an iterative spproach that treats it as a prescribed forcing function
like (-dhs/dr), except that y depends on r as well as 1. The formal solution
of (48a) jncluding y(r,t) (regarded as a specified function rather than as a
function of n) has been carried out, but will not be given here, because
numerical aralysis (not yet carried out) will alwmost certaisily show that the
error caused by ignoring the ry term in the case of any material of practical
interest is not greater than thé error caused by truncating the infinite series
foi n. For this reason, the ry term will be ignored, and the solution for
n(r,t) vill be taken to have the same form as that given in (14).

The sume argument that converted the boundary condition (19a) into the

ordinary differential equation (22a) now leadc to the following equation:

d*h d%h d2h dh
- A2 8, L s_ 1 5. g4 (52)
4725 dt" T 945 @r° ' 35 dt? ~ 3 dt 5

This is identical in fnrm to (22a) except that fs, E, and ﬁ are replaced by
ﬁg, 1, and ﬁ/&s respectively. To convert to the dimensional form it is only

necessary to note that it follows from (45a) and (41) that
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R . _ )
dhs de Idh dt ! de C(Ts) R Cq de
* 3% G/ " G (53)

5 -3 - -

dr ar T/ dt T, age T dt
Successive differentiation proceeds in the same way, with care being
taken to note that

o fay ) Y w2 s s (s
dt \dt daT s dt oy dTS dt

and similarly for das/dr,

The same procedures employed in Section 4 that led to expressions
for a and ¢ in the case of constant parameters .aow leaC to similar expressions
tkat include the effects of the varianility ci the parameters. The expression

for as Za ('Is) is

. _1 l
din(-T ) -
R2 = 8 e _ dinE ' "l
15(15 [ at - £ (TS’CS’GS)] [_——dt g (E,Gs,_ (553)
where
. dinas dgn cq
' R e——— g ————— V—
£ (TS’cs’as) dt dt
27 38
P0G PRI U GRS
21 a_ {s dt?2 10 o+ dt3
T s T
S ; [
d2en ¢ d4en o
+ 8 _ s
dt? de?
1 df din ¢ din o
o d@ ¢ 34t
Ts
din o din cs ) din as _ din cs
+ - Tat dt dt
dt
and g'(F ).d_lrl_f_.+LBfld2E__2__i;d3E
and ' (F,a_ dt 35 a [E dtZ 745 o E dc? )
d%n o d n E dan o . z(dZn as\ ] (55¢)
- — - 3 dt dt dt ,
dt”®



vhere the terms involving E(*) and third and higher derivatives of
£n a, and 2n c, as well as cubics in the first derivatives of these have

been neglected.

The two alternative expressions for cs = c(Ts) are
dwm(-T)) 1
38 R2 r 8 .
c = —— {1- - £'(T_,c_,a) (56)
s R(_Ts) { 1.‘»:1s L de s’ 8’ s
where f'(is, PS,GS‘ is given by (55b), and
3E R2 [din E ,
c, = /{1 + - g'(E,a )
s R(_TS) { lnas dt s (57)

where g'(E,us) is given by (55¢).

The point of view to be taken in applying these expressions is that
E(t) and Ts(t) are giver, and after suitable smoothing their sundry time
derivatives are calculated. These functions are then substituted into
(35) and (30} to obtain the time-dependent functions a(t) and c(t) which
are taen used for ag and ¢  on the right sides of (55) and (56) to
evaluate more accurate functions us(t) and cs(t) which are reinserted
into the right sides of (55) and (56), and so on until the process
converges. From the final functions as(t) and cs(t), together with
Ts(t), the functions m(Ts) and c(Ts) can be found. Because a and c are
functions of T alone, and the functional relations are the same in the
iu~erior of the sphere as on the surface, the subscript s can be dropped
since the computed functions are the desired functions (T) and c(T).

It is probable that a numerical analysis will show that, for the
kinds of functional relations a(T) aand c(T) that are encountered in the
case of any real material of practical interest, many of the terms in

(55b) and (55¢) are negligible in the s:nse that they are smaller than

the experimental error of the larger terﬁ;.

135

- oo Sl Bl

~ ko



6. Discussion of Fart B

The working formulas for the applicution of the free-cooling calorimetric
method are (55} and (56) (or eq. 57). It is noteworthy that (55) (the
expressicn for a) is completely insensitive to the units used to measure
E and 'I'8 since only relative values enter into the formula. Thus, for
the calculaticn of a, it is not necessary to calibrate the instruments
in absolute terms since arbitrary units can be used. In the case of the
calculation of ¢, th> value of (E/fs) is the only quantity that must be
calibrated. If tne value of ¢ is known for t'e sample in question at
any temperature (most likely the coldest temperature in the experimental
range), then the calibration can be made at that temperatrre. If c is
completely unknown for the material in question, then an entirely different
material and different sphere size can be used for calibration purposcs
if ¢ for the calibration material is kmown at some temperature.

The derivation of the working formulas made no assumpticn whatever
about t*- dependence of E on Ts. Rather, it was simply assumed that
E(t) and Ts(t) were independent given functions. Only in the calculation
of the emittance e(Ts) was any assumption made about the physical nature of
the cooling. (Cf. eq. 1.) Thus the formulas for a and c apply also to
a sphere that is cooi.d by sowe mechanism other than radiation into a cold
vacuum so long as the assumption of spherical symmetry remains valid.

There is no fundamental reason why the methods employed imn this report
rould not be adapted to cylindrical geometry. This geometry admits the
possibility of controlled electrical heating of refractory materials (an
established experimental technique). Such heating would be represented in
the formalism as a prescribed heat source density. The definition of the
post-transient regime would have to be modified only to the extent of

including the prescribed heat source as one of the determining factors,
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along with the cooling law and the thermal parameters. Such prescribed heat
sources have already been included in the analysis for spherical geometry.
Although their inclusion complicates the formalism, it introduces no
fundamental difficulties.

Following a numerical test and confirmation of the relations derived
in this report, the proposed next stage of developmert of the analysis is
the inclusion of the possibility of a solid spherical shell surrounding a
molten core that shrinks in size as the sphere cools. The object or this
analysis would be to determine the heat of fusion, i.e. the jump in enthalpy
density across the solidification front. For this purpose h is a much more
natural variable than T, so the formalism of Section 5 should provide a natural

starting point.
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Task 5
Experimental and Theoretical Studies in Wettirg and Multilayer Adsorption,
M. R. Moldover and J. W. Schmidt
Thermophysics Division
Center for Chemical Physics
J. W. Cahn

Center for Materials Science

Summary

Equipment has been assembled and/or fabricated to measure the
ellipsometric parameters of the liquid-vapor interface of binary mixtures
near the predicted transition from high adsorption to low adsorption.
Preliminary measurements on the mixture C7F14 - C7H10 have not yet discovered
the predicted transition. A variety of interfering phenomena have been

tracked down. Further measurements are in progress.
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Introduction

We have assembled a semi-automatic ellipsometer together with
sample cells and a thermostat capable of precisely monitoring the ellip-
sometric parameters of the liquid-vapor interface above binary liquid
mixtures., We have made a computer model of the ellipsometer in order to
optimize its sensitivity to the appearance of the predicted high ad-
sorption layer. We have tested a method of measuring and recording the
index of refraction of the binary mixture under study simultaneously
with the recording of the ellipsometric parameters. The index of re-
fraction measurement is extremely sensitive to the appearance of macro-
scopic amounts of a second liquid phase; thus it will serve to locate
the adsorption transition with respect to the miscibility gap in the
specific liquid sample under study. We expect the strategy of simul-
taneously measuring the index of refraction and the ellipsometric para-
meters to obviate the necessity of carrying out detailed exacting
chemical analysec of each sample of each mixture to be studied.

In preliminary measurements we have searched for the predictedl’2
high adsorption-low adsorption transition in the liquid-vapor interface

between a C_F mixture and air saturated with this mixture's

7F14 = Gty
vapor. We have found no evidence of such a transition in a sample which
undergoes phase separation near 23°C. (The consolute temperature in

this system is near 46°C.) This sample is approximately 7% fluorocarbon
on a mole fraction basis. In these preliminary measurements, the ellip-
sometric parameters showed a smooth temperature dependence between 23°C

and 60°C which would be equivalent to the adsorption of a 70R thick

layer of the fluorocarbon at the interface between the vapor and this
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hydrocarbon-rich liquid. This temperature dependence is probably
spurious. At the moment our highest priority is to determine its
origin. These preliminary measurements could have detected an abrupt
high adsorption-low adsorption transition equivalent to a 20R change in
the thickness of a fluorocarbon-rich layer at the liquid-vapor inter-
face. We expect improved sensitivity in future meassurements and to scan
the comrosition range in order to locate and trace out the expected
interface transition curve on a phase diagram.

The index of refraction measurement revealed a secular drift in the
temperature at which bulk phase separation occurred (roughly 0.5°C/month).
This was traced to 8 leak in the quartz sample cell which we have now
repaired.

The measurement system we are developing will be automated. This

is required because of the long equilibration times encountered.

Experimental Procedures

The experimental procedures we have carried out will be described
under the following subheadinzs: (1) Optical Table, (2) Thermcstat, (3)
Equilibration (4) Sample cell, (5) Model for ellipsometer, (6) Optical
cooponents for ellipsometer, (7) Optical components for index of re-
fraction measurement, and (8) Sample preparation. When it is appropriate,
we will indicate the rationale for the procedure followed as well as the
improvements we anticipate in the near fucure. Figure 1 shows the
experimental arrangement.

(1) Optical Table: The ellipsometric measurcment is sensitive to
the angle of the incident light. As the liquid-vapor surface sloshes

about (from ambient vibrations) the angle of incidence varies. Further-
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more, the path of the raflected beam through various optical components
is also a function of the instantaneous position of che surface. These
tvo effects modulate the intensity of the reflected veam. Thus they
appear as noise in the ellipsometry. A commercially manufactured air
suspension table was purchased and installed to use as a low vibration
support for the entire experiment. Even at the comparitively low
sloshing frequencies the table significantly reduced the liquid-vapor
surface vibrations. The table is helu very nearly level by a system of
valves which admit compressed air to the legs. When functioning pro-
perly the variations in level are + 1 milliradian. This seems to be
satisfactory at the present precision of our measurements. We have
found that occasionally one of the valves may stick. Then, much larger
excursions in the position of the table level occur. These excursions
are correlated with room temperature variations (which alter the air
pressure in the table suspension) and are corrected periodically as the
valve finally opens. This larger amplituce tilting produced an un-
acceptably large ellipsometric signal whose origin was tricky to locate.
Ultimately we may have to regulate the table level with a much smaller
dead band than the coupressed air servo system tolerates. This is
possible by moving two small weights on the table.

(2) Thermostat: We are now using a two stage thermostat. The
temperature of the outer stage is controlled by circulating water from
an external circulater/thermostat. We have used this circulator between
15 C and 60°C. The temperature of a particular point on the outer shell
is now monitored with a thermistor. Temperature fluctuationes of this

point are on the order of + 0.05°C.
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The thermal relaxation time of the sample is several hours (see
below). We change the temperature setpoint of the outer stage by switch-
ing reslistors in parellel with the temperature sensitive element of the
regulator. The switching is done at preselected times. This hardware
based programming scheme will eventually be replaced with a software
based one incorporating feedback.

The inner shell of the thermostat is regulated by a home-made
electronic servo system using a thermistor sensor. The set point
temperature exhibits noise of less than 10-4C; however, there are sub-
stantial temperature gradients across the inner stage (roughly 30 mK).
In the near future two improvements will be made to reduce this gradient
by nearly two orders of magnitude. First, the point heaters on the
inner shell will be replaced by a distributed heater placed symmetrically
around the shell. Second, the temperature of the outer shell's set
point will be servoed in such a way as to maintain the outer shell's
temperature much closer to that of the inner shell.

(3) Equilibration: Equilibration of concentration gradients in
binary mixtures via diffusion is a notoriously slow process. Typical

3 cm2/s.

diffusion constants in the liquids of interest are 10~
Typical dimensions of our samples are 3 cm; thus characteristic times
should be several hours when one liquid phase 1s presert and much longer
when two liquid phases are present. A magnetic stirring bar has been
enclosed in a glass envelope and placed within the sample cei .. This
bar is turned periodically (e.g. 2 minutes every 30 minutes) by a second

magnet built into the thermoscat which in turn is attached to a motor

outside the thermostat. We are able to directly observe equilibration
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of the ellipsometric parameters of the liquid-vapor surface a.ter a
temperature change. When one liquid phase is present, equilibration
takes about one hour. When two phases are present, equilibration can be
monitored using the index of refraction measurement because che index cf
only the upper phase is measured. We have observed that equilibration
took between two and rour hours when the sample was cooled into the two
phase region even though the liquid-vapor intesfuace acts as a nucleation
site for the lower fluorocarbon-rich liquid phase and the sample is
stirred vigourously.

(&) Sample cells: The sample cells are essentially hollow prisms.
They are fabricasted from fused quartz windows and quartz tubing held
together with a high meiting temperature solder glass. The cells are
filled through a quartz tube wh ch is sealed with a teflon stopper and
O-ring. (Tt is possible to seal the cells by fusing the tube shut;
however, at this point we have not done so). The prism angle is 60° and
is oriented with its apex upward. The angle of incidence for the
ellipsometer is near 60°., This minimizes the influence of the residual
birefringence of the cell's windows on the ellipsometer performance.
This angle of incidence is also close to Brewster's angle for the
hydrocarbon-rich mixture; thus, it is near optimum for the ellipso~
meter's sensitivity.

In equilibrium, the liquids under study are in contact with quartz
and vapor (the s*opper is in the vapor phase). The hydrocarbon-rich
phase of C7F1a-C7H14 mixtures totally wets the quartz. Thus the sample
cells' walls and corners as well as the glass encapsulated stirring bar

do not act as nucleation sites for the appearance of the fluorocarbon
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rich phase., The fluorocarbon-rich phase can only appear at the liquid-
vapor interface, the interface we are studying ellipsometrically. The
absense of "traps" for the fluorocarbonerich phase insures that the
index of refraction measvrement will clearly indicate the initial
formation of macroscopic umounts of this phase.

(5) Model for the Fllipsometer: The ellipsometer arrangement is a
conventional one: source-polarizer-compensator-sample-analyzer-detector.
In order to choose reasonable decign compromises, a computer program was
written to calculate the intensity at the detector as a function of the
angle of incidence, the crientations of the polarizer, compensator, and
analyzer, the index of r>fraction of the substrate fluid, and the
thickness and index of refraction of the multilayer adsorbed film we are
searching for. This program Is an essential tool for the design of the
instrument and the interpretation of the measurements. With it we can
explore the sensitivity of the measurements to extraneous factors suct
as the tilt of the table and component imperfection.

(6) Optical compornanis for the ellipsometer: A 1lmW He-Ne laser is
used as a source. The polarizer and analyzer crystals have an extinction
ratio near 106. A Faraday modulator is inserted between the polarizer
and analyzer. In effect, it rotates the plane of polarization through a
few tenths of a degree. The modulator is excited with an AC signal so
that the photomultiplyer output can be monitored with a lock-in amplifier.
A DC signal is also fed back to the modulator to insure that the intensity
of the detector is near null. The ellipsometer is set up for extinction
when the sample is at a high temperature. Then we expect essentially

zero preferential adsorption at the liquid-vapor surface. As the sampla
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is cooled the DC compenent of the current fed back to the modulator is
continuously monitored. If a thin dielectric film, i.e. an adsorbed
layer, appears on the liquid surface the extinction will be maintained
by the feedback signal. This method does fail when the layer becomes on
the order of 1/8 of a wavelength of light thick. Then two optical
components must be adjusted to maintain extinction.

An integrator with a 2 minute period is used in the feedback loop
to average over the interface vibrai .ons.

The most serious problem we have encountered with this arrangement
is an ambient temperature dependent residual ellipticity introduced by
the modulator. We have started monitoring this by periodically inserting
a test sample between the modulator and a second detector. This sample
simply a quartz flat whose optical properties are conc*ant. In the
future, we will attempt to use thermostated modulator of our own design.

(7) Optical components for index of refraction measurement: The
index of refraction mea..rement is based on measuring the deviation that
a collimated beam of light experiences upon passing through the prism-
shaped sample cell. A second He-Ne laser is .jed as a 1light source,

Its beam is spatially filtered and expanded to fully illuminate the

cell. The beam passes through the cell and is reflected back upon

itself. (This doubles the sensitivity of the index of refraction measure-
ment and reduces the number of windows needed for the thermostat). A
beam splitter is used to separate the returning beam Ifrom the incident
one. A telzscope focuses the returning beam upon a position sensitive
detector. The voltage from the detector provides a continuous monitor

of changes in the index of refraction of the sample.

146



B e e

[P

N e -

(8) Sample preparation: The C7F14-C7H14 mixtures ar- prepared from
the pure componerts as received. A rough measurement indicates the
consolute temperature of our samples arz: within 1°C of that reported in
the literature for these components. Because we intend to establish the
location of the adsorption transition in relation to the phase separation
temperature it is not necessary to prepare mixtures of a precisely kr wa
composition. Instead we prepare mixtures such that two phases are
present at the temperature at which phase separation is desired. Then

the hydrocarbon-rich upper phase is drawn off and used as \ne sample.

Experimental Results

As we have indicated, the experimental technijues are still being
actlvely developed. The tests of the apparatus that have been carried
out to date have not yielded new results of nhysical significant. We
have not yet observed the predicted phase transition, but we have
scanned only one composition.

Conclusions and Discussion

The measurement technique we have developed can be improved sig-
nificantly. Substantial progress is expected in the near future. An
automatic aata acquisition system has been ordered. As of this writing,
the primary factor limiting the resolution of our present equipment is a
large temperature dependent shift in the apparent etllipsometric para-
meters of our fluid samples.
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