@ https://ntrs.nasa.gov/search.jsp?R=19820013583 2020-03-21T08:44:00+00:00Z

-
25>\
Publication Branch, Code,aé%"'

i Center
s%/Goddard Space Flight
zteéébe1t, Maryland 20771

N82-21457
FORMULATIONS OF ANTENNA PATTERN CORRECTION
HC RB/MF Ao

(NASA-CR-166789) CONTEXT SENSITIVE

AND SIDE LOBE COMPENSATION FOR HOSS/L ABNMR
EEAL TIME PROCESSING Final Report (Business
and Technological Systeas, Inc.) 157 p

Onclas
G3/32 18303




BTS-FR-81-165

OctoBer 7, 1981

CONTEXT SENSITIVE FORMULATIONS OF
ANTENNA PATTERN CORRECTION AND SIDE
LOBE COMPENSATION FOR NOSS/LAMMR
REAL TIME PROCESSING

BY
DrR. RorLanD T. CHIN
Dr. PauL R. BeaupeT

IN RESPONSE TO
ConTrRACT No. NAS 5-26541

SUBMITTED TO
NATIONAL AERONAUTICS AND SPACE ADMINISTRATION
GoppARD SPACE FLIGHT CENTER
GREENBELT, MaryLanD 20771

SUBMITTED BY
BUSINESS AND TECHNOLOGICAL SYSTEMS, INC.
AerosPACE BuiLping, SulTe 440
10210 GrReenNBELT RoaD
SeaBROOK, MArRYLAND 20706



L ' PRECEDING PAGE BLANK NOT FILMED
? BUSINESS AND TECHNOLOGICAL SYSTENS, Inc.

TABLE OF CONTENTS

1.0 INTRODUCTION..:cevesoeacceoosscesacssascsosncsscanasocsasnsannns
1.1 APC Processing GOAlS..c.ccececseescescssssscoscassccncss
1.2 Error AssesSment.....ccceoeceecscecessessasacasnsscssnns
1.3 Real Time Processing ConstraintS..ccecececcccccecees ceee

2.0 EXECUTIVE SUMMARY...ceceseessncesaccsacsacssasanssccacccnssae
2.1 APC AND SLC ObjeCtiveS..cececascsccncsscnascscnnns cecane
2.2 Rationale for Selected Philosophi@S...ceecececcees cesses
2.3 Study APProaCh.c.cceceececscecsscacccsscanssccncacananss
2.4 Study ReSUItS.ceeeescasescocsccsaccacascecsccanscscancse
2.5 RecommendationS..ceeeeessecscccesnssscsscsanssscssasccnna

3.0 ANALYTIC RESULTS..ccseeacscessecssacsanssensosssasasscrsasacss
} ? 3.1 Context-Free Versus Context-Sensitive ProcesseS.........
3.2 Process OVerview....ccceeecececcescccssassscsaascsvennsses
3.3 Generation of Surface Type Map...ccececcncocscccccsanscs
3.4 Our Planning Effort...ceccecceccnccocacccccncs cescsscnns
3.5 Analytic and Simulated ReSultS..ceeeeececccacscocancanese

4.0 SOFTWARE DESCRIPTION, .. cecececscseocascscacacscscncscscancacaa
4.1 Functional Organization and Overview.....cceeceoeccecascs
S 4.1.1 Simulation of Antenna Pattern..... cesescscsvasece
4.1.2 Coordinate TransformatioN.ccceececscacccscanscnans
4.1.3 Data Interpretive Equations and
Matrix TruncatioN..ceeesceseceacscosancas cesacsses
4.1.4 Point Spread Function of the
Corrected Antenna Pat*ern.......... ceveenee cessce
t 4,2 Software StruCtUMre...cececececccscacansscscsscsasnsnsnns

5.0 CONCLUSIONS AND RECOMMENDATIONS..cceeeeacecocccscsccncncsocne

111

Page

14
18
25

27
27
35
40

46
55
55
57
61

64

69
69

79



L

BUSINESS AND TECHNOLOGICAL SYSTEMS, INC

TABLE OF CONTENTS CONTINUED

APPENDIX A..‘.....l...'..l.i...Q.IQ....DI.Q.Il. I RN RN NN NN NN RNIEN]

A.1

A.2
A.3
A.4
A.5

A.6
A.7

A.8
A.9
A.10
A.11

A.12
A.13
A.14
A.15

Basic Mathematical Formulation

of Antenna TemperatureS...ccscececcecsscssscasssscascnss
K-Space RepresentatioN....cececacacescsssncesscnccsecnne
Solid Angle to Area Integration.....cceeeccccscscacccace
Area to Instrument CorrdinateS...cccececceccscansaarccss
Transformation from Solid Angle

Coordinates to Instrument CoordinateS....eececeecenccces
The Computation ProCeSSe.cececcecesccsacscscsscsssnsnnssoce
A Preliminary Model of an Ideal

Antenna in Instrument CoordinateS...c.ceeececccccessccnces
Earth Rotation EffectS..ceccecceccecceccecnccaccscasnces
Undersampling..cceeescocsacescccassscsccscncssssscsanoss
Antenna Pattern Correction PhiloSOpPhY.ceeececacecconasnes
Detailed Approaches to Four

Context-Sensitive ProcesseS.cceeervseccccsscsanssscnsaces
Matrix Truncation Approach....ccececsscescsccenccecsscass
Fourier Approach With Aliasing Consideration....ceceesee
Some Antenna Pattern Correction CoefficientS...cececcene
Various Error MeasureS..ceeeescscssccsccsccscccsnnsccnes

APPENDIX Booooooc-oc.co..n-o.o-.o....-l.o..l..t.o--..o.ooo.-'o.cco

1y

Page

A-1

A-1
A-4
A-6
A-6

A-10
A-11

A-19
A-25
A-27
A-29

A-36
A-40
A-42
A-44
A-47



BUSINESS AND TECHNOLOGICAL SYSTEMS, INC

1.0 INTRODUCTION

The Large Antenna Multi-channel Microwave Radiometer (LAMMR) is a
mechanically scanned multi-frequency passive microwave sensor that re-
ceives power emanating from the surface of the earth in seven spectral
channels for both horizontal and vertical polarizations. The seven
microwave frequency bands lie between 4.3 and 36.5 GHz and are extracted
using a single high-gain antenna which scans the earth at one revolution
per second, mapping its surface and atmosphere. The geophysical proper-
ties of sea surface temperature, oceanic wind speed, precipitation, water
vapor, sea ice concentration, snow and land presence can be inferred from
the antenna brightness temperatures. The finite parabolic antenna
receives significant energy within .26 to 1.3 degrees depending upon
microwave frequency, but also receives some non-negligible side 1obe
energy. The LAMMR embodies a 4.0 meter aperture antenna which scans the
earth in a circle of 43.6° half cone angle from nadir. Data sampling
occurs during the forward 150° of rotation as shown in Figure 1.1. Table
1.1 shows the major LAMMR characteristics.

LAMMR software specifications have been written for LAMMR ground
processing. There is a need to determine more computationally-efficient
antenna temperature correction methods in compensating side lobe contri-
butions especially near continents, islands, and weather fronts. 1In a
previous study,* antenna patterns were shown to be digitally modifiable
and alternative philosophies were established for Antenna Pattern
Corrections (APC). One of the major realizations of this study was that
APC processes did not accomplish the implied goals of compensating for
the antenna side lobe influences on brightness temperature. A-priori
knowledge of land/water locations was shown to be needed and had to be
ncorporated in a context sensitive APC process if the artifacts caused
by land presence is to be avoided. The high temperatures in land regions

+Alternative Formulations of Antenna Pattern Correction For
NOSS/LAMMR Real Time Processing, BTS Report BTS-FR-81-153 under contract
No. NAS ©-26280.

e
o eadeili




BUSINESS 4¥D TECHNOLOGICAL SYSTEMS, INC

L
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~ 4.5-22.7 MRAD

Figure 1.1 LAMMR Scan Geometry
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PERFORMANCE

* Sea Surface Temperature accurate to within = 1.5° at 25 km resolution
* Wind Speed 0-50 m/s, accurate to within = 2 m/s or 10%, whichever is greater

at 17 km resolution

* Se2 Ice Concentration to within

t 152 at 9 km resolution

- Type classification - first-year, muiti-year
« Age - inferred thickness to within =2 m
* Atmospheric Water Vapor to within = 0.2 g/cm2 at 9 km resolution

LAMMR TECHNICAL CHARACTERISTICS

* Qrbital Altitude

* Weight

* Digitization

* Data Rate

* Power (nominal-average)

* Frequency (GHZ)

* Wavelength (cm)

* Antenna Aperture

* Polarization

* Cross-Polarization [solatian

* 3 dB Beamwidth (deg)

* Beam Efficiency

» Sensitivity Ta (K)

* Calibration Accuracy (K)

* Scan Nadir Angle

* Viewing Zenith Incidence Angle

« 2-Ax{s Viewing Angle Stability

* Footprint (km x km)

* Scan Rate

» Active Scan ARC (Forward)

+ Swath Width (150° Scan)

+ [FOV's Sampled Per Scar
(Eazh Channel)

Table 1.1

700 km
320 kg
12 bits
64 kb/s
350 W (Nominal Average)
4.3 S.1 6.6 10,65 18.7 21.3 36.5
7.0 5.9 4.5 2.8 1.6 1.4 0.8
4.0 m
HORIZONTAL AND VERTICAL
17 db minimum

1.3 1.1 0.9 0.6 0.3 0.2 0.25
80% minimum
0.6 0.7 0.8 1.8 0.8 0.8 1.5
1.0 1.0 1.0 1.0 1.5 1.5 1.8
43.5°
50.0°
0.02°¢
23x36 20x31 16x25 11xl17 Sx8 Sx7  35x7
1 Hz
150°¢
1360 km
256 ) & 512 e

LAMMR Baseline Technical Characteristics
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can seve§1y bias the Tower ocean response even though the side lobe gain
through which land and weather fronts are viewed may only be a few
percent of the main beam gain. Linear context-free techniques fall short
of achieving this goal. It is for that reason that this study of antenna
pattern corrections and side lobe compensation was initiated to extend
the results of the previous effort,

1.1 APC Processing Goals

There are two major goals associated with the context sensitive
formulation of antenna pattern correction and side 1obe compensation:

* An error analysis and assessment to show that the proposed
context sensitive schemes are satisfactory, and

+ Demonstration that acceptable error allowances can be
achieved within reasonable computational loads.

In the error assessment area, a least squares error measure was defined
under some reasonable underlying statistical assumptions concerning the
signal characteristics relative tv noise., The use of a priori knowledge
in the nrocessing of antenna temperatures compounds the issue with regard
to error measures which this study resolves. A unified scheme and/or
philosophy of processing was established. We highly recommend a context
sensitive APC process which we believe yields a good tradeoff between
contending factors and which significantly reduces the computational
burden. This report demonstrates its effectiveness. In the
demonstration area, the computation of APC coefficients under alternative
signal-to-noise conditions, under various matrix trunca.ion conditions,
and under aliasing and non-aliasing sampling spacings were selected and
applied to the unmodeled portion of the antenna temperature field. All
analyses and supporting rationale were completed and the demonstration of
their effectiveness using a synthetic image model was accomplished. Work
was initiated on trying to apply the technique to SMMR data, but time did
not permit us to complete this extention,
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1.2 Error Assessment

Within our previous study an error assessment was made incorporating
many error measures:

* Error variations due to geometry within the swath,
* Noise amplification resulting from the APC process,

* Alternative error measures associated with different signal
auto-correlations,

» APC matrix truncation error,

* Error in being able to achieve correct brightness tempera-
tures as a result of sensor noise, or data sampling limi-
tations (aliasing errors), and

* Error reduction due tc incorporating a priori knowledge in
a context-sensitive APC process.

Least squares error estimates were made under all of the alternative
conditions, but little use can be made of these estimates in a context-
free processing scheme since environmental conditions vary greatly in the
real world,

Context sensitive APC processing adapts to varying environmental
conditions. It incorporate a-priori knowledge about land mass, ice, and
water locations and models the brightness temperatures in those areas.
This brightness temperature model is used as a baceline from which an
antenna temperature can be computed and compared with measured antenna
temperatures TA. The variation of TA from the model can be
corrected to variations of brightness temperature estimates GTB from
the brightness temperature model so that a final estimate of brightness

temperatures can be made. Also, varying statistical correlations can be

5
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used to reflect coherences that may be different over land than they are
over water, etc. The main advantages of this approach are:

* Gibbs artifacts generated by correcting the finite spectral
response of the antenna near land/water boundaries are
overcome,

* The computational system is consistent in that no special
attention has to be given to those pixels near each end of
the swath traces as would otherwise be required and which
is described in the algorithm freeze report.

+ It utilizes more realistic statistical assumptions in
establishing a matched filter for modulation transfer
function compensation which can be different over different
fields.

+ The algorithm is computationally more efficient than the
context-free cases.

In the theory, we found no need to deviate from a least squares
error assessment model except to realize that the underlying statistical
assumptions may not be context sensitive; differing over land, water,
snow and ice.

1.3 Real Time Processing Constraints

Within the BTS study, concepts for reducing computational workloads
are suggested. Some of these concepts are:

¢ Reduction of matrix size while meeting acceptable error
allowances for modulation transfer function compensation of
antenna temperature variation from the model,
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* Use of world surface map features for adaptively processing
the data,

* The use of a priori brigntness temperature models for data
interpretation, and

* Application of APC process in instrument coordinates.

This final report clearly identifies factors and assumptions used in
the proposed schemes. It is recommended that APC be performed in instru-
ment coordinates so that no geographically-referenced binning be required
as in SMMR. Computer configuration requirements such as core, data
representations and processing speeds are presumed. Other factors such
as programming language, processing structure, algorithm descriptions,
mathematical specifications, and data structures for both input and out-
put are consistent with the LAMMR algorithm freeze specifications.

OQur report is organized as follows. Section 2 contains our execu-
tive summary. Therein containad is a description of the context
sensitive APC philosophy, the presentation of computational results, a
discussion of pertinent findings, and a few recommendations. Section 3
consists of ‘he analysis conducted during the course of this work. It
also includes examples of some of the compu. “ions which were conducted.
Related analysis needed for understanding this section are to be found in
an appendix, Section 4 describes our software code in modular form and
references several appendices containing the detailed runs and code
listings. Section 5 gives our conclusions and recommendations, it
identifies problem areas and delineates approaches to their solutions.
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2.0 EXECUTIVE SUMMARY

This section describes the essential results of the context
sensitive Antenna Pattern Correction (APC) and Side Lobe Compensation
(SLC) study. It contains the objectives the rationale for selected
philosophies, study approach, resuits and recommendations.

2.1 APC and SLC Objectives

There are two major objectives in this study.

*+ Alternative approaches to context sensitive antenna pattern
corrections and side lobe compensation that are considered
to be computationally viable are to be formulated utilizing
a statistically rigorous derivation and geographic model
information so as to establish alternative philosophies
and/or assumptions needed in these theories. This analysis
is to be an extension of work that had been previously
performed.

* To perform some computational demonstration that are
sufficient to establish the algorithmic feasibility of
context sensitive antenna pattern corrections and to make
recommendations for an approach to be used in LAMMR
processing.

2.2 Rationale fe~ Selected Philosophies

In previous work by BTS and others, the words “"antenna pattern
correction" implied a process by which antenna temperatures are converted
to estimates of brightness ’emperatures over some spatial field., Linear
convolusion processes were the only processes previously considered for
this conversion. In our previous study, it was shown that the coeffi-
cient to be used in this estimate of brightness temperature can be
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rigorously derived as long as there is knowledge of the brightness
temperature auto-correlation function. That is, one requires statistical
knowledge of the fluctuations to be expected in the brightness tempera-
ture field. In that study it was shown that the presence of land in the
brightness temperature field causes a disturbance which is not adequately
modeled by any reasonable statistical auto-correlation function
assumption, Therefore, the underlying theory of linear convolutions for
brightness temperature estimates are not suitable in the land/water
boundary regions, Since it is precisely the coastal regions where
accurate knowledge of brigntness temperatures have their greatest
utility, it becomes essential to solve the dilemma. In so2 doing, we have
found it convenient to separate the brightness temperature estimation
process into parts. The first part we call side lobe corrections, and

the second part we call antenna pattern corrections.

It was previously thought that antenna pattern corrections would
solve the problems associated with side lobe influences. It was known
that when a bright island appeared under one of the major side lobe
peaks, that brightness temperatures would radiate into the antenna there-
by affecting ‘ts antenna temperature measurement: an erroneous reading in
the surrounding waters is created. Since antenna pattern corrections
modify the side lobe structures of the effective antenna pattern, it was
thought that these influences could be subdued numerically and indeed
such is the case, except that this reduction causes a significant widen-
ing of the main beam with a subsequent loss of resolution, i.e., the
process of reducing side lobe influences blurs the imagery. Antenna
characteristics already cause a blurring of the imagery; rapid spatial
variations or high spatial frequencies are severely modulated as the
antenna radiometer responds to these variations. The typical engineering
process of modulation transfer fuaction compensation would digitally
amplify the higher frequency components, so as to compensate for their
loss as a result of the antenna system characteristics., It is easy to
show, however, that such a compensation which amplifies higher spatial
freqencies will narrow the main beam of the effective antenna pattern but

10
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simultaneously introduce a large riumber of relatively high amplitude
(positive and negative) side lobes. The existence of a small island
and/or a land water boundaries creates significant artifacts in the
brightness field estimated by such an effective antenna pattern.
Approaches which are based on optimum estimates of brightness temperature
fields indicates that the modulation of the spatial response of antenna
system should be compensated as previously described in a well known
manner known as Weiner Filtering. However, this analysis must utilize an
a priori estimate of the autocorrelation in brightness temperature
fluctuations about some expected mean brightness temperature. The usual
assumption that these brightness temperature fluctuations are spatially
independent is valid in uniform regions, such as, over land or over
ocean, That assumption is totally inadequate in the vacinity of
land/water boundaries and the coirection process generates artifacts. To
avoid the artifacts, land presence must be explicitly or implicitly
recognized. Several approaches were considered for incorporating our a
priori knowledge of land/water differences in side lobe compensations.

* The geometric krowledge of land/water interfaces could be
utilized to generate an a priori field of expected
brightness temperatures over the surface of the Earth.

* The same model could be parameterized with two brightness
temperatures; a parameter for the brightness temperature
over water and a separate parameter for the brightness over
land.

« An implicit approach could be taken in which areas above a
set threshold would be considered 1and while those below
the threshold would be considered water. In the implicit
scheme land/water boundaries are extracted directly from
the antenna temperature measurements,

11



BUSINVESS AND TECHNOLOGICAL SYSTENS, INC.

As a result of ou- analysis it was concluded that the second of these two
schemes was appropriate for LAMMR., The reasons for this choice are as
follows:

An unparameterized model as in the first bullet would be expected to
have erroneous a priori brightness temperature values over land and water
within the model. The differences between these assumptions and the
actual values would lead to a spatial discontinuity at the boundary
causing some residual artifacts. The third bullet was rejected because,
in the processing algorithm for LAMMR, knowledge of land/water locations
are required outside the swath of observed data. A simple thresholding
technique would not yield this information and so a world boundary map
would be required. This requirement would cause the algorithm for pixels
along the boundary of the swath to be different than those on the
interior of the swathe complicating, therefore, the SLC process. Hence,
it was decided that the second approach of a parameterized model
utilizing a priori knowledge of land/water locations was most appropriate
for LAMMR,

We must now show how such a model can be used to remove the influ-
ences of the side lobes; the process is called side lobe compensation
(SLC). The side lobe compensation process is recognized as one which has
an influence only in the presence of land; large oscillating side lobes
with positive and/or negative contributions to the antenna temperature do
not generate artifacts when the field of observation is relatively
uniform. Side lobe influences can be removed in two ways.

* Removal of the side lobe structure and antenna pattern
* Removal of the influances caused by land

As previously described, the reduction of side lobes by affecting
the antenna itself has two major disadvantages. First it causes the main
beam which is already wide to be further widened, thereby, leading to
image blur and loss of resolution. Secondly, the process of modifying

12
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the antenna pattern to remove side lobes lead to large convolution
matrices which are computationally expensive and needlessly complicates
the system. Through modelling it is possible to remove the influences
that the land/water boundaries have on brightness temperature estimates.
In this process the parameterized model of brightness temperatures is
convolved (a one time process) with the antenna pattern of the instrument
generating a model antenna temperature field. This antenna temperature
field is compared with the observed data to determine the values of the
to brightness temperature parameters which best explain the observed
data. Now differences between the observed antenna temperature and the
modelled antennz temperatures are antenna temperature unexplained
variation. These unexplained variations are no longer influenced by the
presence of land and/or water; the gross mismatched between brightness
temperatures over land and water have been removed. By moving to the
space of unmodelled antenna temperatures, we have eliminated the
influences of land beaming into ne side lobes of the antenna pattern and
have therefore performed a side lobe compensation function. Hence, we
call the process of moving to the space of unexplained antenna tempera-
ture variations the process of side lobe compensation. Note that we have
not yet corrected for the response function of the antenna system which
is appropriately called antenna pattern corrections. The antenna pattern
correction orocess is applied to the unexplained antenna temperature

field to generate estimates of an unexplained brightness temperature
field. This process must simply compensate for the loss of high
frequencies that have been significantly modulatad by the observation
process. In our previous report, the methodology for linear APC
processes have been ev' .stively discussed. It was shown that most of
the high frecuency compensation process can be accomplished with a
relatively small matrix. A 5x5 array of coefficients is adequate and it
is even possible that a 3x3 APC process would be just as good. It must
be recognized that the set of coefficients that are used for high
frequency compensations do depend upon a priori assumptions in the
spatfal coherence of the unmodelled brightness temperature field. As a
first step in this assumption, the unmodelled brightness temperature

13
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field would be assumed spatially uncorrelated. This assumption can be
tested over land, water, ice and snow once real data is obtained.
Modifications to APC matrix coefficients could then be modified context-
urally and applied to these separate categories. This refinement,
however, is considered to be unessential as an initial system
specification,

2.3 Study Approach

The approach used to accomplish the task associated with the
context-sensitive antenna pattern correction and side lobe compensation
study are embodied in Figure 2.1. Here the functional milestone chart of
the antenna pattern correction study is presented for each of five tasks
and associated subtasks. Also shown are tasks which have been completed
in a previous study for context-free APC evaluation.

The tasks which were herein completed include:

* Analysis and planning

*« APC benchmark software development
*+ APC weighting coefficients

* Verification testing and analysis
* Documentation and demonstration

In the analysis and planning tasks the APC/Data Bank Algorithms
which are described in the LAM+R freeze report dated October 1980 were
analyzed and checked for completeness, accuracy, adequacy and
cumbersomeness. From our previous work it was determined that the
algorithm as described had elements of a context-sensitive nature which
had to be appliad along the boundaries of the swath, In particular,
land/water flags were needed in the region just outside the swath of
available data so as to be able to perform an antenna pattern correction
function for several pixels near the beginning and end of each scan
line. This need for land/water flags coupled with the realization that

14
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the matrix multiplication process may not compensatz for the influences
of side lobe interferences has lead us to consider a unifying context
sensitive APC process for LAMMR. The use of the land/water flags are
needed to interpret the observed antenna temperatures so that artifacts
free brightness temperatures can be drived from them. A unifying
philosophy was established which treated the beginning and end of scan
data no differently than the rest of the data and which took advantage
everywhere of our knowledge »f land/water boundaries. Software was then
planned for developing a simulated scene and trade-off evaluation plans
were established for utili-ing this scene to demonstrate this context
sensitive approach. A work study plan was generated.

In the APC weighting coefficients tasks, context-sensitive
algorithms were studied and analyzed. The work un the generation of
coefficients for antenna pattern corrections was extended so that we
could better understand the trade-off between the modulation transfer
function compensation and desires for reducing the amount of arithmetic
needed in the performance of this function. Studies were conducted
utilizing alternative sets of matrix coefficients for modifying the
antenna pattern and the differences were evaluated in the context of the
LAMMR instrument.

In the APC benchmark software development task, software was
developed to synthetically simulate a scene consisting of land and
water, This scene consisted of a rectangular island completely
surrounded by water. The geometry of this island is such that the
effects of the context-sensitive algorithms could be studied both in the
vicinity of straight boundaries as well as along sharp curves. Software
was also generated utilizing the synthetic scene to simulate the effects
of the antenna viewing this scene. This simulator generated antenna
temperatures from the given brightness temperatures of the land and
water.

16
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In the verification testing and analysis task, both context-free and
context-sensitive antenna pattern correction and/or side lobe
compensation algorithms were applied to the simulated scene. The results
verified that context-sensitive algorithms outperformed context-free ones
especially in the vicinity of land/water boundaries. Plans were made to
apply these algorithms to SMMR data. A world scene was extracted for use
as the land/water flags to replace the synthetic scene. Studies were
made of available SMMR data which could be applied in a complex
water/land environment. It was decided that the region of the
mediteranian which included Italy would be ideally suited to show the
advantages of context-sensitive processing. However, several problems
arose that did not permit us to complete the simulation on SMMR data.
These problems include:

* The Government furnished land boundary flaged software
which was was coded in such a manner that the region
between water and land had mixed pixels designations. This
would have been okay if such a mixed pixel was a single
pixel. However, for some reason this file blurred the
land/water boundaries by as much as ten pixels so that the
region of interest lacked the resolution needed to demon-
strate the utility of our algorithms,

« In an effort to obtain raw antenna temperature measurements
as observed by the SMMR instrument it was ascertained that
such raw data did not exist in a format that would be easy
enough for us to use. The only data set that was conven-
jently available for processing had been already "binned"
and had therefore, totaliy destroyed relationships from
which an antenna pattern correction function could be
expected to give compensated results.

17
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Efforts, however were extended to remedy these situations. For
example, the land/water boundary flag algorithms were modified in an
attempt to avoid the bluring function that is embeded in that algorithm,
This proved to be a difficult task because there is no documentation of
the raw data from which the land boundary information is extracted nor is
there any documentation within the code which define the variables and
the functions which are performed therein; reading the code makes one
wonder what is going on and why. Efforts to modify this code to generate
sharper boundaries have thus far failed and is perhaps the reason why the
boundaries are blurred in the first place. Some effort was extended to
understand the nature of available SMMR data. [t was ascertained that
the binning operation completely swamped the effects of the SMMR antenna
pattern so that it was dubious that the SMMR context-sensitive simulation
would prove anything useful for LAMMR. Because of difficulties that
would be encountered in a proper simulation this effort was abandoned in
favor of a more extended study of the simulated scene. As a result of
work done on the simulated scene some trade-off evaluations were
conducted which lead to the algorithm proposed in this documentation.

In the documentation and demonstration subtask context-free and
context-sensitive software was documented. Final report was prepared and
demonstration material was generated as required. This task also
included the generation of monthly progress reports.

2.4 Study Results

A compilation of the essential results of our study follows:

+ Alternative Approaches: Detailed analyses of the context

sensitive antenna pattern correction and side lobe compen-
sation processes indicated that some model assumptions and
some statistical assumptions are absolutely required.
Different assumptions in this detailed analysis
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leads to alternative philosophical approaches to antenna
pattern correction as well as to alternative approaches to
the side lobe compensation functions.

* Alternative APC Coefficient Computations: For each of the
alternative philosophies, additional approximations can be

made in the computation of antenna pattern correction sets
of coefficients. A matrix approach has been developed when
the set of correction coefficients are truncated to a
finite set. Fourier techniques are applicable when the
antenna pattern rotation effects can be locally ignored.
Techniques for computing coeffients using the Fourier
approach have been demonstrated for both over-sampling and
under.sampling conditions, and have been shown to agree
quantitatively with the matrix truncation approach. In the
context-sensitive approach, it was ascertained that the APC
function is one of compensating for the modulation transfer
function of the system and that this can adequately be done
using a 5 x 5 matrix approach,

* Instrument Coordinates: It has been shown to be computa-

tionally efficient to perform the computations in instru-
ment coordinates in that the raw data exists in this coor-
dinate sysem. Resampling of the raw data to fit a priori
selected geographic blocks on the surface of the earth as
in SMMR processing hae been found to be unrealistic and
undesireable. Hence, "Binning" should be avoided.

* Data Interpretive Techniques: A data interpretive tech-

nique has been developed whereby the discrete set of
antenna pattern correction coefficients can be computed by
solving a truncated system of 1inear equations. Because
the antenna pattern varies significantly over the distance
associated with a sample, it is necessary to retain a con-
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tinuum representation of antenna patterns for the computa-
tion of matrix elements which enter into the system of
linear equations for APC,

Geometric Model: A complete geometric model which relates

the instrument in nominal spacecraft coordinates to a
geographically-referenced coordinate system with associated
scanning geometry has been developed. Geographic
referencing is needed to extract the land/water flags.

K Space: Because of the finite aperture of the LAMMR
antenna, it is strictly correct that the Fourier transform
of the antenna pattern has a sharp spatial frequency cut-
off. It has been determined that this statement is correct
only in the K Space corresponding to the projection of the
Poynting vector onto a plane orthogonal to the antenna
axis. Spatial transforms from instrument coordinates to K
Space have been derived so that Fourier transforms in K
Space can be utilized, taking advantage of the sharo fre-
quency cut-off that occurs in that space. This is useful
for generating consistent antenna patterns and for
performing convolutions with simulated scenes.

Earth Rotation: It has been determined that earth rotation

effects are significant in two respects. First, the ground
velocity vector and the instrument axis corresponding to
the center of the sampling angles do not coincide as a
result of earth rotation; and second, the separation
between lines alters as the ground velocity is modulated by
earth rotation effects.

Antenna Pattern Representation: It has bdeen determined

that adequate representation of antenna patterns are viable
utilizing linear interpolation if four points per nominal
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sampling interval are used to represent the antenna pattern
with sequences of straight line segments. All simulated
results utilize this approximation when convolution
techniques are used.

* Error Measures: Several error measures have been defined

in the context of this study. However, the least squares
difference between the estimated brightness temperature and
the corrected brightness temperature has been selected as
the only reasonable criteria for measuring the effective-
ness of alternative antenna pattern correction processes.
It is realized, however, that this same error measure can
be applied to alternative models. A discussion of an
appropriate mix of models is to be found in our previous
report.

+ Noise Amplification: Each of the antenna correction pro-

cesses enhances frequencies (or suppresses frequencies)
that were modulated by the antenna pattern of the LAMMR
instrument., As a result of the spatial frequency enhance-
ment, noise at those frequencies are likewise enhanced so
that a total merit of noise amplification is pertinent to
the analysis. Codes for computing noise amplification have
been developed and used in generating optimum APC matrix
coefficients,

« Effective Power Spectra: In the truncated matrix approach
to antenna pattern corrections, a linear combination of
local data is chosen as a means to enhance the spatial fre-

quencies of the unexplained antenna temperaturas that have
been modulated by the antevna. As a result of this linear
combination, the resulting brightness temperature will have
a corresponding point spread function and associated power
spectra. Codes for computing both of these curves in both
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one- and two-dimensions have been developed, The large
side-lobe oscillations in these patterns are not important
when applied to the "unexplained" antenna temperatures
because the effects of land have been removed and can no
longer have a large influence on the brightness temperature
measurement,

* Aliasing Versus Signal-to-Noise: From our analysis, we

find two competing sources of error which govern the choice
of antenna pattern correction coefficients. These compet-
ing factors are signal -to-noise ratio and the degree to
which the data has been undersampled. It has been demon-
strated that when undersampling is such that the signal
strength at the Nyquist frequency is larger or comparable
to the noise power, then the affects of aliasing and errors
associated thereto completely dominate the antenna pattern
correction process independent of the signai-to-noise
ratio. When the context sensitive SLC processes are

% invoked, the effects of aliasing do not appear to be

| significant.

* Truncation: In order to keep the number of computations in
the antenna pattern correction process reasonable, it is
necessary to truncate the array of coefficients to he
applied to the data in converting antenna temperatures to
brightness temperatures. It has been shown that tnere is
little to be gained by considering large arrays for antenna
pattern corrections when SLC processes are used. 5 x §
sets of coefficients are recommended, but 3 x 3

compensation appears adequate,

* Undersampling: A model of the antenna pattern associated
with a four-meter dish, its electronics, its motion and

sampling strategy, as planned for the LAMMR instrument has
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been developed. Although the thcee db points agree in gen-
eral with those previously published for this instrument,
it has nonetheless been determined thit in the context of
reasonable signal -to-noise ratios, and in the context of
our ability to enhance spatial frequencies that had been
modulated significantly, that the planned sampling strategy
significantly undersamples the data over most of the fre-
quency channels. As a result, aliasing is expected to
occur, and 1imit the spatial resolution which could other-
wise be acquired, Techniques for dealing with alfasing
have been developed; aliasing is dominant in most cases but
may not be sfgnificant when geometric models are used.

+ Gibbs Phenomena: The discontinuity which occurs at the
1and/water interface contains unbounded spatial frequen-

cies. Because of the finite dimensions of the antenna,
only those spatial frequencies that are less than the cut-
off frequency will be sensed by the antenna. Under ideal
conditions where noise is insignificant relative to all or
most of the observed spatial frequencies, compensation for
the modulation of each freguency can be digitally imple-
mented. Even if this were done, however, the resulting
edge woula show the characteristic "ringing" associated
with Gibbs phenomena. It has been determined that addi-
tional a priori knowledge associated with the natue of
land/water discontinuities must be utilized and incorpor-
ated within the antenna pattern correction process in order
to avoid the Gibbs ringing. A method similar to one util-
ized by Dr. Schell for radio astronomy has been developed
for this purpose, and is designated as a context-sensitive
antenna pattern correction process. Tnis process in effect
compensates for the side 1obe influenc«s of land and is
called side-lobe compensating (SLC).
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Context -Sensitive Processes: Context-sensitive antenna

pattern correction processes have evolved during the course
of these studies. One very simple process is to utilize a
data base consisting of the difference between a modeled
antenna temperature and its associated brightness tempera-
ture as a means of correcting observed antenna temperatures
which appropriately incorporates the a priori knowledge of
the location of land/water boundaries. A parameterized
version is the one recommended for LAMMR.

World Brightness Map: As a result of our investigation, it

appeared feasible to utilize a world brightness map con-
taining a priori knowledge of expected brightness tempera-
tures over the surface of the earth, A model of the
antenna could be applied to this world brightness data
base, generating expected antenna temperatures associated
with this model. Differences between antenna temperatures
computed in this way and the modeled or statistically-
observed brightness temperature constitutes a bias which
should be utilized for antenna pattern correction. This
bias has been determined to consist of two parts; first, a
part resulting near discontinuities in brightness tempera-
tures such as land/water interfaces, and second, biases
resulting from the tails of the antenna pattern resulting
from the amount of land tc be found in the far tails of the
distribution. These biases may have been observed in SMMR
data, and may have beer. erroneously attributed to radio
frequency interference., Attempts are being made to
generate a World Brightness Map suitable for LAMMR
processing.
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2.5 Recummendations

There are two major recommendations to be made resulting from this
study on alternative processes of context-sensitive antenna pattern
correction and side 1obe compensation. These recommerdations are:

° That a parameterized context-sensitive antenna pattern
correction process be implemented for LAMMR in that no
single context-free process will adequately compensate for
the antenna modulation of higher spatial frequencies while
simultaneously avoiding the artifacts and errors generated
by bright spots, glaring into the side lobes of the antenna
pattern,

¢ That the LAMMR APC algorithm be separated into two
functions. First is a side-lobe compensation function in
which a parameterized World Brightness Map is used to
estimate the expected «:.>nna temperatures and an
“unexplained” antenna temperature field is generated as a
representation of the data. Second, a matrix method of
compensation be applied to correct for the modulation
transfer function of the antenna system.
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3.0 ANALYTIC REsuLTs ' RECEDING PAGT BLANX MNOT Fiiyd

Analysis has been performed on the context sensitive antenna pattern
correction and side 1obe compensation problem. In the previous study two
characteristically different types of antenna correction processes have
been identified; context-free and context-sensitive antenna pattern
correction processes. Very careful analyses have been conducted so as to
characterize the oroblem in the continuum 2s opposed to the discrete
domain. In order to do this, BTS has developed a data interpretive
technique in which exact continuum representations are used in
conjunction with integral representations of cost functions, in order to
establish optimum coefficients in the matrix estimation of brightness
temperatures as seen through some desired “eye" window function. The
technique is a generalization over that used by A. Stogryn1 in
establishing brightness temperatures from scanning radiometer data. The
procedure involves many steps as indicated by the detailed analysis which
is presented in Appendix A.

In this section, we attempt to illustrate the concepts of context
sensitive approaches to Brightness temperature estimates and leave any

new mathematical analysis to Appendix A as much as practicable.

3.1 Context-Free Versus Context-Sensitive Processes

The distinction between a context-sensitive and a context-free
process of antenna pattern correction is easily seen. All context-free
antenna correction processes involve the computation of a linear
combination of observed antenna temperatures in estimating the brightness
temperature at any point. This linear combination may be performed via
matrix multiplication or other approaches such as the use of Fast Fourier
Transform techniques. The important distinction is that the coefficients
that are used in the 1inear combinations are independent of antenna

! [EEE transaction on antennas and propagation Volume 18-26, No. 5,
September 1978.
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temperature measurements or patterns that are observed in the data, nor
are the coefficients dependent upon other a priori knowledge such as the
location of land/water boundaries. On the other hand, a context-
sensitive process depends upon a priori knowledge and is conceptually
more complex, although not necessarily computationally less efficient.

Context-Free Theory

The coefficients to be used in a linear context-free process are
predetermined coefficients independent of observed brightness tempera-
tures and independent of other knowledge of the real earth brightness
temperatures. This does not imply that these coefficients are indepen-
dent of any a priori krowledge. Indeed, it is necessary to utilize a set
of statistical assumptions (an a priori model) in deriving the desired
set of coefficients to be applied in the APC process; different context-
free correction philosophies will lead to different sets of coefficients.
The following types of assumptions are needed for a context-free theory:

- Choice of cost functions,
- Least squares
- Miaimum variance
- Minimum entropy

* For the case of minimum variance, a polynomial model of bright-
ness temperatures may be locall required
- Mean model
- Constant radiant
- Higher order splines, etc.

* A priori knowledge of either the brightness temperature auto-
correlation f:nction or the auto-correlation function of the var-
jance about a polynomial model is required
- Zero correlation model
- Exponential correlation model
- Linear auto-correlation function model.
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As can be seen from the above list of potential context-free models,
many alternative philosophies are possible, and each philosophy will lead
to a separate approach to antenna pattern corrections, yielding different
sets of coefficients. In 2ddition to the above assumptions, it is also
possible to include other factors such as a penalty function of the
Backus-Gilbert type which could be utilized to help suppress side lobes
in exchange for minor degradation in the spatial resolution of the main
beam. In the computer simulations that were performed, very specific
philosophies for context-free and context-sensitive theories were
chosen. The context free philosophy was oriented toward the
establishment of maximum accuracy of inferred brightness temperatures
values in open ocean. Here, a minimum variance approach was chosen in
which the geometric model of brightness temperatures was assumed a priori
to be a constant. Fluctuations in brightness temperature from this
constant was assumed to have no spatial correlation whatsoever, but with
a mean fluctuation signal of S . The a priori power spectra therefore
was S2 and constant independent of frequency. Also, in this model, a

2 , also independent of

noise npower spectra is assumed having amplitude o
spatial frequency. Linear equations resulting from this model do not
require the existence of a well-defined Fourier transform and is as

defined in Appendix A. There are advantages and disadvantages of this

context-free approach. The major advantages are:

*+ The theory permits a matrix multiplication approach with a fixed
set of coefficients dependent only upon the antenna scan angle,

« The method does not require any additional a priori knowledge,

* The theory permits an adjustment of derived coefficients when the
multiplication matrix is truncated.

In fact, the theory demands that the sum of a truncated set of coeffi-

cients should add up to one, and that the adjustment should be made addi-
tively to each of the cc:cfficients in the array.
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There are also a number of disadvantages to a context-free process:

* The theory is applicable to a single set of statistical assump-
tions so that a theory which might work well in open ocean will
not be optimal in a situation where there may exist water/land
boundary. Hence, water/land interface artifacts will be present.

* QOptimization of the process to minimize land/water interface
artifacts will sacrifice resolution in open ocean.

* No context-free theory can improve spatial resolution without
simultaneously incurring the disadvantages of a point source
beaming energy into one of the side lobes of the resultant
antenna point spread function. This is the Gibb's phenomena
associated with the ringing that occurs near boundaries and is
unavoidable in the region of any brightness temperature discon-
tinuity.

One of the major results of our previcus analysis on context-free
approaches is that avoidance of artifacts resulting from the antenna
pattern correction process near land/water interfaces would require a
point spread function which is not too different from the assumed model
antenna point spread function. As such, a case is made for not
performing any antenna pattern correction at all if one desire; to avoid
ringing artifacts. Applying a quadratic penalty function in the
Backus-Gilbert cost function also leads to similar results.

It therefore appears that for a context-free theory we either put up
with ringing artifacts near land/water boundaries and take advantage of
higher spatial resolution in mid-ocean, or, we avoid artifacts caused by
the antenna correction process and put up with a less than optimal spa-
tial resolution over relatively uniform areas. The best of both worlds
can only be achieved with a context-sensitive antenna pattern correction
process where the influences of land in the side lobes are compensated.
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Context -Sensitive Theory

A context-sensitive theory incorporates a priori knowledge of the
real world into the antenna correction process. The coefficients to be
utilized in an antenna pattern correction process could be adaptive based
upon observed patterns in the data but more fundamentally, we propose a
land/water geographic model be used to compute an a-priori antenna tem-
perature world map. Fundamentally, a context-sensitive theory will
pre-examine the array of antenna temperatures locally, and classify the
scene to be one of several anticipated patterns based upon our knowledge
of the real world. Once the scene is classified, a specific set of
coefficients for antenna pattern corrections of any unexplained antenna
temperature residuals will be applied which match the statistical charac-
ter of the classified regicn. In such a theory, it may not be necessary
to have a detailed knowledge of the locations of land/water interfaces
since, to a large extent, these locations could be extracted from the
observed behavior of antenna temperatures as they vary spatially.
Nonetheless, it may be computationally more effective to utilize the
geographic location data because no special effort would be needed for
pattern recognition.

In all of our context-sensitive approaches, a spatial model of
brightness temperatures is required. The brightness temperature model
may be obtained in alternative ways:

» lLand/water flags can be used from an earth surface map with an
associated latitude-dependent brightness temperature model for
both water and land.

* An a priori brightness temperature model can be created from the

LAMMR antenna temperature measurements which are processed and
statistically incorporated in a world brightness map.

31



BUSINESS AND TECHNOLOGICAL SYSTEMS, INC

* Brightness temperatures for water and for land can be inferred
from the antenns temperature measurements on the basis of land/
water flags and thereby utilized in a context-sensitive a priori
parameterized model.

* A bi-modal brightness temperature model can be assumed everywhere
and utilized to avoid Gibb's artifacts that occur near land/water
boundaries as well as at other geophysical fronts which may occur
in nature.

In each of the four aforementioned context-sensitive models, the
approach to antenna pattern corrections would be to infer a priori
antenna measurements from the assumed brightness temperature modal.
These modeled antenna temperatures are then subtracted from the observed
antenna temperature measurements, yielding a variational antenna temper-
ature measurement which is not explained by the assumed model. These
unexplained antenna temperature fluctuations are then processed in a
context-free spirit, utilizing a philosophy which is statistically
appropriate . the prevailing conditions. One could expect that the
observed fluctuations should have no a priori correlation and hence, a
conservative minimum variance philosophy may be appropriate for enhancing
the spatial degradations imposed by the modulation transfer function of
the antenna. The inferred brightness temperature fluctuations can then
be added to the brightness temperature a pi-iori model to yield our best
estimate of observed brightness temperatures. It is to be noted that
many benefits can be obtained utilizing a context-sensitive approach to
antenna pattern corrections. Some of the benefits are:

« Discontinuities in the a priori brightness temperature model
introduce high frequencies into the interpretation of the antenna
temperature measurements in a manner reminiscent of Shell's
introduction of positive definite constraints in the interpreta-
tion of radio telescope data, thereby avoiding the ringing arti-
facts due to Gibbs' phenomena.
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* Because an antenna pattern correction process is applied on the
fluctuations in antenna temperatures, we can relax our concerns a
bit on the statistical assumptions that have been involved in
converting these fluctuations to brightness temperature's fluctu-
ations.,

* The theory could make use of a world brightness map, thereby
justifying an approach which has many other side tenefits espe-
cially in the area of Quality Control and Assurance.

* Such a theory directly attacks the problem of side lobe inter-
ferences due to land masses, (side lobe compensation) and thersby
permits the isolation of the problem of spatial resolution
enhancement which can now become a simplified process. We have
shown it can be handled adequately utilizing a 5x5 or even a 3x3
matrix multiplication approach., (It is also viable not do
perform any spatial enhancement of the antenna temperature
fluctuations at all, thereby significantly reducing real time
computational burdens of the antenna pattern correction process.)

Thus far, we have addressed our concerns on artifacts that are gen-
erated due to the sharp spatial variation of brightness temperatures over
the surface of the earth which the antenna does not adequately respond
to. However, there are other sources of antenna temperature misinterpre-
tations caused by biases which may be introduced into the system from the
lTong tails of the point spread function response which although is Tow in
amplitude, does however, cover large spatial extent. The integrated
effects of the antenna temperatures caused by the tails of the distribu-
tion are not corrected using a matrix approach to antenna pattern correc-
tions. Experience with SMMR data has indicated such biases are related
to the direction of coast lines relative to the flight path of the
spacecraft. An a priori world brightness map could be utilized to
compute biases caused by the tails of the antenna pattern, and these
biases would then be incorporated in the a priori estimate of antenna
temperatures from the world brightness map, and incorporated into the
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antenna pattern correction process. Details of the four aforementioned
aprroaches to context-sensitive processes are shown in Appendix A,
Section A.11., Analysis of these four approaches was conducted during the
course of this wurk and the following paragraphs and comments area
pertinent:

Latitude Dependent Model

The latitude dependent model establishes brightness temperatures for
various catagories of ocean, ice, srow and land which dependents both on
latitude and seasonal (time). The use of such a model, of course, would
only be approximate and local conditions would occur in which the actual
brightness temperature, for example over land, might be significantly
different than the global model. Under these circumstances the artifacts
introduced by the land water discontinuity would not be total compensated
for by our context sensitive model. The advantages, however, of the
latitude dependent model is that it is parameter free and therefore not
subject to errors that might occur in the datastream as might occur in
any parameterized model.

Parametric Land/Water Model

In a parameterized model, the values of brightness temperatures are
inferred from the actual antenna measurements over some local array. The
advantages of this model are that the parameterized values are extracted
directly from the datastream and hence the discontinuity of brightness
tempeatures across water, land boundaries are more accurately
represented., The disadvantage of this scheme is that some degree of com-
putation are required in tracking the brightness temperature parameters
over the world surface types. Methods of establishing these parameter-
ized brightness temperatures are shown in Appendix A, Section A.1l.

By -Modal Model

In the by-modal modei no a priori knowledge of the world structure
is required. The algorithum continuously assumes that each region is
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by-modal consisting of two species. A threshold temperature is estab-
lished to distinguish both species. Brightness temperature estimates are
established for both species and an antenna temperature is therein
computed. The disadvantage to this scheme is that it is computationally
complex and not really applicable over open ocean or open land. It has
however, the advantage of representing weather front discontinuities
which the other techniques cannot accommodate. (Large weather fronts,
however, are not really modelable as discontinuities in brightness
temperatures so that this later advantage is not truly applicable).

World Brightness Map

In the world brightness map approach the a priori model of
brightness temperature is obtained from an analysis of data itself and
stored in a statistical data set. The antenna temperature expected from
a given region is extracted and subtracted from the observed field. This
approach suffers from the disadvantage that statistical fluctuations in
brightness temperature over land would still yield discontinuity
artifacts and also from the disadvantage that the process requires a
continuous updating from a world brightness map and associated
statistics. It has, however, the advantage that such a world brightness
map would have other benefits to the LAMMR ground processing systems,

A tradeoff analysis was conducted for each of these four systems
from the expected error point-cf-view. It was determined that the para-
metric land/water model was most appropriate for the LAMMR processing
system.

3.2 Process Overview

Figure 3.0 shows a block diagram of the context sensitive antenna
pattern correction and side lobe compensation processes. Details of the
APC and SLC process is shown in Figure 3.1. Here the a priori brightness
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temperature map is shown being convolved with the antenna pnint spread
function to generate the a priori antenna temperature (step 2). The
measured antenna temperatures of the scene is modified by subtracting the
expected antenna temperature from the model generating an antenna
temperature variation., These three steps constitute the side lobe
compensation process, in that, a priori knowledge of the Earth's geometry
is incorporated so as to remove the sicde lobe influences of land, In
step 4, brightness temperature variations are obtained through an antenna
pattern correction process of the matrix variety and these are added in
step 5 to the a priori brightness mndel generating an estimated
brightness temperature. These brightness temperatures are self
consistent, in that, a convolution with the antenna profile would
generate the original antenna temperature as observed. An alternative
approach to context-sensitive antenna nattern corrections is shown in
Figure 3.2. It uses different APC processes in different circumstarces.
Local regions are examined to determine their homogeneities by accessing
information frox the a priori Spatial Model. Spatial frequency
enhancement processing is applied to homogeneous regions (ocean} and
side-1obe suppression processing is applied to heterog2neous regions
where there are large signal fluctuations (land-ocean boundaries).

In studying the details of this approach, it was criginally
conceived that different APC coefficients would be utilized in a
relatively few sets of circumstances, such as over ocean, over land and
at land-ocean boundaries, However, it was soon realized that proper
consideration at the land ocean boundaries would require a further
disection according to boundary directions. Although the approach is
viable, the large number of antenna pattern correction coefficients that
would be required to handle the different spatial circumstances would be
overwhelmingly large so that this alternative approach is not
recommended.,
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3.5 Generation of Surface Type Map

The generation of surf. ¢ type map (see Figure 3.3) invalves the
csgmentation of various geophysical features and land masses from the
ocean, [t car be done by threshclding and utilizing known geographical
data. An alternative approach to the generation of a surface fzature map
is to utiiize surface feature boundary tapes and convert them to a grid
of latitute/longitude surface types. A code exist at Goddard Space
Flight Center for performing such a function. However, as previously
mentioned, such a conversicn is non-trivial and to date the conversion
process leads to rather wide dispersion near the boundaries.
Nonetheless, it is believed that modifications of this code is possibie
with relatively littie effort and presents perhaps a better aiternative
to the thresholding procedure described above.

3.4 OQur Planning Effort

Figure 3.3 shows & summary of our antenna pattern correction plan.
It consists of five basic areas.

« (Context-free antensna pattern correction

* Context.sensitive antenna pattern correction
« Synthetic scene simulation

* Performance evaluations

«  Documentation

A brief description of this plan follows:

APC Processes

- correct side-lobe effects (SLC)
- enhance spatial frequencies (APC)
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(A)

(8)

(C)

(D)

(E)

Context-free APC

Context-free APC algorithms

- Performance evaluation
Prototype software

Sets of correction coefficients

Context-sensitive APC

Context-sensitive APC algorithms
Sets of correction coefficients
Performance evaluation

Prototype software

Synthetic Scene Simulation

- Various simulated scenes
- TA simulator software

Performance Evaluations

Context-free APC apply to simulated scenes

Context-sensitive APC apply to simulated scenes
Comparison/evaluation of APC responses on simulated scenes
Context-free APC apply to SMMR data

Context-sensitive APC apply to SMMR data

Comparison/evaluation of APC responses of SMMR data

Trade-off evaluation of context-free vs context-sensitive aprroaches

Documentations

- Final report and presentation
- Monthly progress reports
- Documentation of all software nodules

Figure 3.4 Summary of APC Plan
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(1)

(i1)

Context -free APC

A linear-filter APC algorithm based on least-square
constraints has been developed and implemented. It enhances
the spatial responses of the antenna pattern and at the same
time ehances the Gibb's oscillations near discontinuities
(example: land-ocean boundaries). This APC philosophy
employs no geographical information and hence suffers from
the fact that the antenna side 1obes can be suppressed only
at the expense of spatial resolution.

Context-sensitive APC

It is feasible to suppress the antenna side lobes as
well as enhance spatial frequencies by incorporating some
a priori information into the correction process. One way
to achieve thic is to utilize information about where land
masses are situated geographicaliy and approach the
correction problem in a patiurn recoqnition point of view.
This involves the using of a-priori models of antenna
temperatures and comparing these with observation.

Context-sensitive APC Development

(1)
(i1)

(iii)
(iv)
(v)

Perform analysis for context-sensitive APC processes

Define scenarios on how the context-sensitive processes are to be
performed

Context-sensitive processes error evaluation and selection
Generate context-sensitive APC coefficients

Software development of the APC process

- design

- coding

testing

documentation
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Antenna Temperz:ture Simulator

(i) Generate a synthetic scene with land/ocean boundaries and
various geophysical parameters.

(ii) Generate TB‘s that ccrrespond to the given geophysical
parameters.

(i11) convert the given scene of Tp's into TA's with the
effects of the side-1obes of the antenna.

(iv) Software development of the simulator

- design
- coding
- testing
- documentation
Antenna Synthetic
Earth Pattern fr—— Scene as
Scene Simulator Viewed by
the Antenna
Geophysical Antenna
and Side-1o0be
Geographical Effects
Information
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Testingﬁgpd Evaluation

The software will take as input both a simulated scene and the SMMR
data. Both the context-free approach and the context-sensitive approach
will perform the APC to retrieve the TB's. A trade-off analysis will
be performed to evaluate the two APC approaches based on the responses of
the simulated scene and of the SMMR data.

Simulated —gn{ Context-free
Scene s APC
Evaluation
SMMR Context-sensitive
data APC

Work Performed

Most of the effort progressed on schedule as planned, except for the
use of SMMR data in replacing our simulated scene. At this juncture, we
had difficulties obtaining a useable surface type map which delineated
land water boundaries sharply and also discovered that the SMMR data,
because of the binning process, no longer revealed the point spread
function characteristics of the antenna; it would not constitute a valid
test for evaluation. Hence, more effort was spent on the simulated scene
approach.,
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As a result of the evaluation, we have shown that the context-
sensitive antenna pattern correction process as originally conceived
indeed avoids many of the aliasing artifacts that are generated in the
context-free antenna pattern correction process. Hence, it is highly
recommended that LAMMR processing include the use of a brightness
temperature world map for side-lobe compensation and subsequent antenna
pattern correction for enhancing spatial frequencies.

3.5 Analytic and Simulated Results

The context-sensitive side lobe compensation and antenna pattern
correction process was simulated on a synthetic image shown in Figure 3.5
called the rectangular island. In this figure, the brightness
temperature over water was designated by a zero while the brightness
temperature over land was designated by a numeric 4. These values were
chosen so that the island could be represented as a single digit output.
Mapping these values into realistic brightness temperatures is easily
accomplished by applying a gain and an offset to the rectangular island
file within the computer. The simulation plan calls for comparing the
context-free antenna pattern correction process with a context-sensitive
one. In achieving this end, it was decided that the k-space Fourier
domain would be the most suitable space within which to do the required
computations. The fast Fourier transformed algorithm was utilized, and
Figure 3.6 gives a representation of the rectangular island in the
k-space Fourier domain. Fourier transforms were taken with and without
additive noise to the simulated antenna temperature field. This field
was obtained by multiplying the ideal antenna transfer function by the
Fourier transform of the rectangular island image and performing the
inverse Fourier transform. Figure 3.7 shows a trace of the antenna
temperature across the boundary of the island. The antenna was assumed
to be a circular aperture with no tapering thereby leading to a first
order Bessel function type point spread function as described in the
previous report. Mote how the antenna function blurs the discontinuity
between water and land and that the residual side lobes cause some miner
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oscillation as the antenna temperature approaches the steady state values
of land and water., A 5x5 context-free antenna correction process was
applied to an array of extracted antenna temperatures obtained selecting
every fourth value for every fourth 1ine. This sampling strategy
corresponded to a minor amount of undersampling as in the design of the
LAMMR instrument. Figure 3.8 shows the trace of the context-free antenna
pattern correction process applied to the antenna temperatures for
estimating brightness temperatures. Prior to the antenna correction
process a realistic amount of noise was added to the antenna

temperature, From the results we can see traces of the Gibb's phenomenon
which in this example is a bit subdued due to the slight undersampling
and therefore, inability to totally compensate frequencies up to the
antenna cutoff frequency. The context-sensitive algorithm which has been
previously deszribed was applied to the same noisy array of antenna
temperatures for the rectangular island. A trace across the island water
boundary interface is shown in Figure 3.9. As expected, the simulation
shows a reconstruction of the original brightness temperature scene with
minor perturbations most probably induced by the additive noise. Many
experiments were conducted, the behavior of which could be totally
explained on the basis of previously developed theories. In general the
results are not too startling and in some respects, many of the potential
advantages of a context-sensitive implementation for brightness
temperature estimates have not really been tested. In addition to 5x5
matrices, 7x7 and 3x3 arrays sizes have been tried with minor differences
of the ones already presented. Figure 3.10 shows the frequency response
of the antenna pattern correction arrays associated with different matrix
sizes. In the higher frequency region, one can see that 5x5 array
behaves as well as a 7x7 and that the 3x3 antenna pattern correction
compensates for high spatial frequencies in a manner just slightly below
the optimum nominal.

In conclusion, the context-sensitive antenna pattern cerrection and
side lobe compensation processes herein described generate results which
are generally superior over the context-free approaches, while simultane-
ously reducing the amount of real time computation albiet the need to
generate a brightness temperature world data base.
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PRECEDING PAGE BLANK NOT FILMED

4.0 SOFTWARE DESCRIPTION

In this chapter, the implementation of APC software and the demon-
stration of context dependent APC philosophies are described.

In prior work, context-free philosophies were implemented and
evaluated. A model of two-dimensional power pattern was generated upon
which the APC process was performed. A detailed geometric transformation
was developed and coded. This transformation relates the antenna pattern
as might be provided through antenna testing to the instrument coordinate
system in which digital data is sampled, A system of software was
developed to generate antenna pattern correction coefficients in
conformance with the established context-free analysis. The system
includes routines to calculate cross—correlation, to shift and rotate
antenna patterns, and to solve linear equations. Software to generate
effective point spread function in instrument coordinates was also
developed. Another set of routines was implemented to perform Fourier
analysis of the correction processes. With some enhancements, this
system provides the basic tool to demonstrate and evaluate the proposed
context-dependent antenna pattern correction and side Tobe compensation
philosophies.

The design and impienientation of the APC software functions are
based on top-down and modular desigrn. This structural design will be
discussed in detail in Section 4,2. The code used in this study is given
in Appendix B.

4.1 Functional Organization and Qverview

Figure 4.1 shows a system overview of the performed functions.
The programs were written in FORTRAN and impiemented on the IBM 360/91 at
NASA/GSFC. The operational software consists of the following functions:
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(1) Simulation of an antenna power pattern on a 64x64 plane
(k-space) parallel to the antenna aperture.

(2) Transformation of coordinates from the k-space to the instru-
ment coordinates (x-space).

(3) Generation of necessary parameters required by the optimization
processes. These parameters are used in the data interpretive
equations and the matrix truncation approach,

(4) Determination of correction coefficients by solving the set of
linear equations.

(5) Correction of antenna patterns to generate various point spread
funcvions.

(6) Perform two-dimensional discrete Fourier transform of various
point spread functions.

(7) Generate synthetic image

(8) Two-Dimensional Fourier Transform on Synthetic Image

(9) Generate antenna temperature field

(10) Add random white noise

(11) Perform matrix HPC operation
S (12) Difference simulated TA and <TA> model
L (13) Perform matrix APC operator

(14) Compute brightness temperatures

(15) Generate synthetic scene

In the following subsections the above -mentinned functions are
described in detail and flow diagrams are provided.

4.1.1 Simulation of Antenna Pattern

Using the concepts of linearity, the impulse response of an incoher-
ent system due to a circular aperture with a 0-1 function having 1 in the
area of the aperture and 0 elsewhere is the so-called Airy disk. In
classical optics, an Airy disk is the diffraction pattern intensity for a
uniformly illuminated circular aperture. The analytic solution to this
pattern is the square of a first order Bessel function divided by “ts
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argument, [Jl(k)/k]2 . By assuming a 0-1 real function circular antenna
aperture, an antenna power pattern formed on a plane parallel to the
antenna aperture will have an Airy disk characteristic,

Subroutine LENS was implemented to generate a 64x64 Airy disk which
corresponds to [Jl(k)/ka. The diameter of the disk was chosen to be 32
with 64 equally-spaced intervals along its diameter. The disk contains
the main lobe and more than four side lobes as shown in Figure 4.,2(d).
The power at each locaticn is computed by the polynomial approximations
as shown below:

Ji1(k)] - 2 4
[.lr_)] =% - 0.56249 ({}) + 0.21093 (§)
k.6 k,8
- 0.0395 (%) + 0.00443 ()
L 10 12
- 0.00031 (§)° + 0.00001 (§)
for -3 (k<3
2 2
wnere k = /kx + k_y
with K, » Ky = <15.5, -15.0, -14.5, ==+0.0,°++, 15.5, 16.0
For 3Lk«

(9, (k)]
—IT-= k372 ¢ Cos 8

where

2
f = 0.79788 + 0.000001 (3) + 0.1659 (3)

3 4
+0.00017 })° - 0.00249 (3)

3,5 3,6
+0.00113 (%) - 0.00020 (%)
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Figure 4.2 Airy disk

a. Circular antenna operture
Jy (k) 2
b. Antenna power pattern, [—'E_']
c. Perspective uf the antenna power pattern
d. One-dimensional plot of the disk pattern along its diameter
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and
3 3,2
8= k -2.35619 + 0.12499 (7) + 0.00005 ()
3,3 3,4
- 0.00637 (¢) - 0.00074 (¢)

5 - 5
+ 0.00079 (%) - 0.00029 (3}

The generated antenna powar pattern was normalized to have a total power
of one and the resulting Airy disk was stored in a disk file named

AIRY.DATA using I/0 unit number 12 for ready access. The data flow is
shown in Figure 4.3,

TESTLS

Radius of
disk

LENS f=————">( AIRY.DATA

[/0 #12

Figure 4,3 Data Flow of Subroutine LENS

TESTLS: Test program for subroutine LENS
LENS: Routine to generate the Airy disk
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4.1.2 Coordinate Transformation

Our antenna power pattern is presented in a plane (k-space)
orthogonal to the pointing axis of the antenna. We need to transform
this coordinate system to instrument coordinates in which the grid is
represented by a differential change along the scan and across the scan
line.

We begin with the scan pixel i and line number Jj in instrument
coordinates and compute the antenna power and its location in the k-space
by the following transformation procedures:

(1) The antenna power pattern (the Airy disk) is retrieved.
It consists of a two-dimensional array

G(kx, ky)
where (kx’ gy) i> the integer grid point and G 1is the

antenna power at (kx, ky) .

(2) Given §0 , the unit vector of the boresight direction of the
antenna, the position of the antsnna with respect to the
earth, and the instrument coordinates (i,j) , the unit
vectors S from the antenna to (i,j) can be computed.

(3) Then, a pointing vector K projected in the k-space ortho-
gonal to §0 is expressed as

-~

" 2 a 2 e
R=x= [(5-85) - (8-8,) + §,5,] where

D is the antenna operture diameter and X the wavelength.
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(4) From k, we can compute the x and y components of k which
permits us to interpolate the antenna power pattern G(kx, ky)
where (kx,ky) is closed to (x,y).

(5) The relationship between the power pattern in the k-space and
the power pattern in the instrument coordinates is given by

- 2 (=s+p)
A=GKk Cosw0 voroAtAe Cos(e-eo)--—z—-

S

where A is the power pattern in instrument coordinates,

Yo is the ground velocity of the satellite subtrack which depends upon
earth rotation. It is latitude dependent and assumed constant in the APC
computations (v0 = 7 km/sec.)

o is a nominally constant radius of the ground trace scanned circle. It
depends upon the distance from the antenna to the earth's center, the
earth's radius and the inscrument cone angle Yo+

At is the time Letween adjacent line (At = 1 sec)

48 is the separation in radians between adjacent pixel samples

80 is the angle at vhich the sweep is orthogona! to the ground velocity
vector. In the simplified model, we assume there is no earth rotation

and hence 60 = 0,

s is the instantaneous pointing unit vector from the antenna to the pixel
sample.

o 1s the instantaneous pointing unit vector from the earth's center to
the pixel sample.
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k is the pointing vector projected onto the k-space
Vg is the instrument pointing angle from Nadir (v, = 43.6°), and

G is the power pattern in k-space.

Subroutine TXFORM was implemented to transform an instrument
coordinates (1,j) to (x,y). Subroutine INT3P was implemented to locate
three integer grid points in the k-space which are closest to (x,y).
Subroutine INTLN performs the bi-linear interpolation to obtain an
interpolated power magnitude at (x,y). The main program ANTENA was
implemented to 1ink all three subroutines together to generate a file of
64 x 64 elements containing an antenna nower pattern in instrument
coordinates. The grid spacing is 7/4 kilometers. The generated pattern
named ANT.DATA was normalized to have a total power of one and was stored
in a disk file using I/0 unit number 11. Figure 4.4 shows the data flow.

<;1/o #12 ANTE‘NA\ ﬁ

AIRY.DATA ANT DATA
DISK DISK

//' points

frequency
Figure 4.4

Flow diagram of the coordinate transformation and the generation of the
antenna power pattern, ANT.DATA, in instrument coordinates.
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(1,j) is the instrument ccordinates
(x,y) is the k-space coordinates

.2 (-5°p)
constants = k"Cosy,v,r,atae Cos(o-eo) ":;T"
G = power pattern in k-space
A = power pattern in instrument coordinates

INT3P and INTLN are routines to interpolate A

4.1.3 Data Interpretive Equations and Matrix Truncation

A modeled approach is uc.d to estimate the brightness temgerature.
It involves the estimation of the optimum set of coefficients M that
minimizes che least squares error in the temperature fluctuations.
Taking a functional variation of the variance with respect to the
estimation coefficients leads to a set of normal equations. By assuming
the statistical independence of the brightness temperature fluctuations
and a delta function burring effects of the antenna, we simplify the set
of normal equations to an expression that only involves the cross-
correlation function and shifting of the antenna pattern. We further
select a finite set of grid points and truncate the grid, the simplified
normal equations become a simple matrix equation:

+ 02 ?)-1

[ N

= T

X

where ﬁ is the estimation coefficients,

E represents the cross-correlation function ¢r the antenna pattern
? is the shifted antenna pattern, and

o 1is the signal-independent noise.

An element 2i ] of the matrix I is approximated by

, 64 64 .
Ly n-il m_)_1 AT, s 1y_n) Ald o Jy_n)AnAm
64
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where i = (ix, 1y) and j = (jx, jy) are locations of sample pixels, (n,m)
is an integer grid point of the antenna pattern, 4n, 4m are spacings of
the grids (an = am =‘%), S2 is the signal of the brightness temperature
fluctuation, and A is the antenna power pattern. In estimating the 3x3
coefficient matrix, I is a 9x9 matrix with elements arranged in a fashion
as shown in Figure 4.5.

A 3x3 coefficient matrix M

C

7

x I"‘llm

[

The 9x9 cross-correlation matrix I

L= 5]
z
AA
z I
A.B B,B
I T T SIY MM E T R I C
A,C B,C c,C
L L L I
A,D 8,0 c,D D,D
z - L T T
AE B,E C,E 0,E £E,E
z % z z z I
AF | B, F| CF | 0,F| E;F| FF
I Z L I L z z
A,G B,G C,G D,G E,G F,G G,G
z L Z T X T z L
A,H B,H C,H D,H E,H F,H G,H H,H
X I L z T X X L z
Al B,I C,I D,I E,I F,l G,! H,I I,1

Figure 4.5

The I matrix of a 3x3 matrix equation
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The elements of the I matrix is nothing more than the shifted
antenna power pattern multiplies by S2 given by

2 ars ,
Pi =S A(1x, 1y)

In the 3x3 coefficient matrix problem, I is a 9x1 column vector and can

. = T

The matrix equation then becomes

where 2'52 = I, ?'52 =T and - is the square of the noise to signal
S

ratio. This equation is in the form of A§ = B linear equations where

given the A and B matrices, X can be solved for by Gaussian elimination
with partial pivoting.

Subroutine CONVOL was implemented tc compute the cross-correlation
of two antenna patterns centered at i and j respectively. Both i and j
are neighborhood sample pixels of the center of a 64x64 plane. The
computed cross-correlation is used to generate the L of various sizes.
The E' matrix can be a 9x9, Z25x25, or 49x49 matrix determined by the size
of the matrir of correction coefficients. Figure 4.6 shows three
different window sizes of E with respect to the antenna pattern.

Subroutine GAMMA was implemented to compute the matrix ?'. The
generated ?'is a 9x1, 25x1, or 49x1 row vectors. Having obtained £' and
?‘, subroutine COEF solve the linear equations by using the IMSL
subroutine LEQTIF. The resulting B contains correction coefficients and
they are normalized to have a sum of one.
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Figure 4.6

The 3x3, 5x5, and 7x7 correction windows superimpose on a 64x64 antenna
pattsen,
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Figure 4.7 presents three sets of coefficients generated by the above
described procedures with 10.65 GHZ and a signal to noise ratio of 10.

Correction Coefficient Matrices
2
w = 10,65 GHZ and (0/S)” = 0.01

M, of sizes 3x3, 5x5, and

68

0.066 | -.71% | 0.066
-.440 | 3.066 | -.440
6.070 | -.726 | 0.070
-.005 | 0.001 | 0.211 | 0.001 | -.008
-.084 | 0.051 | -.921 | 0.051 | -.044
0.087 | -.479 | 2.198 | -.479 | 0.087
-.043 | 0.060 | -.941 | 0.060 | -.G 3
-.005 | -.008 | 0.225 | -.008 | -.005
0.001 | 0.01C | -.042 | -.104 | -.042 | 0.610 | 0.001
-.006 | -.003 | 0.04C | 0.298 | 0.04C | -.003 | -.006
0.008 | -.034 | 0.040 | -.966 | 0.040 | -.034 | 0.008 |
-.020 | 0.095 | -.459 | 3.252 | -.459 | 0.095 | -.020
0.009 | -.034 | 0.052 | -.989 | 0.052 | -.034 | 0.009
-0.006 | -.002 | 0.022 | 0.316 | 0.C22 | -.002 | -.006
0.000 | 0.008 |-0.030 | -.110 | -.030 | 0.008 | 0.000
Figure 4,7

7x7 at

e ol e A A
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4.1.4 Point Spread Function of the Corrected Antenna Pattern

The optimum set of correction coefficients M can be used to estimate
Ehe brightness temperature measurements TB by the linear combination of
M and the antenna temperature measurements TA. It has been recognized
that the estimated TB is assocfated with a specific point spread function
given by

PSF(x) = [ M Alx + 1)
i

where M can be thought of as a Tocal template that operates on each and
every pixel ; of the antenna pattern A. The vector i points from the
center of the templgte to pixels inside the temglate and M1 represents
the coefficient at i. The value of the PSF at x is then computed by the
weighted sum of A at various locations (x + 1).

Subroutine ANTPSF was implemented to comput the point spread
function of the antenna pattern ANT.DATA. For the 3x3 coefficient
matrix, 37,00C multiplications and additions are needed to generate the
64x64 PSF. The resultant point spread function is stored on a disk file
named PSF.DATA using I/0 unit number 13, Figure 4.8 shows the data flow
and all the software modules required to generate the coefficients and
point spread function.

A system of software was implemented to perform Fourier analysis of
the antenna pattern correction processes. [t includes routines to
perform two-dimensional discrete Fourier transform, and to compute
decibels, power spectrum and various output functions.

4,2 Software Structure

Top-down design and modular programming are used in the design and
implementation of the APC demonstration software. A1l the routines are
documented and listed in Appendix B.

69



BUSINESS AND TECHNOLOGICAL SYSTEMS, INC

disk

A

—
<
—
~1
L
.
~1
o~ '

I; M

\f \

CONVOL
~

,_
m
Fo)
-3
-—
"

SIZE

3, 5, or7

- = noise to signal ratio

(i,j) = pixel locations

=

L = cross-correlation matrix
=

r = shifted antenna matrix

=
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ANT = antenna power pattern

PSF = point spread function

Figure 4.8

Dat2 Flow and Software Modules for the Generation
of Coefficients and Point Spread Function

70



BUSINESS AND TECHNOLOGICAL SYSTEMS, INC

The idea of top-down design can be viewed as bLreaking down the
problem into simpler problems and checking the relationships between them
before proceeding to a more detailed specificaticn. In programming, it
involves decomposing the overall complicated prouram into precisely
specified subprograms, so that each subprogram is solved correctly, and
fitting these solutions together in a specified way. This programming
method allows us to generate clean algorithms with far fewer mistakes
than by the conventional line-by-line method.

Modular programming has several objectives. (1) A program module
must be working correctly by itself regardless of the context of its use
in building larger systems of software. (2) To realize large software

systems, program modules written under different authorities must be
conveniently fitted together without changes in any of the component
modules. A module is joined to other modules by communication 1inks.
Each module receives data from its input links, transforms it, and
outputs it to other modules over its output links. Function subprograms
and subroutine subprograms can serve as program modules. The use of
FORTRAN is a reasonable choice in the implementation of the APC software
to test out module design.

Top-down modular analysis can be described by a graphical model in
the form of a tree of the functions to be performed. Attached to each
node of the tree are programs to perform specialized operations and
structure tests. Each node can branch to one of the other nodes in the
same level. All nodes are also modular, meaning they are completely
independent of the other nodes. Programs that are designed or the basis
of this method are very simple to debug or to modify. Each module can be
tested separately and when it works, can be added to the system.

The tree diagram of the software system for the APC processes is
shown in Figure 4.9. This graphical structure specifies the types and
instances when primitive operators in terms of subroutines are used
during the APC processes. The program modules below the first level are
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primitive operators that perform function described in previous

sections. Attached to each module of the software tree structure are a
list of program variables and common storage areas. All communication
between modules is through the program variables connectirg them at a
higher or lower level in the tree. The modules at all levels are
basically independent of each other. Hence, changes in any of the
modules may only require modifications in themselves and a minimum number
of changes in the nodes directly connected to them. The parent node is a
supervising program. It performs the functions of linking the primitive
modules together, branching to appropriate ones, testing their program
variables, evaluating their performances, and outputting results.

The following s:mmarizes the various primitive modules implemented.
Each is associated with a different primitive operation, and each is
stored in a disk file.

PRIMITIVE MODULE DESCRIPTION
LENS To generate a 64x64 Airy disk, whick corresponds

to the square of the first-order Bessel function
divided by its argument.

INPUTS: RADIUS (radius of the disk)
OUTPUTS: AIRY (airy disk on disk file)

TXFORM To transform a discrete location in the instrument
coordinates to an antenna coordinate system
orthogonal to the antenna pointing axis.

INPUTS : (FJX, FJY) (Antenna Pointing Direction)
(FIX, FIY) (pixel location on ground)

GHZ (radiometer frequency)

NOSPS (number of samples/scan line)
OUTPUTS: (QX, QY) (transformed coordinates)

CONST (transformed antenna constant)
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INT3P

INTLN

CONVOL

SIGMA

GAMMA

To locate 3 nearest neighborhood grid points

INPUTS : (QX, QY) (input point)

OUTPUTS : (AX, AY)
(BX, BY} (3 nearest grid points)
(Cx, CY)

To perform bi-linear interpolation

INPUTS @ (QX, QY

)  (input point)
(AX, AY)

)

)

(BXx, BY (3 nearest grid points)

(Cx, CY

AIRY (Common block contains Airy disk)
OUTPUTS : VALUE (interpolated value at (QX, QY))

To compute the cross-correlation of two antenna power
patterns centered at i and j respectively.

INPUTS @ (IX1, IY1l) (1st point)

(IX2, IY2) (2nd point)
OUTPUTS : EI1I2 (the cross-correlation)

To compute the I matrix

INPUTS @ ISIZE (window size of M)
ANT (common block contains power
pattern)

OUTPUT : EMATIX  (matrix I)

To compute the T matrix, a windowed antenna power
pattern
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INPUTS : ISIZE (window size of M)
ANT (common block contains power
pattern)

OUTPUTS : GMATIX  (matrix T)

COEF To solve the set of linear equations
INPUTS  : ISIZE (window size of M)
SNTSR (square of noise to signal ratio)
EMATIX (common block contain E)
GMATIX (common block contain ?)

QUTPUTS : GMATIX (common block contain E)

ANTPSF To compute the point spread function associated with a

specific coefficient matrix M

INPUTS : ISIZE (window size of M)
GMATIX (common block contains M)
ANT (common block contain power
pattern)
OUTPUTS : PSF (common block contain corrected
pattern)
DFT2D To compute the two-dimensional discrete Fourier

transform of an MXN image.

INPUTS @ (M,N) (size of the input image)
FXY (input image)

OQUTPUTS : FUVRL (transformed image, real)
FUVIM (transformed image, imaginary)
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DFT2XY To compute the two-dimensional discrete Fourier

transform along the 2 axes of an 64x64 image, to

compute their power and dB, and to output results,

INPUTS @ FXY
OUTPUTS : FUREAL

(input image)
(2-D DFT real along V=0 axis)

FUIMAG (2-D DFT imaginary along V=0
axis)

FVREAL (2-D DFT real along U=0 axis)

FUIMAG (2-D DFT imaginary along U=0
axis)

FUMAGN (2-D power spectrum along V=0
axis)

FVMAGN (2-D power spectrum along U=0
axis)

FuDB (dB along V=0 axis)

FVDB (dB along U=0 axis)

FSCENE To compute the fourier transform of an image

using .ubroute DFT2D.

The resulting real and

imaginary parts are stored at FSCENER. DATA and
FSCENEI.DATA with 15 and 16 as LUN's

INPUTS : IDUM
OUTPUTS :

(64%64 input image)

Are Real and Imaginary
transforms stored in LUN 15
and 16.
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MAIN PROGRAM

TESTLN

ANTENA

TESTSA

DESCRIPTION

Test program for subroutine LENS and to create the
Airy disk.

Main program to generate a simulated antenna power
pattern on an instrument coordinate system.

INPUTS : AIRY (common block contains Airy disk)
GHZ (primary radiometer frequency)
OUTPUTS : ANT (common block contains antenna

nower pattern)

Main program to generate the APC correcticn matrix M,
to compute the corrected antenna point spread
functicn, and to perform Fourier analysis.

INPUTS @ ANT (common block contains antenna
power pattern)
ISIZE (window size of cnrrection matrix
)
SNTSR (square of noise to signal ratio)
OUTPUTS : PSF (common block contains point

spread function)
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5.0 CONCLUSIONS AND RECOMMENDATIONS

The analyses and demonstrations in this report illustrate a method
for processing LAMMR data so as to extract a context sensitive
brightness temperature for side lobe compensation and at the same time,
to modify the antenna pattern for frequency enhancements. The objectives
in this processing are to suppress the influences of the side 1obes and
to enhance the spatial frequency responses. The influences from side
lobes become a severe problem when the antenna encounters land-ocean
boundaries, since the contrast between land and ocean is very high,
There is, however, a serious problem in connection with the antenna
patterns: there is a loss in spatial responses as a result of the finite
size of the receiving antenna. In this context, the ideal antenna
pattern correction processing should correct the side-lobe influences and
enhance the spatial frequency responses. Both of these desires cannot be
simultaneously achieved with Tinear processing; context sensitive
processing is the answer. The antenna side lobes can be suppressed by a
linear filter only at the expense of spatial resolution. On the other
hand, the enhancement of the pattern also enhances Gibb's oscillations
near discontinuities. There is no way to compensate the antenna
frequency responses and avoid radiance from nearby land masses beaming
through the antenna side lobes. However, this study shows it is feasible
to suppress the Gibb's oscillations as well as enhance frequences by
incorporating an a-priori model in the correction process. This can be
done by using information about where land masses are situated
geographically. In so doing, a process has been established to remove
side-l1obn influences near land-ocean interface and to simultaneously
enhance spatial frequency responses everywhere. The results of this
study show how to use the a-priori knowledge of location of land-ocean
boundaries for antenna pattern correction.

It has been shown that no single context-free antenna pattern

correction process will adequately compensate for the antenna side .logoe
influences, while simultaneously enhance the spatial frequency responses
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modulated by the physical limitations of the antenna. It is for this
reason that a context-sensitive antenna pattern correction process

was developed in details and was implemented to prove its feasibility.
There are several context-sensitive techniques which were applied in this
application study.

. A statistically-derived world brightness map that contains a priori
knowledge of expected brightness temperature over the surface of the
earth was sinulated to generate expected antenna temperatures and
the temperature biases associated with the geagraphical locations of
Tand and ocean. These biases were incorporated into the context-
sensitive APC synthetic model to compensate for the side-lobe
effects.

. The use of a two-model procedure in conjunction with the world
brightness map was simulated for the applications of different sets
of coefficients in two different situation., In the case of near
land -ocean boundaries, a special set of correction coefficients was
applied so as to eliminate some of the artifacts associated with
Gibb's oscillations. Another general set of correction ccefficients
was then be used everywhere over uniform ocean to enhance spatial
frequencies. The set near the boundaries, however, blured that
interface and did not really meet the objectives.

. Another approach was to hypothesize the existence of land-ocean
boundaries everywhere and apply a set of coefficients that
suppresses side lobes to the entire scene, thereby affecting the APC
performance over the ocean. Analysis proved this technique to be
too complex for Real time ground processing.

Errors measurements of these different context-sensitive approaches
were assessed and a trade-off analysis was conducted to make the final
selection, The trade-off included performance evaluations. Computa-
tional requirements such as resolution versus side-lobe suppression and
noise amplications were also studied and used in the trade-off
evaluation,
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The Recommended Algorithm

In general, a model of expected brightness temperatures, <TB>, must
be constructed based on the geographical lTocations of land-ocean
boundaries and the statistical data of ocean phenomena. Given this werld
brightness model, the expected antenna temperatures, <TA>, can be
generated. The fluctuation of antenna temperature, GTA, are then
computed as the difference between expected and measured antenna
temperatures, APC process matched tc the statistical data base are
then be applied to the fluctuation GTA in order to generate the
fluctuation brightness temperatures 6TB. The final data interpreted
brightness temperature is computed as:

TB = <TB> + GTB.

It is recommended that this context-sensitive approaches be
implemented for LAMMR ground processing. A complete evaluation of
various context-sensitive approaches and context-free approaches showed
it to be the most practicable,
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Appendix A

Detailed Analysis

A.1 Basic Mathematical Formulation of Antenna Temperatures

I'n this section, we Jeal specifically with the problem of performing
transformations on the antenna point spread functions that are viable in
order to maximize the information contained in the data without being
severely penalized by the influences of noise.

There are several elements of concern ia the r: “armance of the
antenna pattern correction:

« The desire to limit the convolution array size needed to

perform the APC.

» The formulation of the problem in the continuum domain so
as to avoide complications that may result from aliasing

influences.

o The desire to include alternative measures of performance

as suggested by A. Stogryn.

In general, the problem that must be solved involves the iaversion
of & set of horizontal and vertical polarization antenrna temperatures

T
i

{2x1 vector) that are sampled uniformly over some grid to an estimate

A
of the brightnass temperature components of polarization any 2re in the
spatial fiela. In usual applications, the brightness temperaturs esti-

ates are evajuated at the same set of grid points upon which the

3
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measurements of antenna temperature are made. However, in general, the
estimation problem also provides for estimates at points other than those
sampled grid points.

We assume that the antenna temperature measurement at any instrument
coordinate location x 1is a linear combination of brightness tempera-
tures located in the neighborhood of x plus a random noise element
denoted by € . The antenna pattern designated by A 1is assumed to be
an explicit 2x2 matrix function of x to account for the possibility
of varying geometries and polarizations as the antenna is scanned across
the field of view. Equation (1) expresses this relationship:

Tp(X) = [d?%" A(X-X") Tp(x') + €(x) . (1)

The instrument coordinate system is defined as follows:

bed
]

1 direction along the scan with integer values representing the
location of each sampled data point.

>
N

2 direction along the ground track with integer values represent-

ing the scan line number.

Unfortunately, the antenna pattern is non-staticnary in this coordinate
system (it rotates with Xy and may undergu compression/expansion as

a function of X, depending upon S/C latitude). Antenna pattern
measurements are usually performed in a space which is simply related to
“Solid Angle Space”, & . We shail strongly suggest K-space for antenna
patternrepresentations in sections that folliow. It is usual, however, to
represent the antenna response function, G , in solid angle space, as

follows:
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T (5y) = IE€<s0,§) Ty(0,5) an (2)

where ; is a unit vector from the antenna in the direction of the solid
angle d2 . The region of integration E includes all directions s
which intarcept the portion of the earth visible from the satellite if
the very small contributions from the cosmic background radiation and
possibie contributions from the spacecraft itself are neglected. In (2),
§(§0,§) is the antenna gain 2x2 matrix function (normalized so that
[4, trace [§] 4@ = 1} and TB(E.E) is the brightness temperature
polarizatic s propagating toward the antenna. TB depends on both the
region being viewed, which is indicated by the position vector o from
the center of the earth to the point on the earth's surface, and the

direction of propagation -5 to the satellite.

VIaaLe
REGION

Figure A.1 Geometry for Antenna Temperature Determination

TB corresponds to a two-vector of Horizontal and Vertical compcnents of
. . - TH
polarization, T (Tv) .
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The antenna pattern components of the 2x2 tensors consist of
HH °* GHV R GVH , and va - As a first problem, we assume GHv = GVH
0 everywhere so that Horizontal and Vertical components do not mix.
The generalization to other mixing cases is not difficult.

G

A.2 K-Space Representation

Our antenna representation is best expressed in k-space (pointing
vector space). We consider incoming radiation at fixed frequency and
hence wave vector magnitude (pointing vector in units of inverse antenna
radius)

2

SRRV VR Rt
This is equivalent to having chosen X 1in units of the antenna radius.
kz is chosen along the “look" direction of the antenna. This (kx , ky)
space is important because in this space, the antenna electric field
response function is the Fourier transform of the antenna aperture

E = fd- (unit source (k_,k.)) A(x) RIS

X Xy
and TA(§0) , the power, or antenna temperature which is the expected
square value of electric field <E2> is the Fourier transform of the
antenna aperture function A(x) convolved onto itself. Likewise, if we
choose k-space as the spatial coordinates to represent the antenna point
spread function, then the corresponding antenna frequency response will
be the multiplication of A(®) with itself. Since A(®) has a sharp
cut-off corresponding to the finite antenna at lﬁizm radius, then so
will the convolution A(@) x A(®@) have a sharp cut-off at ]5' = 20,

The antenna pattern is presented in coordinates (kx . ky) from
which
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- 2 _ .2 2 ; - y
kz +& kx k“v and sin ¢ —_——

can be determined. Also, §$ = +-§ ; §0

: +'K% lies along 7 (look
axis of the antenna). Inversely; given § S

we may construct

and

E K
- - 0O 0
G=(R-K)-(E-E) - =

which ies in a plane orthogonal to §° permitting the computation of
k-coordinates for antenna pattern computations. Now, let 3 be a

downward directed unit vector along the LAMMR rotation axis. (See
S, xa
Figure A.2). Then 'Egﬁa—_ = x is a unit vector directed in the negative
0
scan direction, z = So and Sg X X =y can be computed to determine an

orthogonal set of unit vectors. From this, we can compute

to give us the coordinates of the antenna pattern correspcnding the (§0,
S) ; i.e., G(Sq , S) = qu:Qy where qu, is the representation file

in k-space.

Qy

4

Figure A.2 LAMMR Geometry
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A.3 Solid Angle to Area Integration

The transformation from solid angle integration to area integration
utilizes:

A A

(=Sep)
S2

da = dA

where ¢ points to the area (km?) element from the earth's center,and S
is the distance to the area element from the antenna (km). Given the
position vector of the S/C, Fs/c , and the radius of the earth r_ we

e
note that

S=re-ro.
then

S =5/S

where

2 _ o2 2 2

S¢=S8%+ Sy + Sz
and
§e5=2B=p2 F  B=r -r, r coss
STq e s/¢ e s/c e

where ¢ 1is the cone angle between p and r
the needed transformation.

s/c ; this then completes

A.4 Area to Instrument Coordinates

For conversion to instrument coordinates, we also need to compute
the area generated by a differential change in the scan pixel (dj) and
in the scan line ID (df) .

If ;o is the ground track velocity (km/sec) and 8, s the angle
at which antenna scan .otion on the ground 1 to Y
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Figure A.3 Scanner Gecretry Relative to Earth

Figure A.4 LAMMR Circles on Earth's Surface

A-7
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. 2 2 .2
= r = - / -
then, ro So sin ¢o where So rs/c cos °o re rs/c sin ¢o
. -2 - 2 2 -

B = + = . = .
i.e., 'p’ Irs/c S, re and Fo . S, rs/c So €05 9y

By defining a coordinte system (g3round coordinates) via

A -F‘

ga.TSLQ’n=V_0 and x = nx § ,
s/c 0

then tne unit vector, 2 » along the scan direction at any location
8 is given by:

-~

5 = -y 8-8 ) - n sin (8-6 ) .
X cos ( o) n sin ( 0)

A

The unit vector , £ , in the down track direction along the surface
of the earth is orthogonal to both e and x and can be expressed as

%= _j_liji_ .
e

Here »

-~ a 2 EY A~ .
- _— + 8-6 - 9.9
11 /re ry * Fyn cos ( o) r,x sin ( 0)

then x x5 =n /rz - rg + & ry €S (0-80) which has magnitude

. r . r2 1/2 . r_cos (8-8)
R e 0 +5/20 2O .
2. .2 .. .2 2 .

- 8-8 - 8-6
re-rp Sin ( 0) ra=ry sin ( 0)

-

Now, the angle between % and & is obtained by computing 2 x 4 :
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2 x4 is
X 3
0 r2 - p? 1/2 r cos(8-8 )
e 0 0
4 4 . &
r. - r_sin® (8-8 ) S22 5 2
- 8-0
e ] 0 reTo Sin ( c)
- 8.9 - Si 8.9
cos ( o), sin ( o) 0

- 0-8 i 6-9
ro €os ( o) sin ( O)

X
/T 1T sinZ (0.8
Fa ro sin ( o)

2 2_.2,1/2
o rocos® (8-8 ) , 2 {rgmrg) % cos (8-8 )

2.2 .2 2.2 _. 2
/ri- 6-6 /r2- 8-8
rero Sin® ( o) re’ry sin® ( O)

+ cos (9-8 ) 5

FaTg Sin (e-eo)

e
which has magnitude

cos (9-90)

= cos<? , s

="

/4-6: ) sin? (8=9)

(1]

where <%,8> denotes angle between £ and 4

(1) The element of arc length generated by dj (one pixel) is:
Fo 89 where 80 2 g % =& W

with N equals to the number of scan points per line.
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(2) The element of length generated by the s/c ground motion during di
(one 1ine time = one second) is:

-
Yo /{-(-9)2 sin? (6-8 ) At where A4t = 1 sec.
Fo 0

(3) The area of (di) (dj) 1is therefore

2 ,/ﬁ oy 2 ‘ s
d°A = v 1-(=)* sin (9-90) At Per cos <2,4> di dj

Finally,

oA i .
d“A = Y, AtA® ro €os (8 90) di dj

A.5 Transformation From Solid Angle Coordinates to Instrument

Coordinates:

The transformation from Solid Angle Coordinates to instrument
coordinates is done via the area representation as follows:

[}
—
w

“

TA (So) - a o’

fdag (222 7
2
S B

a A

2 -0 )lx (722
Jdx G {v, r, 8t 46 cos (8-8 )}* ( 52) T

B

where d2X = di dj . Hence, AX (XO-X)
0

A a
a

o =S*p
(SO,S) Yo To At 48 cos (9~9°) 2

"
o

A-10
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designates the total relationship between the antenna pattern in instru-
ment coordinates (A) and the corresponding pattern in solid angie
space, G .

A.6 The Computation Process

We begin with the antenna pointing location io , Jo and designate
X1 R X2 as arbitrary location variables in instrument coordinates. We
desire to compute the antenna pattern for all (X
is pointing at location (i_ , jc) . Then

1° X2) when the antenna

8]

Ty (gadg) = faxg dx, Rigod, (19-Xy Jg=%p) TgXyaXy)

Elements to be computed are

-~ Py 2 -~ ~
Vo s T s At , A8 , cos (8-90) , 6O , S ,9p , S and, G(SO,S)

(a) Yo Computation

Yo is the ground velocity of the satellite subtrack which derends
upon earth rotation. It is latitude dependent but can be assumed constant
for APC coefficient c.mputations.

(b) o Computation

"o is a nominally constant radius of the LAMMR ground trace scanned
circle. It depends upon s/c distance from the earth's center, and the
earth's radius at subtract location. It also depends upon the instrument
pointing angle ¢o from Nadir,

ry ® S0 sin ¢o

where
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//z 2 2
rs/c cos ¢o - /r °r /c sin ¢ .

So * e s 0
_ - L. 2 2
Tg1s is cogputed by looking at SO = ?0 - rs{c and pep=r =S +
rs/c + 2 rs/c So cos ¢° . Here ¢° is the instrument cone angle.

(c) ot Computation

At is the time Detween adjacent line samples - nominally it is
at = 1 sec.

(d) a8 C(omputaticn

A8 is the separation in radiens between adjacent pixel samples

Gom i . KMo x 1
SN T2 (1507.- )
swath
viidth

woere N v Numbeo ¢f sowges psr swath. Nominally, N = 256 or 512 and
is denendest o The sheso:i frequsncy.

(e) 8, Computation

eo is the anylc at «hich the sweep is orthogonal to the ground
velocity vector. Nomini:lly, 60 depends on geometry and on conventions.
It also depends upon tre effects of earth rotzvions. In the absence of
earth rotation we mz, establish a geometry for which 6 =0 correspcnds
to forward looking; “.e., (00 = (G) . The effects of earth rotaticon can
be computed using the transfc:mation equation between inertial! and body
coordinates

d d
- = - wX
dt 'B dt o 3
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Hence, VB e GI - ﬁex Fs/c . The ground observed s/c velosity varies in
both magnitude and direction dependent upon latitutde: the ground velo-

city magnitude is

- . e
V=, { )
B rs/c
and the direction relative to VI is
V1)
sin 30 alvaay
B I

This computation gives

lge(Fs/:'GI) B F':~:/c (;I.ie)'

VB V1

,-VI = § (circuiar orbit), then

r
s/c

v
. Z
sin 8 =
0 Vg le,
which is latitude dependent.

(f) ® and cos (9-90) Computation

8 1is the pixel related angle asscciated with J :
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6=08_+40 (-3 .

At scene center J =<% and 6 = 6,

(g) S and » Computations

$ and P are instantaneous pointings to pixels from the s/c and
earth center, respectively. They are related through

We must compute P From our knowledge of io , jo . X1 and X2 . We
also assume initial conditions relative to the earth so that the position

p corresponds to indices i Then, the change from 1i_ to X

s Iy e
0 ) 0 1
and Jo to X2 corresponds to a rotation about the ground x coor-

dinate axis by an angle

vo At
(X,-d ) =
e 2 vo

]
O

followed by 2 rotation about the new £' axis hy angle

20 (X;-1,) = 8, .

The transformation is:

cos 51 - sin 61 0 1 0 0
p = sin Gi cus 61 0 0 cos Gj - sin Gj o
0 0 +sin §. s &,
0 1 j co ;
A-14
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Note: The order of these rotations are as specified since a reverse
order would affect 3 rotation about the x' axis which would not result
in a translation in the v direction for Gj .

It is appropriate to expand the GJ rotations for small angles
while retaining finite angle (approximations for 61 . We then note that
if

-E?-
p=To,
then
gcos Gi - COos Gj sin 61 + sin GJ sin Gil
T = 1 sin §, cos 6j cos §, - sin 6j cos Gis
+ sin 6, cos §.
0 J J
scos F - sin &, + (aj) sin 611
- l51n Gi cos 6, - (Gj) cos Gis
0 + (§. 1
(55)
So
= - i 8 § . i S.
P =P, CoOS (51) py sin ( 1.) + e, ( J) sin ( 1)
() 0 0
p.=p_ sin (6§.) +0o  cos (8,) -po_ (8.) cos (§.)
y Xq i 0 i z, i
p_ = +p (68.) +P_ .
4 yo J ZO

rurther approximations for small Gi leads to the quadratic

approximation
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52
i
po =P, ==-0 (=) -0, (8) +0 (5 6.)
X Xo Xo 2 Yo 1 z, ")
62
i

p. =P, = P §.) -» —) - P S,
y "y, X, (8) Y (=) z, ()
p, =P = o (8))
z Z, Yo &

(=]

If we are concerned in the APC process only with pixels that are five
(5) elements removed from the origin, then the relative displacement
errors will be

v At
0

r
e

5
max | Vi a8 , 5

~ [ .025 , .0058 ] .

This is a negligible fraction of a pixel displacement. Hence, a linear
approximation is compietely justified. Then

©
J
0
i
+
©
x
—~
On
-
N
"
0
——~
O
N

©
]
©
[[]
+
©
—~
O
S
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Computing ¢ from 50 given 4. and GJ permits us to compute

s/c
(h) So Computation
So =P, To/e
(1) 52 Computation
2 =35+3
(J) [30 , S] Computation
3

A

(k) G (§o , S) Computation

Suppose we have a file consisting of the antenna calibration data:
it would consist of a two-dimensional array

-~

Given S0 R S , we could construct

where

with
D = diameter of antenna aperture, and
A = wavelength of a particular frequency.
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Then, g = {(E-Eo) - (E-EO) . §0 §°} is an antenna related (negative)

pointing vector projected in a plane orthogonal to §0 . Then,

So x £ = X sin ¢o

and

-~

permits us to compute q, = qg°* X and q, = 3+ y from which the file
Tookup in the qu,q.y tables permits us to determine G (§0 ,S) .

Other useful equations are:

where

Q:id‘]‘+€51.
Also,

S - So 20 -0, .
But,

: . (S0 + ﬂxoo) S

S So

and

: . S So

S so
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> A SSS,)
Now

s2 =52+ (b )2+ 25 v (W) .
Hence,

- §0 L () - (EXEO) ) gogo

0

But,

S6= %0 " F's/c
So (B ) « 5y =+ vy (BxB) * 8

A.7 A Preliminary Model of an [deal Antenna in Instrument Coordinates

A1l of the analyses of the previous sections have been oriented
toward the derivation of an antenna pattern as seen in instrument coor-
dinates, the coordinate system in which data samples are uniformly dis-
tributed. In this context, the aperture function of the antenna as pre-
sented in k-space, if given, would permit one to compute the desired
response of the antenna in brightness temperatures in the instrument
coordinates. To accomplish this, the aperture function would be
convolved onto itself, resulting in the Fourier transform of the antenna
response function as projected in k-space. From there, the computation
to instrument coordinates is as delineated in Sections A.l through A.6.
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In this section, we consider an ideal antenna of circular aperture,
having a uniform aperture distribution up to the edge the antenna. The
antenna diameter is assumed to be four meters. We can compute the elec-
tric field response of this antenna by considering a unit-point source
emanating energy towards the antenna aperture with a pointing vector
making an angle ¢ with respect to the bore-sight direction.

- S0 (bore sight)

T unit circular symmetric
apecture with radius R

Figure A.5 Circular Aperture

For a unit source, the electric field response is:

R " . Puz
Eg = 2 [ rdr [ do &' ker,
0 0

2 ? Cdr } 48 el 'k' sin ¢ r cos 9
0 0

(20, (0
= a
=

A-20
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where

a = area of the dish = = R2
and

K=2"S‘in¢-§-

The power antenna response function is
2
2J(k).]
2 2 1

A =bE-=0b a

R [ K J
and must be normelize such that

[dana =1.
Hence,

b= 1

J, (k)
£ [ d 9(_1_?r_42
we note the mathematicai identity:
.- W .
Jn(z) = 1« [ 1% €OS ® cos (n8) dé .
0
So
R
Eg = (2)r [ vdr Jy (k rsine) .
)

Let _

k11 = k sin ¢ ,

A-21
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then

R
Eg = 2m g rdr J (k;; r)

Rk
L 11
2 f
11

=2

£de J  (¢€)
‘ 0

we also note:

z
[ty 1 (t) dt = z J_ (z) for Real v >0 .
0 V- v
Hence
z
[ td_ (t) dt = z J; (2)
0
So
Jy(Rk,,)
- T - 2 717711
11

A two-dimensional file was createu in k-space to represent this
theoretically ideal power pattern and is the input for further
transformations to instrument coordinates. It must be emphasized here
that since this antenna response function has a finite band-1limited
Fourier transform, that an exact representation of this function could be
obtained by a finite sampling in accordance with Shanon's criteria for
band-1imited signals. This sampling requirement corresponds to a
sampling of the antenna pattern with snmacing &k equal to one point
every m divided by two sampling intervals. With this coarse sampling
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requirement, the antenna function is exactly represented provided one
does a sinc function interpulation between the established values. Since
the sinc function interpolator is computationally inefficient, it was
decided to sample the antenna function over a finer interval so that lin-
ear interpolation between points would be adequate.

In one dimension, the representation of a uniformly distributed band
limited amplitude spectra with w_ =2 gives the point spread function
jok , and

interpolate with a linear interpolator, we will generate an error which

o
sinc(k) . If we sample this function at uniform intervals k

is easily viewed in the Fourier dcmain. The sampled functicn has an
amplitude spectra which is the original "box car" spectra but repeated
at uniform intervals of Aw =‘%£ . The linear interpolator convolves
with the comb function of the sampled rdata to yield a piecewise linear
approximation to sinc(k) . This convolution in the spatial domain is a
product function in the frequency domain. The linear interpolator

Fourier transform function is:

The choice of &k in the use of a linear interpolator is determined by
the maximum transfer error which may be generated. There are two compet-
ing sources of error generated by a finite &k .

* Modulation at the cutoff frequency W s 2 of the antenna

+ Modulation at the first repeated zone corresponding to

3217
w EE-WC.

This is illustrated in Figure A.6. The maximum error occurs at W = 2

and has magnitude .08 when &k = .5 . The mean RMS error can be shown to

be -ég max error = ,035 when &4k = .5 . As a function of &k, the maxi-
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. 1 2 .
mum error is Emax=§ (4k)° and the mean error is:

Enean * Eéf (8% .

For initial investigations, a mean representation error of 3-1/2% was
accepted and 4k = .5 was chosen. A mean error of less than 1% could
have been achieved if &k = .25 was chosen. However, this would have
increased the size of the required data set by a factor of 4 without mak-
ing any qualitative difference in the model and/or analysis. [n future
work, a cubic spline interpolator will be investigated. [t is believed
that the cubic spline interpolator wili significantly reduce the repre-
sentation error any may even permit larger values of &k to be chosen.

A.8 Earth Rotation Effects

There are three major effects as chown in Figure A.7, caused by the
rotation of the earth. First, the spacecraft groundtrack velocity varies
as a result of earth rotation. Near the polies, the spacecraft may be
moving in the same direction as the earth rotation, thereby causing an
effective decrease and subsequent crowding of the scan line circles. At
the equator, the earth velocity adds in a direction nearly orthogonal to
the spacecraft velocity direction, and a skew of the scan-traced circles
results thereby. Fortunately, because the scan traces are indeed circles
of constant radius on the surface of the earth, the local geometry is
affected in a minor way. In fact, the ground track trace becomes skewed
in relationship to the instrument axis pointing in the direction of the
spacecraft velocity, so that the referenced scannei angle no longer is
directed along the ground track, but forms an angle relative to it, which
varies with latitude.

Finally, vecause of this latitude-dependent rotation of the digital
grid along the scan-line circle and the potential crowding of scan lines
as a function also of latitude, the set of coefficients that must be
applied to the data may be latitude-dependent. Fortunately, all of tnese

A-25



BUSINESS +¥D TECHNOLOGICAL SYSTEMS, In.

EFFECTS

*  GROUND TRACK VELCCITY DéCREASE CAUSES CROWDING OF
THE SCAN LINES

RELATIVE GROUND TRACK DIRECTION, 90 » VARIES WITH
LATITUDE.

* LATITUDE DEPENDENT COEFFICIENTS MAY BE REQUIRED/DESIRED.

Figure A.7 EARTH ROTATION EFFECTS
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effects are taken into consideratien in the transformation from k-space
to instrument coordinates through the variable 90 and its dependence on
latitude. The maximum angle that 60 attains near the equator is approx-
imately 4°.

A.9 Undersampling

Given the geometric parameters of the LAMMR instrument and the
antenna diameter, it is possible to compute the required sampling dis-
tance in both along scan (6x) and across scan (d8y) directions. For
an ideal antenna without consideration of signal-to-noise, Table A.l is
a table of ideal sampling rates for each of the freguency/wave-length of
the LAMMR design. It is to be noted that the ideal sampling rates are
significantly higher than those rates planned for the mission. This dis-
crepancy can in part be reconciled because the real antenna is nowhere
near ideal. There are a multitude of 2ffects which significantly deteri-
crate the information content of the received signal. These are:

« Effects of antenna tapering,

« Signal-to-noise ratio,

 Blur introduced by scanner motion, and
« Finite horn dimension and placement.

Except for the effects associated with the finite dimensions and
placement of the individual channel horns, each of the aforementioned
degradations have been taken into consideration in computing sampling
rates for each of the channels that are commensurate with the signai-to-
noise anticipated of the instrument. It is to be noted that the sampling
distances computed in Table A.1 are based upcn the ability tc enhance
signals that are not dominated by noise, thereby compensating for the
sensor modulation transfer function. We must retain information up to
that critical frequency if one intends to digitaliy compensate for sensor
degradation effects. It is to be noted that even in the presence of
tapering and sensor motion and rnoise, that the planned sampling rate of

A-27
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S
= = _O.__ =
5o = 1020.4556 km 8 = 5 = 1.2761 (km)
D =400 cm
- AX
Y = S 99,98
2
2
= = .01
52
Fg = 703.726 km IDEAL NOISE_CONSIDERATIONS
with TAPER and BLUR
. . ALONG SCAN | CROSS SCAN | ALONG SCAN | CROSS SCAN
an GHz AX Ay ax Ay
.82 36.5 1.05 km 1.27 km 1.45 1.71
1.4 21.3 1.78 2.33 2.46 2.91 i
1.6 18.7 2.04 2.67 2.81 3.34
2.82 10.65 3.6 4.7 4.96 5.87 |
4.55 6.6 5.8 7.58 8.0 9.48 |
5.88 5.1 7.5 9.8 10.34 12.25 |
6.98 4.3 8.9 11.6 12.27 14.5 |
1 ?
at 512 samples ax = 3.6 km
at 256 samples 4ax = 7.2 km
a4 =7 km

Table A.1
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512 samples at the three highest frequences and 256 samples at tne four
lowest frequencies will generate undersampling conditions in the
x-direction for all but the three lowest frequencies, and the same is
true for sampling in the y-direction.

Further modeling of course, could include other degradation effects
to the point where this undersampling would be inconsequential. Nonethe-
less, it is the conclusion of this section that aliasing artifacts gener-
ated by undersampled conditions must be taken into consideration in the
design of an antenna pattern correction process, and that such effects
may significantly hinder our ability to adequately enhance the data with
centext-free matrix convolution processes. Analysis of this sort is
often utilized to justify placing a low-passed filter prior to digitiza-
tion, so as to avoid aliasing artifacts.

We do not recommend a purposeful degradation of the anmalog signal by
such a low-passed filter. The only grounds for placing such a filter in
the system is the ability to perfectly reconstruct the analog signal
coming after the filter. But, this degraded signal is not the scene. It
can be shown that a linear interpolator matched to the expected power
spectra of the original signal (but one which is not necessarily a sinc
function interpolator) will give an interpreted continuous image having a
lower least-squares residual error than the ore generated by applying the
low-passed filter to the original scene. Hence, one can conclude the
aliasing is not an evil that should be avoided at all costs, but is a
sign that alternative interpretations of the signal are possible and that
a_priori knowledge of scene content can be utilized to select the best
among all alternatives.

A.10 Antenna Pattern Correz .n Philosophy

In this section the following elements of antenna pattern correction
are presented: (Figure A.8)
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CONCEPTS:

<> USED TO DESCRIBE 4 PRIORI ENSEMBLE AVERAGE
ALTERNATIVE MEASURES OF APC PERFORMANCE

(1) LEAST SQUARES

(2),

L = <«(Tg(X) - Tg(xn?>

WHERE Tg IS THE BRIGHTNESS TEMPERATURE
ESTIMATE FROM ANTENNA TEMPERATURE MEASURE-
MENTS

MINIMUM VARIANCE

5Ty TB(§) = <TB(§)>

L

<(8Tg(X)=6Ty (%))

<TB(§)> IMPLIES AN 4 PRI0RI MODEL

(1) €eRGoDIC <Tg(X)> = LOCAL MEAN

(2) <Tg(x)> = MODELED 4 PRIORI

(3) <«Tg(x)> = STATISTICAL ENSEMBLE AVERAGE FROM
REAL DATA

CONCERNS

(1) TRUNCATION OF MATRIX

(2) TAILS OF THE POINT SPREAD FUNCTION DISTRIBUTION

(3) GIBBS PHENOMENA NEAR EDGES

(4) ALTERNATIVE STATISTICAL ASSUMPTIONS REAQUIRED

(5) PRESERVANCE OF A CONTINUUM INTERPRETIVE THEORY

Figure A.8 APC Philosophy and Concerns
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* Estimation parameters,
* Cost functions and alternative philosophies, and
* Optimization and matrix equations.

These items form the basis of all the work to follow. The incorpor-
ation of data interpretive techniques forms the basis of both context-
free and context-sensitive processing philosophies for antenna pattern
corrections.

Estimation Parameters

In the usual formulation of estimation theory, an estimate of
TB(x) , the brightness temperature, is desired. However, for LAMMR pur-
poses, a more general estimate of the brightness temperature, as seen
through the "eye" of another instrument (real estate matched TB(x)) , 1S
desired. We denote the anrtenna pattern of this other instrument as W ,
and the resulting measurement as fB . The following equation represents
this measurement:

- - 2 ] v ol !
TB(x) = [[d*x W= (X=X ) TB(x ) .
We desire an estimate of this windowed brightness temperature as a
linear combination of the antenna temperatures that were measured on the

integer grid in the X space. The following equation expresses this
relationsh.p:

At this point, we shall assume the existence of some a priori estimate of

brightness temperatures (two polarizations) over the field of view. This

assumption is made for three reasons:
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*  The usual formulation of minimum variance estimation filters gen-
erally account for biases separately,

* A priori knowledge of water brightness temperatures and/cr land
brightness temperatures can be accounted for ii this way leading
to a procedure for removing the influences of land in the near
ocean vicinity, and

* The removal of a first-order guess does not 1imit the applicabil-
ity of the results.

The following two equations represent the corresponding fluctuations in
the windowed brightness temperature and its corresponding estimate:

—~

oY)

St
"

[1a%% W (k') (Tg(X') = <Tg(x')>)

i
"

3 ; Mg (Tal) = T ()>)
;

Note that this variance approach introduces the a priori model repre-
sented by <TB(2)> .

There are alternative models that may be impled by <TB(x)> and
which stem from additional concepts and/or assumptions used in defining
the cost function. Three such models are:

*+ Use of the Ergodic hypothesis to set

<T8(x)> = Local Mean
* A priori model based upon knowledge of water and land distribu-

tions on the earth and perhaps a latitude-dependent brightness
temperature model for both land and water areas.
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+ Statistically acquired brightness temperature ensemble averages
(stored in a world brightness map) used as an a priori model.

Jther parametric approaches involving pattern recognition techniques also
exist but are not considered to be within the scope of this secticn.
Figure A.8 summarizes the APC philosophies and concerns with regard to
estimation concept fo-mulations and alternative cost functions.

Cost Functions/Alternative Philosophies

The optimum set of estimation coefficients M should minimize the
least squares error in the unmodeled fluctuations. We, therefore,
define:

2= - TF /Iy 2
x“(x) = < QTB(X) - GTB(X)) >
where x% is the variance at X and © represents an ensemble aveage
over all statistical realizations.

The cost functions introduced by Backus iand Gilbert? do not involve
ensemble averages; they recognize that fB(i) corresponds to a specific
point spread function associated with the particular linear combination
of the antenna point spread functions which generate TA(i) . In partic-
ular:

Ta(%) = [fa" (Mg A (3-x')] Tp(x')
1

giving the expression in brackets, [], as the actual point spread func-
tion, Their cost function is:

2Backus, G. and F. Gilbert, “"Uniqueness in the inversion of inaccurate
gross earth data", Phil. Trans. Roy. Soc. London, Vol. A266, pp. 123-192,

1970. A-33
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Q= IR ([ 5A; (T-R') - Fp(x-i) 1 od(Rex)
1

where F is a desired point spread function centered at x and J2 is
an associated "penalty function".

x% can be related to Qx by expressing it as:

x2(x) = [[f[d*% d%%""

<6TB(2') STB(R")> .

By assuming <6TB(E') GTB(R")> = s2 §(x'-X'"') we obtain the equation
for Qx with a constant penalty function. A penalty function Ji(i-i')
can be introduced by defining “penalized" "J-windowed" brightness
variables GVB and 663 such that if

X (%) = <(6Vy-675)%
is defined, then one obtains an expression similar to Qx .
X*(x) = [[ffa*R %" 95 (%K') Og(R-X")
{ZM}’1A1(1-XI) - N;(X‘x')}

(T-%'") - We(R-X'")} <6Tg(x") 6Tg(x'')> .
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This equation generalizes the Backus-Gilbert method so as to intro-
duce a priori brightness temperature fluctuation statistics into Lhe cost
function and vice versa, introduce "penalty" functions into the ensemble
average statistical approach.

The introduction of a penalty function is important if one wishes to
penalize point spread functions having a long "tail" of side lobes. In
the analysis to follow, we assume no penalty function but recognize the
tool as another element of APC philosophy that may be relevant near
land/water boundaries.

QOptimization and Matrix Egquations

Taking a functional variation of x2 with respect to the estimation
coefficients M; o0 leads to the following system of normal equations:
]

2 -
Z M- 7 (27’7||+ 9 Gﬁ?ll) = . I

where
Li g0 = [1d*% d*%** A; (3-x') T (X') 8Tg (X' ')> Aquu (F11-x"")
and

o [ d®Re W (ReR') <6T

s B

! P 1 S
If we now assume that the brightness temperature fluctuations are
spatially independent, then these equations can be simplified by utiliz-
ing this statistical independence as:

T (x') 8Ty (x'')> = s2 §(x'-x'") .
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The resulting expressions for I and T are given as follows:

Lgogo = S LA A(TRY) Mg (TR

r

g % [fdR* Mo (X-K') Ag, (T X")

Here the I matrix represents the auto-correlation function of the
"evolving" antenna pattern in x space; it is an overlap of the antenna
patterns centered at i and 1i'' respectively. T , on the other hand,
represents the antenna pattern as blurred by the window functicn W . It
is clear that these integrals can be computed given the analytic forms of
A and W . If we further decide to select any finite set of sub-grid
points, x , and truncate the grids f,{" , then the normal equation
becomes a finite matrix equation which is easily inverted as shown below:

It is also noted that this solution minimizes Q for =1 as
previously demonstrated.

A.11 Detailed Approaches to Four Context-sensitive Processes

« lLatitude Dependent Model

Given world surface map of land flags, ice flags, water flags, etc.,
a_priori brightness temperatures will be assumed for each category which
has both latitude, ¢ , and seasonal , t , dependency. For category
(i), we might assume:

. . [ ,

TB(1) = A(1) + B‘i) cos ¢ + C(1) sin (at+3) .

values of A, B, C ,a and 8 can be determined statistically using

SMMR data. Other terms could be included in both latitude and seasonal

dependency if the SMMR data can support their need. This brightness

temperature model would be used to compute a priori antenna tempera-
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tures over some fine grid of points which would be stored for each orbit
in a geographically-referenced world data base for access in real time
operations. Actually, only §ensitivity coefficients LA to the model
brightness temperatures TB(l)
temperature at each point can be computed as «T

need be stored since the modeled antenna

> = Z Yi T (1) over the

A B

set of earth feature flag types (i) . !

* Parametric Land/Water Model

In this parametric model, the values of TB(j) are inferred from
the actual antenna measurements over some local array. The world surface
map is used as above to compute sensitivity coefficients 7(1) for each
point in the local array (a priori). Then, we compare the computation

estimate <TA> = Z Y; TB(1 to the actual array of antenna temperature
i
measurements. The cost function is:

2
l)im (T4 (2.m) - <T, (2,m)>]

(i)y2
= R.E,m [TA ("'9m) - 2 Y-i("»m) TB ! ]

Taking a variation of this cost with respect to TB(1) leads to the
normal equations

A T(‘)aai.

i'i 'B
for each category (i) 1in the region. Here

Bi' = lzm TA (l,m) Y.ia (l,m)

and
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and Téi) is computed as

P

[TB()SA 1|B| .

Note that typically, the set {i} will consist of one species; occasion-
ally near water/land boundaries it will consist of two species and that
rarely cdoes it consist of more than two cpecies; e.g., land, water, and
ice. An alternative process for estimating <TB(1)> is to apply a
tracking filter and apply the above algorithm only over regions of a
single species and over which the coefficients are constant.

* Bi-modal Model

In the bi-modal model, two species of unknown origin are assumed
(TB(I) and TB(Z)) . An antenna temperature threshold value are chosen
to classify each point in the array as belonging to class 1 (TB(I)) or
to class 2 (TB(Z)) . Bi-linear interpolation is used as & transition
model between the two fields so that the modeled antenna temperature at
each point can be computed . The choice of brightness temperatures
TB(l) and TB(Z) as well as the threshold temperature Th are chosen
to minimize the variance in the antenna temperatures from the model
antenna temperatures. The antenna temperature can be expressed as:

TA(1 aJ) = !,}Em Z Akn B

such that

(i+2, j+m) € {S,} and (i+k,j+n)els

) )|
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where
Alm is the effective antenna profile

Sl’ S2 are the selected pixels classified in states 1 and 2,
respectively.

Sets S1 and 32 are chosen to minimize

I (T (1,0) - Ty (1.0))
1,

* NWorld Brightness Map

A world brightness map consists of mean brightness temperatures over
the surface of the earth, possibly segmented by month. This data can be
used as an a priori model of brightness temperatures to derive the asso-
ciated antenna temperature needed in a context-sensitive APC process.

In each of the above models, an estimate is made of the antenna tem-
perature <TA> which is subtracted from the observed field.

GTA = TA - <TA> .

The fluctuations GTA in antenna temreratures are then corrected for the
antenna spatial degradation in concert with a minimum variance and trun-
cated matrix correction process whose coefficients are the same as those
derived in context-free APC processes. The resulting APC produces an
estimate of the brightness temperature variation GTB from the a priori
model and so one can then construct the brightness tempnrature estimate

TB = (TB> + GTB .
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A.12 Matrix Truncation Approach

The system of linear equations thet must be solved for deriving the
antenna correction coefficient to be applied at a specific scan angle
location is given by:

~

DM Qi+ 0 83" = Ty g
:

where the prime on ! indicates a truncation over some array centered
around X . There are two assumption that are imposed in the
computations that were done. The assumptions are:

(a) <6Tg(R) 6Ty(X')> = 8% 8(3-x')

B
(b) W (ReR') = 8(R-X')

They result in:

with soluti~n

; = ; (E+62?)-1

It is appropriate at this time to discuss the two assumptions for
this matrix truncation approach. In assumption (a), some a priori esti-
mate is needed fur the two-point correlation function in the expected
deviations of brightness temperature from some a priori model. In a
context-free case, the a_priori model may be chosen as the local bright-
ness temperature mean over the truncated array, while in a context-
sensitive process, a priori models may be chosen
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as diczussed in the previous section. Nonetheless, a reasonable choice
of two-point fluctuation statistics must be assumed. In the work which
has been done, it is assumed that the fluctuations in brightness
temperatures from the a priori model is totally uncorrelated from one
point to the next, and has fluctuation signal power given by s,

In addition to these assumptions, some a priori windowed function,
W, must be chosen. Under tre philosophy of real estate matching, W can
be chosen to be any point spread function for which a smoothed brightness
temperature is dasired to be estimated. In the context of the LAMMR
Algorithm Freeze Report, it is desirable to chocse the point spread func-
tion associated with one of the lower frequency channels as the window
function for W . In the work done in this report we have cnosen not to
fellow this route in order to emphasize an alternative philosophy for
brightness temperature ec<timates, which corresponds to brightness temper-
ature point estimates. For this reason, assumption (b) selects for the
§ function for W so that the resulting computation leads to the best
least squares estimate of brightness temperatures at the point desianated
by x. It is to be noted that a broad window function for W will, of
course, lead to much smoother estimates. However, it is our contenticn
that the process of data smoothing should be applied after the non-linear
geophysical parameters are extracted so as to avoid biases which would
otherwise be incurred.

Finally, the matrix equation above which has been truncated, will
lead to a solution for which the sum of the antenna pattern correction
coefficients may not sum to unity. This defect results from the lack of
applying the appropriate constraints in the matrix equation. The con-
straint, however, is easily imposed by tie following argument.

The derived matrix of coefficients are to be applied to antenna
temperature fluctuations. Hence

6TB = M x GTA .
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Thus,

TB = (T8> + M x (TA - (TA>)

= Mx TA + (TB) - Mx (TA> .

> = (T,> and writing «(T,> = l»II x TA where I is a

By selecting (TB A A N
matrix of one's over the truncated array and N is the number of points

in the array, then

_ 1
TB-MxTA+ F(l';jMij) I =T,

from which it is seen that the derived matrix coefficients should be
modified so that the mean sum defect %-(1- ;j Mij) is uniformly added

to each coefficient.

A.13 Fourier Approach With Alia.ing Consideration

As previously indicated, it is erroneous to apply Fourier theory to
this problem because the antenna pattern rotates in instrument coordi-
nates as the line is scanned. Hence, there is no way to represent the
antenna measurements as a strict convolution with the brightness tempera-
tures. However, we make use of the fact that the antenna pattern is
highly localized, and foice a convolution-1ike expression as a conse-
queice of these assumptions. The assumptions that must be made are:

* Ignore rotation dependence of the antenna pattern locally

* Ignore minor scale changes as a function of location

* Use a local antenna pattern and its corresponding Fourier trans-
form in instrument coordinates.

With these three assumptions it is possible to convert the matrix equa-
tion to a convolution form as designated below, and to apply the Fourier
transform results which convert convolutions in the spatial domain to
product functions in the Fourier d- °°
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Bgasic Equations:

Fourier Transform gives:

2
0= [-¥ (v (AR)A(H) + (9% x;} - Ww)A(w)}

(2x) "
where e is the 'box car' function with cut-off at the Nygquist fre-
quency, and

M; is periodic:
Mwon2 = M5

Now, normally, each of the frequency components of the Fourier integral
are independent. This frequency independence would normally be used to
generate the system of equations whereby the integrand of the above
expression vanishes for all frequencies. This would lead to the usual
Weiner filter which optimizes the enhancement in the presence of noise.
However, such is not the case in the above equations when the digitiza-
tion rate is less than two points per wavelength of the maximum frequency
responded to by the antenna. In such an undersampling situation, the
fourier integrals must be summed cover all Nyquist zones so as to provide
a set of independent frequencies so that the integrand can be set to
zero. When this is done, and the resulting equation solved for the
Fourier transform of the ant2nna pattern correction coefficient, My ,
we get the following solution which incorporates the phenomena of alias-

ing.
Su(we2n ) A*(w+2nl)
M - z
VoD (A(wean)A* (we2nE ) (2)
1
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If W=1, numerator is § A*(w+2zg) .

)
2

It is extremely important to note that the dominating terms in the denom-
inator of the solution with aliasing at higher frequencies might never be
the signal-to-noise ratio if the antenna response at the Nyquist fre-
quency dominates the anticipated noise. A computation of the solution
with aliasing is in general agreement with the power spectra obtained by
the matrix truncation approach when the digitization rate is less than
that required by the sampling theorem. In general, the solution with
aliasing begs for slight over-enhancement over what would be anticipated
for a Weiner filter where aliasing is not an issue. These results are
new and are not, to the best of our knowledge, published in the open 1it-
erature.

A.14 Some Antenna Pattern Correction Coefficients

Figure A.9 shows sets of coefficients that have been derived by
means of the matrix truncation approach delineating in previous sec-
tions. It is to be noted that the optimum set of coefficients drops off
relatively rapidly with increasing distance from the center pixel.
Although simulated results have not yet performed on images having the
characteristics anticipated for LAMMR, nonetheless it is anticipated that
not too much improvement in the image quality will be seen by extending
the set of matrices to larger arrays. In fact, frequency response curves
for these antenna patterns have been computed, as shown in Figure A.10 (a
case where aliasing dominates over noise), and those response curves are
not significantly different. One might infer that the 3x3 frequency
enhancement matrix adequately compensates for the loss of antenna
response and that further enhancements with larger arrays may not be com-
putationally worthwhile.
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I x3
0.066 -.713 0.066
-.440 i -.
3.046 440 Sty = 10
0.070 -.726 0.070 1j
S x5
-.005 0.001 0.211 0.001 .005
-.044 0.051 -.921 0.051 .044
0.087 -.479 3.198 -.479 .087
-.083 0.060 -.94] 0.060 .042
-.005 -.008 0.225 -.008 .00
7 x7
0.001 0.010 -.042 -.104 -.042 0.010 0.001 |
-.006 -.003 0.040 0.298 0.040 -.003 -.006
0.008 | -.034 | 0.040 | -.966 | 0.040 | -.03 | 0.008 |
-.020 0.095 -.459 3.252 -.459 0.095 -.020
0.009 -.034 0.052 -.989 0.052 -.034 0.009
-0.006 | -.002 0.022 0.316 0.022 -.002 -.006 5
0.000 0.008 -.030 -.110 -.030 0.008 0.000 ?
|

Figure A.9 Derived Sets of Coefficients
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Figure A.10 Frequency Response of Antenna Patterns Corrected
by Different Matrix Sizes
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A.15 Various Error Measures

The following are various measures useful to the evaluation of
alternative antenna pattern correction approaches:

Noise amplification - it is well understood that any attempt to
enhance higher spatial frequencies will also amplify noise. It
is important that one does not amplify those frequencies for
which noise dominates the signal. Weiner filtering expresses
this intuitition very nicely in providing a demoninator contain-
ing the noise power to signal power ratio. In the context of a
band limited response, the noise amplification factor is given
by:

- 2
Noise power amplification (x) = T M35
i

Model dependent error measures - if a context-free antenna pat-
tern correction process is applied, then that process will be
formulated in the context of a nominal geometric model. In prac-
tice, the spacecraft will not be in the nominal attitude nci- will
it be at the nominal altitude. Both attitude and altitude varia-
tions will cause a change to occur in the relationship between
the antenna pattern in spherical coordinates and the instrument
coordinates of the digital data. The previously derived equation
gives the explicit geometric dependence of the antenna tempera-
ture measurement in relationship to the antenna pattern, A .
Therefore, variations in V with respect to attitude and alti-
tude can be explicitly evaluated and an error expression resul t-
ing from such geometric variations can be computed. The sensi-
tivity of the antenna pattern correction process to variations in
geometry has been studied and we have concluded that the effects
are negligible for APC.
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Philosophy dependent error variations - alternative cost func-
tions measuring the differences between what can be accomplished
with an antenna pattern correction process in comparison to the
desired point spread function (with or without penalty function)
have been proposed. The cost function, Q , is a general error
measure provided that the point spread function, F , and the pen-
alty function, g2 , are normalized as:

]
—

[dx Fal(%-X")

Jd'%r a5 (x-%")

"
—

Of particular interest in the philosophy dependent error varia-
tions are changes that may occur in Q as a result of differing
philosophyies such as different choices of F and different
choices of a penalty function. Also of interest are the varia-
tions in Q when F 1is chosen to be the effective point spread

- function of another radiometer channel. Unfortunately, time did

not permit us to evaluate alternative philosophies objectively.

Matrix truncation errors - the affects of matrix truncation on
the error generated in matching the desired point spread function
can easily be determined from the expressions previously

derived. In general, a simple truncation of coefficients is
inadequate because the sum over all of the coefficients should
add up to one in order to preserve the appropriate response at
low frequencies. Therefore, it is necessary to redistribute the
truncated amplitudes to interior elements of the sum and it is
possible to do this in several ways:

- add it to the center element

- distribute it proportionately to the coefficients
- distribute the differences uniformly over all of the elements.
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As would be expected, different optimization philosophies can
lead to any of the above. Within our work plan we have concluded
that the third option above is appropriate for the statistical
assumptions made in the derivation.

* Uncorrectable errors - it is virtually impossible to correct com-
pletely for the blur introduced by the antenna pattern. 1In the
context-free situation, nothing can be done about frequencies
that lie above the effective cut-off frequency of the sensor.
This is important to understand because the sharp water/land
interface is a discontinuity containing many high frequencies.
The BTS proposed measures of these errors incorporate aliasing
phenomena.

+ Context-sensitive improvements - Section A,11 and 3.1 contains
our presentation of the incorporation of a priori knowledge in
brightness temperature estimates. In a context-free scheme of
antenna pattern corrections, nothing can be done about spatial
frequencies that are higher than the antenna cut-off frequency.
In a context-sensitive antenna pattern correction process, the
a. ‘a which has been gathered by the antenna is analyzed and
interpreted in the context of our a priori knowledge of scene
variations. BTS envisions a context-sensitive processing scheme
in wnich the high frequency content of brightness temperatures
are inferred from the measurements and our knowledge of the real
world. The improvement in brightness temperatures which can
result from a context-sensitive process must be determined
through simulation; this work requires simulation and has not yet
been completed.
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Appendix B

FORTRAN program listings of the APC demonstration software



ORIGINAL PAGE IS

OF POOR QUALITY
SUBKOUTINT LENS(RADILS)

c
Cl‘#*#44###‘#‘**‘*‘##4#“0#”ﬂ#"“!"‘i“t"#1‘1"““*#0““*‘*‘!
c - - PR - -—

c TO SENETATE A €4 X 64 AIRY OISk, WhICH CCRRESFCNCS TC Thkce

C 3QUARE OF ThE FIRST-0RDER BESSEL FULNCTICN CIVIDED 8v ITS

C ARGUMENT . .

¢ USING THE CONCEPTS OF LINEARITY, THIS IS THE INPULSE Cik PCINT
C--SPREAC FUACTION UF AN .INCCHEREN1.SYSTEM CLE TO A CIRCULAR

C APERTURC WwITH A 0—1 REAL FUNCTICN HAVING I IN THE AREA CF THE

T APERTURE AND 0 ELSEWFERE.

€ T -PRIMTOUT CISPLAY-CONTAING THE MAIN LEBE CALY. - -
c AIRY OISK IS STORED AT AIRYeCATA CN CISKXX USING UNIT# 12

.

CEEREBRRRA KRR AL BRERERFER XSS IRA3B 3243142422 PBEBERER EXREE R EREES
c

OIMENSION AIRY(£4.€4)e.A(CA)

(g}

GRID = RADILZI/ZZ .
—— .y = -R—‘Divs S e cewl e e e o en oo e e e mee——— s = e e e e e
SUm = V.0
. . REAL = L.0/(GRID#GRID) o
C
20 L0 J=1.€4
U = U+GR 1D Ce e e © e s
v = RACIUS
DO 10 I=1.,€4
T g e QR e — e s e s e e e e e e e ———— e = e o e —
R = SURT(USU+V3IY)
IF(R.LE.2.0) GG T0 33 S
ANGLE = R = 2633€1SE + 0e124SS643./R '+ 0,000056%29 ¢/ (R *x)
+ = QeCCEI7S5%27./(R*RIR) + 04000743881 o/ (REREFER)
L EL = _007STEEL ¢+ ColOCCCA7/R ¢ QaQ01885$733,/(R*R) - -
+ F CeO00171%227/(R*RIR) ~ (e0C2495#81 ¢/ (RERSRER)
8C = FL * COS(ANGLE)/(R*%1,5)
AiRY¥ Civd) - ECHIC 44— - _— e eeme o moh e e
SUM = 3SUM + AIRY(I,.,J)
GC TO 10

Cr o T e

i ——— e = s e g am— - -

33 BC = Ce5 = CaS€2450%R3R/9e + CeZlCS3EFRS#RRA/B] .
e ¥ .® 0a039543¥IRIRIEEAIE,72Sa ¢ 0.006433% (R*48)/ 6564 a_
AIRY(IsJ) = BC*8C#a.
SUM = SUM + AIRY(I.J)
O TCeNTiNuE — i

WRITE(E,24) SUM L _ o
TTTTT SCALE = REAL/SLAT T T T —
[QSUM = 0.0
i .——-D0O 22 U= .E4 . . L Ll
00 23 I=1,64
AIRY(1sJ) = AIRY(1,J) =
— RS- R SUM—— AR Y ) G — - e - - - ——
23 CONT INUE
22 CONT IinLE
TTTTT O ARITECE, L71) T T T T - Tt T -
171 FORMAT(' PRINT PCINT SPREAD FUNCTICN 7 (NC=0)')
- _REAV(£,172) . IPRINT..
cl72 FORMAT(I)

e e R FPRINTEG w0 > G FO—dd - - i cce i e

c
WRITE(€s24) RSLA 7
""24 FCRMAT(" SUM OF ATIRY = ' FSeZo/7) ST
DO 12 J=25.3%
Cee. D01 _1=2843§ . _
ACI) = ARY(1,J)
13 CUNTINLE
e NRIFEA6vA T A CF I BREGBG b s e —s - e e =L
173 FCRMAT(1E(1XsF4e2),/7/)
12 CONTINUE
L e
WRITE(€,174)
116 _FORAAT(/ 27D . .-
¢

c
- DO -F8C Sy — o - - —e S,
WRITE(12481) (AIRY(I,J)sl=1,€4)

—— e e e ————. B-2 e m e e e e 4 e o S




[o—

. OIMENS ION ALIRY(20,272)

ORIGINAL PAGE 'S
OF POOR QUALITY

——

81  FORMAT(€aE12.¢,
180 CONTINGE =~ 2°

. —_———
RETURN

-& TE3T_PRGGRAM_FOR SUEROUTINE LENS
C

WRITE(€, 1)
1 FOFMAT(' ENTER RACIUS CF AfRY DISK?)
T REATTE, 29 -RAC tea
2 FORMAT(Fa.1)

e .- -

CALL LEMSCRADYUS) ~ "——-=- - o= .

-~ - &SI0P. . _ el e
END

. —_——
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ORIGINAL PR

OF POOR QUALITY
C MAIN PRGGFAM 1 ANTENA ot

oo

SPACING 1§ 7/4 KILCMETER. FROCRALK TEESTLS SRCULC BE

Wil 85 STORCO CN DISKXX BY I/0 (NIT 1

TQO THE PJINTING DIRECTIUN.

NAOCOONOOON

CLMMON AIRY(€4sa4), ANT(EA,64)
DIMENSION A(é£4)

[
e FIXZ (e - - e e e e e emiammeee - -
FJy=0e.
NOSP 3=2cE6
— e GR eI T e T e T TTT T T mememn e e
SUM = Qe0
oo REAL = 1.0/(GRID®*GRID)  ____ _ . ,
C

Wk ITE(€» 30)

.30 . EORMAT(/.' _ENTER FREQUENCY.. (GHZ) ') - - ..
REAC(S.31) GF

31 FCRMAT(FE€.

— - —

0Q 2e8aq J €4
(

REAJI( 1z

()]
| e
-~ e

IRY(Isd) o 1=1,68)_

IN CROCR TO GENERATE T ILEAL ANTENA PATTEFN AIR(%4,64).
JATA 1S5 STORED CN DISKXX BY I/C ULNIT # 12, THE FESULTING ANT.DATA
te

A ANTLCATA IS 1IN INSTRU=-
MENT COORCINATES, akILE AIRYSDATA IS .IN .G SFACEs A FLANE URTHUGONAL

CESEREARFEIREIRFEFAIFS PRSI ITRFLABIRLAAALIEILRAFSIBREIT XSRS I IR KBS REBESN

TO 3ENERATE A FILE ANT.OATA CF €4x64 ELENENTS COMNTAININGL ANTENNA

CCVALUES ININSTRUMENT CCORTIRATE &5 “THAT—{ S THE X 'SPACE. ~ THE GRID

IXEQTED FIRST

T 280 TTCONTINCET T T T T - U T

H Fly=—8.,

RSN | o W € A - WV
FIYysFIY+GR 1D
FIx=8.

AIRY o

baa e o L e a o R ot st s et s el ea g oty sl oSl e g at cn e 2 Aok S halll el o uiy

© e e a—— - — ——

08—t i€ : e e - —

FIX=FI»GRID

C
T CALL " TXFORMUFIN s FIY FINFIVsCXoQY sGHZ oRCEFSLCTNST)
CALL INT3IP(QXsQY AXeAY BXBY ,CXCY)
e CALL_ INTILN(QX.QY AXIAY B X.8Y CX LY LVALLEDL

ANT(IsJ) = VALLE » CONST

FUVE 1S S U ¢
- A RARBE R

11 CONT INUE

c

T TTIOT T CONTINGE T T T B Tt T s o

C
- -— MWRITE(£4.24)..SUM___ _ _ . .
SCALE = REAL/SLM
RSUM = 0.0

e e DO 22—y € 4 . - - ———— e —

00 22 I=1,64
ANT(IsJ) = ANT(I,J) ® SCALE L
S T RSUMTE WSUM 4 ANT(TGUT —~ — T
23 CONTINUE
_ .22 __CONTINLE_______
WRITE(E, 111)
111 FORMAT{' PRINT ANTENNA PATTERN 7 (NC=1) 2°')
e READH- Sy + 12— IPFENF———— - — )

112 FORMAT(I1)
IF(IPRINT.EQ.1) GO 7O 113

P .
-

WRITE(€,24) RSLM
_ 24 _EORMAT(' _SUM _OF ANT = ', FSa2,//1

DO 12 J=25.39%
COo 13 I=1.,€4

e MR e ANTAE b e o o m—— e e o

13 CONTINLE
WRITE(E,172) (A(I1).1=2%,235)
T3 FCRMATUISTFS4), /77 77~
12 CONTINUE
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113 V0 l&C J=1.,64
-- —ARITE(L1481) (ANT(Isd)el=lebA) . —— —————— -
81 FURMATIOAELZ «&)

I8MARSBL 113622 = VOL=SCRO00s DSA=YCKJE«FCLANDLFCRT

180 CONT INLE
c _ —_— . . - -
WRITE\ €,200)
200 FORMAT(/.? THE Y—AXIS 11} _
e WRITFE V20—t AN HE ST e 32T Ee ) — . — -
201 FURMAT(LOFBe4)
WRITE(€,202) _ . o
IO Z FRRSAT L 'V TFETXEANTS 1)
ARITE(Es 201) (ANT(I.32),1232,.64)
e —
STOP
END
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REAR’ = £€371.0
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DTHETA = (P1/1ECe)*15Co/FLOATINCEFS)
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ALTITL = 700.0
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RSC(1) = 0.

—REC O - - : - -
RSC(32) = —ALTITU~REARTH
AESRSC = SQRT(RSC(1)*REC(1)I+RSC(2)*RSC(2I+RSC(I) *RSC(3))
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-
C<<K<<KLK<KK<KKK TRANSFORMATION D32323232>2>>32
C
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C
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(o} - e e e
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_C —_— - _ . _
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ABSSO = SQRT(SO(1)*SO(1)+SC(Z)*SC(2I+SC(3)*SC(3))
c
US{l) = S(1),AESS
T gSU2)TETS(2)/ABEESTT— - T — — 0 T - - - o
US(3) = S(3Z)/AESS
c — e e
USQ(1l) = SO(1)s,A85¢50
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Ls0(eg)
—_—— LSl z)
C

SO(zg)saB3EC
-SQ(3dsaBESC . .. —

WAVEL = C/F
kg 8 ] #R AN N A ———————— - — - - —

c
VKEL) = FR3LS(

C o o
VKO(1) = FK#LSO{1)
VKO{2) = FK®LE0(2Z)
—— B0 )R S E - f—

C
ODUM(1l) = VK{(1)-VvKO(1)
T TTTOUMTE Y =T VK (e J=-VKO(2) o " 7 /0
DUM(Z) = VK(3)-VvKO(3)
-— . SODATK = USOCLIeUM(L)+LSA(2)90OLM(2) $LSC(32*QUNMC3) . _

“

Q{1) = DUM(1)=SO0CTK*L SO( l)
- ————a2 )~ - GUM B S8BT S S0 )
c GQ(z) = DU‘(-)“OCOTK#L‘C(J)

T TTSNAKE(TY ="T=RSCUTIJ/7ABSRSC =T - T, T/ T T T
SNAKE(Z) = —RSC(2)/A3EREC
- —SNAKE () = =RSCLIIZABS

ANGLE = SIN(PHIO)

"" e

Q.L-’.J *)(A.LL)_L.CLLLJ_*I x(

~
»

3 FLY}
M R S

L S N R R E S iR oh ais et =N S
c QY = QU1)®YY(1)+Q(ZI*YY(2)+Q(2) *YV(3)
T Sm—RD = ABSSO¥SIN(PFIOF — - = - —
CONST = VIRACK & RC & DTIME % DTFETA & CCS(THETA-THCTAC) 3
(

CS(TH

¥ (USLLIALP( LI PLES(2)SUR(2)+US(I)PUF(3I) D/ (- PESS*ABSS) _ -
® FK & SQRT(FK®FK-VK(1)3$WK(1)=-vK(2)3VK(2))

o

—— —— REJURN
END

+

—
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e SUERE U T FNE —ENF-2P QX @A A Y vERBY rC s CF) —_— —
E##‘_&_t:_‘*‘#t”“_*_#_{*_#_t:-_t:##‘#“#t‘i‘_ﬂ_{g_‘t#“-‘#t*‘*‘tt##‘#'t“tt-ﬁ“lt‘
15
C TO LOCATE 3 NEAREST PCINTS TC (Cx,QY) IN THE G SFACE. TFre PUINTS
%2 _ARE ON TEE 05 SPACING GRIJ. __IFESE 3 FCINIS wilLL BE USED TO .. _
C GENERATE & PLANE FCR INTEFFOLATING THE VALUE AT (CX »CY)e
Gl WXy QW) FNPUT POENT §— e mmme e e - ———- —— - -
C A+BsC  THREE NEAREST POINTS
C
CEtR 3R RREBRIRER ERFIBS B R23PABRFIRA63 41 T33 44003238 F2k 00505 kkEnERERS
c ‘
¢ . DIMENSION PX(alePY(4)awHICHC4 _ . . .. . ..
IQX = CX + SIGN(CeS,aX)
- — RO R AT G - —
S = ax - Fax
QX1 = FQX + SIGN(CeS,5)
TUXZTETF@X T T - T T s
c

—— QY. = QY _+ SIGN(C.S.QY) = ___ __ Ll e —
FQY = FLOAT(IQY)
S = QY - FQY

——— e B QY4 ——£ § EN oS - -
QY2 = FQY

TTTTPXtTI=GXY " T — T T e Tt T
PY(1l)=qQY1
- oL PX(E)=aX L _—
PY(2)=QY2
PX(3)=Qx2
—— R =g ——— —
PX(4)=QXx2
PY(4)=QY2
e RS
00 10 I=1,4
e WEICH(I) =_ABS(PX{I11=QX)+ABS(PY(I)=QY) . _. _ _ ___ _ . e -
Clo CONT INUE
———i -G O -—
00 11 I=1l.4
IF(whICH(I)oLE8IG) GC TC 11
T T UBIGWHRTCHOTY T -
MAX=T
_E.lL_.C:NILNLE__V_"_d_*__,____“__w__‘ —. e 2

I—
——————+F++1e6vnﬁ*)—*- —— -—
AXaPX( 1)
AY=PY(I)
TIETHI
IF(leCQeMAX) I=I+1
e o Bx=PX(1 — e e e
sY=PY(I)
I=1I+1
— —— R EG e MAK ) —F ) ——— e ———
CX=P X(1)
CYy=PY(I)

E e m e et e e e —

RETURN

END . o e e v imm e o e e e

c




he LI ARSI

V} !'Uv’af i JHLIfY

TUTUSUERUUTINE INTLN(AX QY sAX 4AY 383X EY sCX oCY s VALUE)
CESEREREFE A ST RREEBXSEP R XIS IR A AR LA LA IN SRR FRB AL RR TSR LS SR REERE XX S S S
C

C GIVEN 2 POINTSE Ao B+ &€ Co» LOCATED CLCSE TC Q» ANC GIVEN F(A), F(B
L —F € ) r—— THEISSUBROLET-INE—INTERP CEAIES F (@) ~INEARLY o — —V¥MU = F(QJ o
C F(A)y =(B)y AND FI(C) ARE CBTAINED FRCM AIRY(XsY)e

C
Corubk ¥ 24 RAFE LR EX AR XX RIBFIB A 643811V LB 4 BB ERBRXSX S X IR XX SRR XSS S S
C
. - . CCMMON AIRY{E44£4A) .. _ ..
DIMENSION AC3)sE8(2)eCU3)+AB(3) 4AC(3) JAEXAC(3)
c

————— N A= INTF A TS S s A ) O St . ) ——— s e = e
INDY=INT(ASS(—15.5AY)/QsE+1.0)
A(L)=AX . e e o ) B
A(2)=AY " —° " ’
A(Z)=AIRY(INCXsINDY)

c .- e e —— e —— e
INDX—INT(AB‘(-!S.S-BX)10.54-1 .0)
INODY=INT (ASS(=1£.5BY)/0.8+140)

—_——atil)mEtN— — e — e e e e—— e —— — e s e s — e I

B(2)=8Y

c — 8(3)=AIRY(INOX,INOY) . B o
INDX'INT(ABS(‘L‘..S—CX)IO «E+1s0)
JINQY=INT (ABS(=18.5-CY sS4+l e). . ..
C(1)=CXx
c(2)=CY

— e = €4 Z P AT IND e H O Y -_ - cm Tt o

-
~-

AB(1)=A(1)=-8(1) ~ . S
“T - AB(ZVEA(ZF-BCZY T T T o s '
AE (3)=A(3)-8(2)

VALJE = (- AEXAC(1)‘(QX—AX)-AEX‘C(Z)‘(CY'-AY))/AEX AC(3) + A(3)
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C TEST PRGGRAM FOR CCNVOL AND SIGAMA AMND \JANNA AND CLCEF ANC PSF
__e - - comema — - —-— em———— . = =ma
COMMUGN ANT(EA,€4) ,EMATIX(4S9:49) +GMATIX(4S) +PSF (04 ,64)
DIMENSION A(49) +FRLANT(GA 468 ) F INANT (€4 ,€64) , B

C<<<<<<<<<< READ ANTENNA °ATTEnN FFCM I/C 2 L1 225055053>>55>

[ CR— . - ——————
T 00 280 J=1,c4
REAC(11,81) (ANT(14J)01=1.64)
- — S —FE AT (EIETZvE —
280 CONT INLE

Cc 3 :
C<<C <K<K ENTER APC PARAMETERS 52223233253

o WRITE(ELlA). o i e o
10 FURMAT(' ENTER SIZE (7. S. OF 2) :')
READ(E,11) ISIZE
- —tt -~ FORMAF I — — - s s s e e e
WRITE(&,20) )

20 FORMAT(' ENTER SQUARE CF THE N/ RATIC (F6.4)
~" T 'READ(S.21T SNTSR~
21 FORMAT(F6e4)

CWRITE(E.2L) ___ . _ .. e — e
31 FCRMAT(' PRINT MATRICES ? (NC=1) ¢ *)

- READ(S,23) IPRINT e

—FaRMATEE L
MSILE = XSrIZE‘ISIZE
"ETGMA ANC GAMMA MATRICES J322>>500>>°

C
T CKRLIRCLLLLK COMPUTE

c
.. . CALL SIGMA(ISIZE) e -
c
IF(IPRINT.EQ.1) GO TO =0
W RITE et S -- ————— e —

CO 12 J=1.MSIZE
CO 13 I=1.MSI1ZE
T T ACITEEMATIXCTS )
13 CONTINLE

—— et ettt

lRI‘TE(Co 14) (A(I).I= loNSIZE)
(1XeFEed) ot

- 12 CONT INLE
18 FORMAT(//7)

<
Se CALL GAMMA(ISIZE)

c
"‘ IFCIPRINT.EQ 1T GU YO ‘€1
O 23 I=1l.MSIZE
— ALY = GMATIX{I) —_ ; —_ -

23 CONT INLE
WRITE(€e14) (A(I)oI=1,MEIZE)

G
g<<<<(<<<<<<< SOLVE LINEAR ECGLATICNM FCR ARPC CCEFFICIENTS DO2>>>>>>>>>
'c’.‘I T CALLCUEF (ISIZE,SNTSR]J) i

WRITE(E.1S
WRITE (€, 3a)

34  FORMAT(' THE AFC COEFFICIENTS :')
| R E vt P AT v i YN ST ZE ) —

c SRITE(€.18)
CERKKK KRR CCCOMPLTE PCINT SPREAD FUNCTICN I33330330535>5> —— —~ ~

—— CALL ANTPSF(ISIZE) : —_— e =

WRITE(&s41)
- A FERMAT Ay - PREN TP EF— 1 (et —

READ(€,33) 1PRINT

IF(IPRINT.EQ.1) GO 7O 42 _ ————

WRITE(€,3S5)
2< FUuRMAT(' THE PCINT SPREADQ FUMTICN 2%y . __ ____

. W— oo

00 32 J=25,39%
ARITE(€s172) (PSF(I+J)1=2%5,39)

et T3P GRM AT LSRGy A
Sl 11
]
- -___.!__. -) c —— . B-lO ————— ——— C—_— . ——— e
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t
7S FORMAT ARTA)
174 FORMAT

(

T

176 FCRMA

SUM=040
00 i J=1.:64

T L2 Imln 64T T
SUMaPSF( IeJ)+SLM

——a - CONTINUVE __ e e

1 CONT INUE
WRITE(C,177) S\M

— -~ PP FGRA AT —FhE—EAM BF PSR-ty fvdvA) e

C
C<LL<KL<KK<<<< COMPLTE 20 OFT 333>333323>>

G e S

42 CALL CFT2D(€4,£4 P SFoFRLANTFINMANT)

v

C .- ——— — e e

wRITE (€, 43)

43 FORMATI/»' PRINT CFT 7 (NC=1) V)

come A3 3 - FPR-ENT ———
c IF(IPRINT.EG.1l) GO TO 144
— - GRITECE aqy— -— — —-——=- ST e - o o s
a4  FORMAT(/,' TFE Y=AXIS (REAL) :',/)
WRITE(E,178) (FRLANICIZ0d)sd=32468) _ . . _ ... _ ... ._._ __.

W ITE(€,45)
AS FCRMAT(/+*' THE X-AXIS (REAL) :',/)

—————— AR T8 6 L FERANT -3 S v l-33-2 v 84—
WRITE(€,46)
46 FURMAT(/,+' TFE Y—=AXIS IMAGINARY 2',/)
T T CTWRITE(E I74) (FIMANTTIS JT»3I=232E4)
WRITE(E&s47)

47 FQRMAT(/. TD‘E X=AXIS IMAGINIRV $0a/)

. WRITE(Ee74) (FIMANTL I 932) oI =3B 0600 — o o
WRITE(6,43)

——y BB RM AT A —ffe-kem: O T+, A1 ——
OC 150 J=2%,
o 1S1 I= 25.-9 e e

ACI)=FRUANT(1,J)#256.0
151 CONTINLE

e WRITEL6e123)- (Al D) el =28 3G s o e — e e e

150 CONT INUE
WRITE(¢, 49)

g PORAT 75+ THFE— INACTRARY— 571~ - e e e

00 52 J=25,39
.00 3533 I=25.39__ — ) e
A(I)=FIMANT( 1, J)*2%€,.0
€3 CONTINLE
- . MRITE(£.123) . CALL).]=2%,39) . = — .
c €2 CUNTINLE

e

laa STOP
ENQ_ .

B-11
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" 3UBRULTINE SIGMA(ISIZE)

C

R e s L e e S e e
C .

C TO CCMPUTE ThHE £ MATRIX. E REFFESENTS THE AUTC—CCFRELATICN

C” FUNCTION CF THE ANTENNA PATTERN 'IN THE X=SPACE., "~ TT IS AN QVERLAP
C OF TFE PATTERNS CENTERZD AT ANY 2 FCINTS wITHIN A ISIZE X [31Z2E
C__WINDQW: wHERE. 18125 = 7+_54 CR.Zs_ . _THE _E NMATRIX.IS THEREEORE A __. . .
49X49y <S€X25s OR SXS MATRIX, THE CFDEF CF THE ELEMENTS wlITHIN E
IS DEFINEC BY IPGINT AND JPCINT.

(2L IR 2 222 2 RIS PR SRR R R RE SRR RRRES SRR SR RE IR R R R 2 R -2 22 2 2 L 2Ll

T TCOMIAON TANTUEAVEL ) s EMATIX(ES AT «CNATIX(AST JPSF(64,64Y — — =
CIMENSION IPOINT(49).JPOINT(4G)

randian

MSIZE=ISIZE®*ISIZE
~3-3=-4
ISTX=1S1ZE/2
ISTYy==1ISIZE/2
s
11 £0 1C I=1,1ISIZE
—IRCINT(II) = I[STX=I+1 . C—_ et —————
I1 = [I+1
10  CUNT INUE
— et E oM 5 1 2 E et ——— ——————— - -

[g]

I11=0
T OO 12T J= L, TEIZE - -
JJ=I1STY+Jy—1
00 13 K=L1eI18IZE et i
1I1=I1+41 '
JPOINT(II)=JJ
S ;

I—GENT-INGE
12 CONTINLE

_j c —— —-
X DO 14 J=1sMSIZE _ e e

! IX2=IPGINT(J)
et IYEEIPOINT(I) oo e e L. ——— e
00 1€ [=1,MSIZE
IX1=IPCINT()
e —— Y =PI NT 1 —_— e — ————

c
. ___CALL CONVOL(I:1sIYlsIXZsIY2,61122) _ L
c EMATIX(I,J) = EI'11Z2 - -
. 15— CONTINUE — o — mem e e
14 CCNTINUE
c
- APTURN e e e

END
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SUBROULTINE CONVCL(IX1,IYl olX¢ oIVY2 .EIII:)

e - — e e —— ——— —— - —— - ——— —~—— ee - e+ —— - -

O*#ttt*###*t***t*‘t##“‘*0‘O“OO#it“'t!‘4"‘#t‘**&‘#‘.'0##‘*‘#'#"“‘

C

C 7 TUTCTOMPUTE AN ELEMENT IN THE E"NATRIXe "E REFRESENTS ThE AUTO-

C CORRKRELATION FUNCTICN CF THE ANTENNZ FPATTERN IN THE X-SFAcke. IT IS
C. AN QOVERL AP OF TEE ANIENNA PATTEFAS CENTEREL AT (IX1.IY1) AND (IX2.

C IYZ)e THE ANTEMNA PATTERN IS STOREC AT ANT.DATA WITH Ce25 SPACING
C AND €4X€4 STORAGE ELEMENTS., BCTH (IX1,IYL1) AND (IX2,IYZ) ARE

- S~ NEHGHEOR REBD - PO HNTE-OF —XE v THE—CENTER- CF-THE ANTENNA-FAFTERN. - —~FhHIS—
'C ROUTINE IS CALLED BY SUBFCLTINE SICMA.

C
e 2o gLt R R RS et 2 iR P2 2R LR ERRC R RIS R AR E R 2R 2 22 222 2 2 Y L 0
C

CCMMON ANT(€4.€4), EMATIX(49145) JGMATIX(49) JFSF(64,64)
 X1=FLOAT(IX1) T - Tt T T T e
Y1=FLOAT(IY1)
— RSO AT N -
Y2=FLOAT(IYZ)

c
T EIITZ=0.0 " - — St
o DO 10 J=1l.54 . e
- Y= (FLOAT(J)=22.0)%0.2¢

fSWr-r‘fl "

IF(YINY-LTQ-7.7500RQY1NY'GTQEQO) GC TC 10
o YZMY=‘(YZ'Y
; IFTY 2N Y L T e=Ta 1 Se0RYZNY G T Q) G TC 1D - -
J1_32+INT(\’1”71002‘)
-E_—_,JLM < TCYZMY . Qa2S)

c DC L1 I=1.¢€4
X2 (32 ~FLOAT(I))*9.25
XiIMxX==(X1=X)

T T T IR X IMNXC T e=Ee UeOR S XIMX W GTe7e75) GO YT LT~ — "~ - —= ——= —
X2MX==( X2=X)

e IE(XZNX ol Ta=EaDalRaX2MX,GTaZa25) GO IC LY . __ . _

I1=32=INT(XIMX/0e2%)
12=32—INT(X2MX/,02%)

- pFODSANT(I_l QJI)‘A_NT(IZOJZ)
= - o

i1 CONT INUE
C_LQ_,._ CONT INUE. — — ———

EILI2=EI11I2%(.(625

RETURN
END

-
-

e ——— o e
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c

7T T SYBREUTINE -CAMMAHSIZE - - e
CESRERRRERRAEE X BE R BRB LB FELAEESER NIV X929 XRRESIE IR RRKEREREER S
A tivluhia sttt b bbbl tn g chobeh

c TO COMPUTE ThE GANMA MATRIXe GAMMA REFFESENTS THE ANTENNA

C _PATTERN AS BURED BY A WINDOW _EUMCTICNe _ A CELTA FUNCT.ICN IS USED .
C AS TFE WINGOW FUNCTION AND ITS SHIFTING FFCFERTY MAKES CAMMA EQUALS
C TO THE ANTENNA PATTERN ITSELF AT (IXZslY2)e THE GENEFATED GAMMA

E AT FS Ak )N ESTEE A TEIZE b UM AR Do - — - — o —

CEERRRRE AR EXIX AR SR XA XBEIFESRSFSIR 43I 433 X330 080334 BRIV REREEEEEREES
¢ - e - - SRS LT RLT T AT ——— SRR ! -
COMMON ANT(€4,€4),EMATIX(4G449) +GNATLIX(4S) +PSF(64,64)

ODIMENS ION IPOINT(4S)+JPOINT(49)

C —-- . o — — e el L

MSIZE = ISIZE®ISIZE

H=t -o - ~— - - - ==
I1STX=1S12ZE/2
e I8TY==ISIZE/2 e e e e _ K
C [
11 00 10 I=1l,ISI1ZE !
— = JROINTLL )= ST %l & - - e o~ e m——— e e e e b
1I=I1+1 '
10 CONTINUE
—Iff CT e TMS 1 ZE T CO—Te T ~= ————
C '
_ ... . 11=Q e e e s

TOT12 =1, 1S1ZE
JI=ISTY+d~1
e — . QG- L3 K= LelSIZE e e e e e e e e e

11=I1+1

JPOINT(II)=JJ :
——t3 — CONTINGE— - - e e e e

12 CONT INUE
C —-— r—————— ——c—— —— e —— .. . - —
T 00T IS T MSIZET T -

IXZ2 = 32 = INT(FLOAT(IFQINT(1))/,0425)

e 1¥2 .= 32 # INTLELGATCJIFCINTCIII0e2S) ——— oo - 0 o e

GMATIX(I) = ANT(IXx2,IY2)
14 CONTINLE
- f_,,..——..—‘v. - — P — e - - ————— - - —— o —— - - —
RETURN
END

- - ——



AE 'S
ORIGINAL PAC

SUBRCUTINE COEF(ISIZE,SNTER)

C—— e ——— —— ———— - . ———— . o m— —— G — . W ® | eemm a——— m—— == - —t—

Ct*#t*‘#*t*‘#* AR L LR R LR R AR RS AR R AR R R L2 R R R R R DI 2L Y ]

C

CT 77T TTO SOLVE THE LINEAR EQULATICN ¢ GCEMATIX ¢ CCEF = GNATIX,.

C GCOEF IS TrHE ESTIMATICN COEFFICIENTS FOR GENERATING ERIGHTNESS TEMP—
. C...ERATURZS. IN .TRE APC_FRCCESSs —-ENFA1lX AAD GMATIX ARE CCMRUTED bBY

C suencurxNe SIGMA AND SUBRCLTINE GANMA, ENTSR IS THE SCUARE OF THE

C NOISE TO SIGNAL RATIG. THE RE SLLTING CCEFFICILNTS ARE STORED IN

t~-uM#TIX~ﬂE¢LACfNG‘WPE “GAMMR -~ e i —

,""*‘ b ttahoh e s dh sl de o e okt b e AL R AL EEER AL RLEL L L AL X L L AL RSt Lt 1

COMMGN ANT(€4.€4), EMATIX(49 .49)- GMATIX(49) ' FEF (64 464)
.- QIMENSION WKAREA(AQ) ..  _ - —= -

MSIZE = ISIZE*[SIZE
C-. —— - —— 4 . — ——— —— " —— . — — o — - — % s o em———
00 10 I=1,MSIZE
EMATIX(14I) = EMATIX(I,I) + SNTSR S L
0 —CONTINUE TS T s e e e '

o= -CO-lL I LMSIZE - —— - e
SUMSSUM+GMAT IX(1) '
11 COMT INUE
S MAC Ty O S M) A S 2 S -

CC 12 I=1,MSIZE
GMAT IX(I)=GMAT IX(I)+SMALL L L _ o
TT12 T CONTINLUE T T T oooTTTmeT T ’
c
e RETURN - o e e e . . —
END

B-15
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T TSRO T ENEANTRER ST 2E
f‘tt*tt*ttttt“t!#* ####*t#tt#"t*'ti“' "0‘0 il'.'.##‘..‘ ‘0#.‘“‘&“‘..‘.
o sl hdadidhdh
< TU COMPUTE THZ PUINT SFREAD FUNCTICN ASSCCIATEC WITF A SPECIFIC
-a— LINEAR. CCMBINATION CE_THE ANTENMA FCINI SFREAD FUNCTICN ANT _AT X,
4HERE PSF(X) = SUMMATICN (M # ANT(X))e M IS THE CCRRECTICN COEFFI-
CIENT MATRIX STOREC IN GMATIX AMC ANT IS THE ANTENNA FATTERNe IN
—&—OF FER—WORESv - —T RE—PCINT—EFREAD—NCTHENv—F SFv—1 5—CB TN ED - B¥ APPL Y -
C ING A ISIZEXISIZE LCCAL CFERATOF TC EACH ANC EVERY FIXEL GF THE
C ANTENNA PATTERNe. ThE LCCAL OPERATCR IS A LINEAR CCWNEINAT ION JUPER-
C ATCR WITF GIVEN CCEFFICIENTS STURIC AT GNATIX.  ~THE RESWTING PSF -
g IS STORED ON DISK PSFeCATA (1/0 UNIT # 13.)

(aXh}

R L PRI E ST R Y Y T Y T Y LR T TR P PP P P PR T P P Yy Y PR D pariparpp o
C

m— ———~CEMMON -ANTE 4 Ea )y EMA T A GT4F ) s MA T I 4G ) rPEFR{64vo4)>—— ——- —
DIMENSIULN A(49)
C

"TIDIFF=ISIZE/e ~ — ~ T T T T T T o T s s T T
IDIFF=IDIFF=*4
- -—-MSIZE=ISIZE*ISIZE .. _.__._ .. ___ e o

c
DO 10 J=1,€4
e FARFaI— R — —_

c
CO 11 I=l1.€4
T TISTARTEI=IQIFE ~©° T TTTTT T ms cme e — T
JNDX=JSTART-4
e S : - —_

DO 12 Jd=1l,I8128
——INENND- X+ co—
INDX=1START-4
C

T T TDO TS ITEILTSIZE - - - T T T -
INDX= INODX+4
e JFLUNUXalEaQeQBa INDXeaTlaba)_GC IC 14 . .. —
IF(INDXLE e 0eORPINDXeGTe64) GC TC 14
A(K)=ANT( INDX ,UNDX)
— ————Gt - G —
14 A(K)=Q0.0
15 K—K+l
c - - e — o e e e e e e ——— e e
i3 CUNT INUE
c._la,_-CQNT INVE . . .. o e .

- ———— - —— .\ - —— e = e — e e — e - — - -

Z
aUM=SLM+GMATIX(N)*A(M)
l6 CCNT INUE
o PSE( T JIRSUM-— - vt s we me cmeeme o - . ie e - e

© e . .- - e - . - - . A - - .

11 CONT INUE
s 13 CENTINUE o - e o e e e e e e e e o

c
CO 21 J=1,64
== —WRITESt T3 20 tPEFtTIF T It ey — — - ——— - — - - S
20 FORMAT(G4ELZ o&)
&l __CCONTINUE

RETURN

——— ENC_-..,_ e e i e em . =

o
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LRS- 3

OF PCOR QUALITY

‘SUERCTTINE DFTZCIM N FYYFUVRL ,FLVIM) T o i -

IR R R R SRR RS RR RIS RAARRARRRERERRE R RS2 R 21 2 Ll L Ll

TwO OIMENSIONAL CISCRETE FCUFRIEF TRANEFCFM.
— X Y— e EPRE SENFS- AN— 34— X N- AFBAYGF—LMETFS--CREM ) Ch A& -GRIG-OF M—X—N—"-—
PDINTS. EACH NULMBER IN THE ARRAY REPRESENTING THE V2LUE CF ThE
C FUNCTION AT THE CCRRESPONUDING SANMFLING FCINT IN ThT Xx—Y SPACE.
CT FUVRL, AN M X"N QLTPUT MATRIX, IS THE REAL CCMFCNENT CF ThE OISCRETE
C FOURIER TRANSFORM QF FXYe FUVIM CCNTAINS THE INMAGINARY COMPONENTS
C__QfﬂJhE_IRéNSEORNn - — -

C##*#tt“#t** I 2EEE 2R R RS RERRRR AR SRR RS2 22 L 22 0“#““‘#‘#‘*“#

-~ —— e —— e - —-me --

CIMENSICN FXY(MoN) osFUVRLIN oN) FLVIN(M oN)
CATA Pl/3e141552€¢5/

nﬂhnr)n

o —--CATA BIs3el42282¢87 e - e
MN=MEN
e ISTART®=ML2 _ i e e e e
JSTART==N/2
c
e — - D= ) O b N—— ——— e i - -
c

V=RLOAT(JSTART+J)
= VREV/ZPLOATINY Y ——— T/ T T T T

D0 20C I=LeM __ . o oL e e -

U=FILLOAT( ISTART+I)

e e UMY /R LGATE M) - -
SUMRL=0.9
SUMIMSOoO

CO 10 Jy=1,N

Y=FR.0AT(JJ=1)
— - - BMN=YEWN - - . . -- ———————— —_— -

c
00 20 II=1.M
- = XA AT - — —
TRETASCZ o #P [ ( XSLM+YVN)
SUMRL=SUMRL +FXY(I1+2J)3CCE(
SUMIMESUMIM=FXY(II+JJ)*SIN

c

- —————— e . —— C e e ¢ e+ c———— — -

(THET#)
c (THETA)

re 20— CONTINUE - —— -« on o memmee - e - —.
c 10 CONTINLE

——AUVYRL T ISP ESOMRT /MY - et
FUVIM(TsJ)=SLMIM/MN

c
T 200 CONTINUE ™
100 CONTINUE
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— o~ SUEROCTINE DFETZXY(FXY) —-— =" = = - —= = e

C
CREEXESEFEERRFXBABSRABEE IS LA AIIXBBABA A4 AALIATFABRBANE I SIS IR DU RS UL RS
C
C (1) TO COMPUTE 2-0 DISCRETIE FOURIER TRANSFCFM CF FXY (64.,64) ALONG
C ... TEE. L=AXIS AND THE V=AXIS CENTERED AT (0Q.,Q) s
C (2) TO CCMPUTE TH+EIF MAGBITLDES ANC C8 VALLES,
C (23) TQ PRINT OUT THE RESLLTS

- G e e i e e = s = e e e = =42 o
C**‘#t”“t#t'##t#t*###tt‘t#t“tttt‘#t?ti‘ttttt###t#"#a#ttt*#*ttttt*l
<

- -;MEN-U.TUH TFXYTER»yEA))FLREAL(CAT W FLINAG(G6A) JFVREAL (64) JFVIMAG(64),
FUMAGN(€4) . FVMAGNC( €4) oFUDE(éQ) WFVDB(64)
DATA Pl/lald412862C287 .

c
g(<<<<<<<<< CFT ALONG (LaV) = (L ,0) D>333233333>
0 200 [=32,6€4
U=FLOAT(=-32+1)
—— — UR=U/ €4y ——— —— - —— e e e e - =
SUMRL=060
o - SUMIM=QaQ o —_ e I
CO 10 JJi=1,£4
~c——-— - w——— . - — e ——— v
DU 20 II=lsé€4
X=FLJAT(II-1)
TTFETA=C L O0RPI#CXeLMYy —— 7~ — - ———— —— ~~=7/—/ 7 = CTT o T s T T T
SUMRL=SUMRL +FXY(I1.,JJ)*LCS(TrFHETA)
e . SUMIM=SUM IM=FXY(IIJdd) 2SINCTRETA) _ o o i et e i
20 CCONT INUE
—.C—ke-‘- CONT LivkE— - - - -
FUREAL (I )=SUMRL/ 16 .
"“C_-"'--FUTM‘IG(r)=5UHTM716;'—--— ) Tt — /e T e e A

.CZOO - ONLINLE
C<KKKKCKKKK<K OFT ALONG {(LsV) = (CaV¥) 53232222250>

00 100 J=32,¢€4
V=FLOAT(=32+J)
e NSV S EF e - e —— — e e ———— e A ————— e e e e e —- .
SUMRL=C.0
- e — SUMIM=Q.0 e ———— e

00 30 Ji=1,64
e VAP GAT ) . : ——— e —
YVN= Y3VN

T T DO R0 ITETLES - - - T/ Tt T T
TRETA=SZ.0%P I%( YVN)

R-1°"



mal 1S

O - 5%
OF POOR QUALITY

SUMRL=SUMRL +FXY(I1,JJ)#CCS(THETE)
. _SUMIM=SUMTM-FXY(LLoJdJ)ASINCTEETAL . — .. o - - .
T 40  CONTINUE
T CORT IS e s e e - - - - e
_FVRzaL(J)SSUMRL/16e .
T T TTTFVIMAG(J)=SUMIS/LE,
c
100 _CONTINUE . . ol oo e o
~

T COMPLTE MAGNITLDE AND BE D2D>3223253>>>>
—_ —— —_—— ——
DO 3QC [=32,¢4
FUMAGN (I )=SQRT(FLZAL(I)*F LREAL(I)+FL
T FVMAGN (I )=SQRTIFVREAL( IT*FVREAL(I)Y+Fy
FLE3(I)=200%ALUSGLIC(FLNMAGA(I))
o EMES(I1)=20.d%*ALJCLA(FMMAGNLT 1) _ __ . —— = — e
CEOO “ONT INLE

e
T
>

LS PRENT-G & F-DID I3 >D>>> —_ - ——
c

WRITE(E:43) .
a3 TFURMAT(/) T T T S mmmos e m e

18MARSL 11428022 — VOL=SCROCOs OSA=YCKJEeFCLANCSFCPT

VOYFE GFAXTS (PEALT 7. /7 T
) (FLREAL(I)+1I=32+€48)
SaE1Qel)) _ . _

S6 FLCRMAT(/+«' TFE L—-AXiS (IMAGINARY) :(',/)

-

— #RIT T v 45 )~ FLUEMACHE i =22 e 4 )— -
wR [TE(€,48)
43 FOFRAAT(/s*' THE U—AXIS (MAGNI TLDE) :°'.w/)
ARITE(6+45] (FUMAGNTUIY) JI=3225€37 — T T
aR ITE(€449)
49 FOQRMAT(/»*' THE U-AXIS_(_CB ) 2'a/) .. . ... ... —
ARLTE(€+4S5) (FLIOEB(I)eI=322,4€4)

-

— e R T A A e ~ —_ ——————————

40 FCRAAT(/»! THE v-=AXIS (RZEAL) :'./)
WRITE(604S) (FVREAL(I)1=32,¢4)
T TARITECEyA?Y S 0 T T Tt T T T
47 FORMAT(/»!' TFE Vv-=AXIS (INAGIDMARY) :'4/)
. ARITE(€,45) (FVIMAGIL)A1=32.£4) .. .. _. - m -
«R ITE(E4S0)
S0  FCRMAT(/+*' TFE V=AXIS (NMAGNITLOE) 17 /)
S— = — WREITECEASIEFWMAGNT }rI 32 b ) ‘ e s
ARITE(€.S1)
SI  FURMAT(/,' TFE VAXIS ( C8 ) 2t ,./)
© ARITE(EVA4ST (FVWEBIT)eI=32,€47" - -

FETURN_ . . _ . ___. e e e e e S
END
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wJ

B

O

BRLGrRAT NBME ¢ PLCT FCULR

C o

L CLk
TS IOAPUTE LFT CF ANT

wITE (S 9L )y - - -
FORITAT(/ o' 23223 23%x F™
CALL ZFT2XYI(PEF)

STSP
END

L PAGE 1S

A
ORIGIN QUAL\TY

ofF POOR

] (FLCTFT)
3 SXE, 7X7)

~ALL 2T U=u,

ERNTERNRA 2322 33%"! ,/)

AND V=
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QED

aMo10 C PROGRAM NRAME e FTCENE

90023 TO COMPUTE THE FOURIER TFANSFORM OF AN IMRGE 1S 1M TUBROUTINE
00030 C DFT2D. THE ORIGINAL IMRSE 1T STORED AT ZCEMNE.DATH WITH LUN=14,
N0N40 C  THE RPESULTING RERL MND IMRGINARY PRRTC ARE STORED AT FICEMNER.DRTR
ONDSY € AND FSCENEI.DATR: WITH 1T % 18 AT THE LUN'S.
0008 C

03070 ¢ -oo oo
NyNgo C

n3099 INTEGERe2 [DUM(KAd.nd;

2109 TTMENSION FXY(64s64) « BUFFRL (547 « BUFF IM (A4
00110 C

30120 rrasd

30130 Nmsd

30140 LU=14

DD 14} LUNRL=1S

%160 LUNIM=16

00170 REWIND LUN

00180 C

0130 DO 10 Jsi.N

302109 RERD UMD <IDJUM(]s LDel=1.M

2N 20 11 [=1.M

D220 FUYil,oslDUMCT, 1)

nNg3u 11 CONTINUE

324N 10 CONTIMIE

u02s0n

30260 CALL DFT2D ‘MeNe FiY o« LUMRL s LUNIMY

0270 C

302890 REWIND LUNRL

20 REWIND LUNIM

Y300

DB310 Cloie~ 272 READ AND PRINT QUT :r o000,
130329

19330 WRITE . 5+113)

30340 113 FORMAT ¢ PRINT QUT IMRGE (YES=1)’"

30350 READ (Ss 114> IPRINT

0380 114 FORMAT (11>

Ju370 IFCIPRINT.ME. LD 30 TO 100

30389 C

0380 R=1.0

04NN IE=i)

20410

00420 DO 13 IMNDX=1,4

NN420 IS=s[C+1

D044 IE=I3+1S

0430

1)1)46 0 DO 14 JU=mi,es

30470 READ (LUNRL> BUFFRL (I} s =164

10480 RERD (LUNIMY (BUFFIM(I> s =1 54>

00490 C

00300 B0 1S [=IS.IE

D0S19 BUFFRL (1) = (SQRT (BUFFRL (1) ¢BUFFRL (1) +BUFFIM( 1 oBUFFIM(I}) o
3g320 1S CONTINUE

093830 C

003540 WRITE(65112> (BUFFRL (L) +I=I3, IE:

9SS0 112 FORMAT (16F%.2y1"

N0S69 ¢

00570 14 CONTINUE

003890 REWIND LUNRL

00391 REWIND LUMIM

00600 WRITE (6512

00610 123 FORMAT (/7

00620 C

00630 13 CONTINUE

00646 C

J0éS0 100 STOP

00660 END
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