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INTRODUCTION

The TVTO Model of Kruger and Norris! was developed to provide an approach to the optimization
of a test program based on prediction of flight performance with a single flight option in mind, and
only minimal consideration of reflight was made, In this paper we extend the process to more than
one flight as in Space Shuttle missions, We utilize the concept of “utility” which was first
developed under the name of “availability” by Bloomquist,2,3 and further developed by Kruger
and Norris. In addition to the concept of utility, a model developed by Williams and Kruger? is
used to follow performance through the various options that one encounters when one has the
reflight and retrievability capabilities of Space Shuttle.

The “Lost Value” model proposed by Kruger and Norris is modified to produce a measure of the
probability of a mission’s success, achieving a desired utility using a miniinal cost test strategy. The
resulting matrix of probabilities and their associated costs provides a means for project management
to evaluate various test and reflight strategies.

Finally, recommendations for future study are provided.

THE CONCEPT OF UTILITY

One may ask, why use a concept such as “utility” instead of a more tried and standard concept
such as “reliability”. The answer lies, in part, in the mathematical theoretical development of the

field of reliability and the ever developing complexity of space payloads (satellites, experiments
on Space Shuttle, etc,).

As mentioned in Gnedenko, et. al, 5, “one of the most intriguing problems in reliability theory is
the development of principles of design of a complex apparatus that will function even when some
of its elements will not. Biological systems possess this valuable property to a high degree, The
study of biological systems from the point of view of the principles of their design and high reliabil-
ity will provide many tools that will be used for technological accomplishment. We are convinced
that nature has taken a course not only along the lines of extravagant standby redundancy but
primarily through selection of optimum system solutions, i.e., a careful choice of elements capable
of maintaining an extraordinary stability in performance. No doubt, study of a peculiar feature of
biological systems from the standpoint of reliability theory will enable researchers to discover
principles not yet conceived, since we tend to approach technical problems exclusively from the
point of view of “traditional technology.”

As spacecraft become more complex, their nature approaches that of a biological system. It is with
this view in mind that utility models the behavior of complex spacecraft payloads better than
reiiability. Even though utility can be classified as a reliability concept, it is not the same as the
classical concept of reliability, Classically, reliability is thought of as the probability of failure-free
operation of a unit, compenent; or system during some time t. Utility is a measure of the overall
usefulness of a spacecraft or a payload and is thought of as the successfulness of a mission as
compared to a perfect mission. Thus it allows for multiple failures to occur during the flight.
Utility does not deal with the probability of the failure free operation of a system. As a sequence
of failures occur, these cause payloads to perform to a lesser degree than perfection. This is very
similar to how a biological system performs. As failures or aging occurs, biological systems still



function, but to a lesser degree than before. With this in mind, it seems like the transitional step to
the study of biological system is to study spacecraft operation, Although the previous statement is

somewhat contrary to Gnedenko’s quote, we believe the line of discovery is from simple systems -
to complex systems,

In spacecraft operation or payload performance, each anomaly can be classified as to its seriousness
or the amount of degradation that it causes to the particular mission. Utility can then be calculated
from the observed occurrence of a random sequence of anomalies or types of failures by assigning

a certain criticality to each of the failures in the sequence and then considering utility of the pay-
load or spacecraft after the occurrence of any failure as the product of one minus the criticality
termn at the particular failure multiplied by the previous remaining utility.

The instantaneons utility U, is defined as follows: i

U= (1-Dp"t ) ‘

where D; denotes the criticality of a type i failure, §2 is an index set for the various criticalities of
failures that occur during space flight, and n; is the total number of failuies for any particular
type of criticality during any space flight.

The average utility, U, is defined in Kruger and Norris as |

- 1

U =-t- f U dt Q) )
where t is the duration of the mission. It should be noted that this definition is a slight modifica-
tion of the definition of utility given by Williams6 ; this modification arises in the discussion of the
calculation of criticality. For a complete discussion of the concept of the criticality of failures and
their classification, see Bloomquist2.3, Timmins’, and Williams§.

To extend equation (1) to multiple flights, one must consider various options such as repair and
refurbishment; repair, refurbishment, and retest: and repair or refurbishment. These various options |
and their effect on the calculation of utility will generally fall into one of three decision-making
options. If one repairs perfectly, then the initial (or instantaneous) utility in that particular flight 1_
reverts back to the maximum value of 1.0. If one does not repair or retest, then the initial instan- |
taneous utility of the subsequent mission is related to the instantaneous utility at the end of the
last mission. If there is testing in the intermediate stage, then the average utility of the proceeding
mission is influenced by this amount of testing, and the average utility of the mission is changed
accordingly. The mathematics of these options and their effect on utility during multiple flights
will be discussed in the section on Failure Flow Process,

[
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Calculation Of Utility For Multiple Flights

, n
To calculate utility for multiple flights, we have a finite sequence of utilities, {Uj}ju» which
corresponds to some particular managerial decision-making process. For example, 0, would be
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the average utility obtained after subjecting the spacecraft to the thermal-vacuum test environment
at the component and syscem levels. The utility thus obtained is a result of some testing; the more
one tests, the more utility one obtains up to a fixed point less than 1.0.

Depending upon some desired average utility, Ud, one either reflys a spacecraft without repair, or
repairs and then reflys, etc., thus exercising @ managerial option, If, for instance, one selects the
refly option, then a second average utility, U,, is obtained. As this decision process continues, one
obtains a sequence of utilities, The argument for the calculation of U as affected by multiple flight
utility can be generalized even though it is speculated that most experiments will only experience
one or two flights beyond the original flight.

Since utility can be thought of as the amount of information collected as compared to the amount
of information that can be collected were there no anomalies, it is a class property. By this we
mean that it is a measurement of the overall utility of all of the components. As before, utility is
an integral over time where the number of failures over that time interval is represented by a func-
tional failure mode form. If we want to calculate average utility, then we divide the integral of
the instantaneous utility by the length of time interval. We thus have

t
£ »
g=L f a - g, 3)
tf 0

where t¢ is the final time, D* is the particular average measure of criticality of a failure, and F(t)
is the cumulative failure function,

If we consider continuous failure modes over several flight and reflight options, then we may con-
sider the case of repair and non-repair options. To help visualize this scheme, we let t; be the
total time in flight one, t, be the total time in flight two, and t3 be the total time in flight three.
If there were no repair before flight two, then the average utility for flight two, is

(t+ty)
- F
U=1 [ (1-D%' D g )
g .
If there were repair before flight two, then
t

~ 1 2

U=~ [ -pofi® (5)
o} 0

where Fp (t) is the cumulative failure function when repairs are made. If there were no repairs
after flights one and two, then the average utility over flight three would be

(t*ta*ty)
U, -l [ (1- n")m) dt (6)
t3 (tl+t2)




and if there was repair after flight two,
t
~ 1 3
Gy =— f (1-D%)RM g (7)
3 9

The exact failure modes F(t) and FR(t) will be calculated as in the Failure Flow Process section.
We can see that the effect on the limits of integration of a repair is to start the time clock at the
beginning or to integrate from zero to a final time,

Certainty of Obtaining a Specified T

One of the basic assumptions made in the TVTO model of Kruger and Norris is that a certain aver-
age utility (termed availability in that report) results from a series of tests. If a project manager
specifies a certain desired level of utility, then a decision-making process that involves cost and
uncertainty would be necessary,

Uncertainty means some inability to predict accurately. In the case of testing, this means that we
are not 100 percent certain that we will obtain the utility that we specified. Therefore it is neces-
sary to calculate the risk involved in obtaining a specified average utility.

Once the manager has specified the degree of certainty desired, the objective of a cost strategy is
to obtain the maximum performance for the minimum cost. Following this line of reasoning, we
establish minimum cost curves for a given utility. These minimum cost curves are unique to the
particular project and have to be derived under specific conditions.

We now turn to the derivation of the probability of obtaining a given U. As mentioned in
Williams®, © is a function of D* (some average measure of criticality) and n; (some number of
failures over a specified time), For any particular flight, the time period is specified. For example,
various missions were investigated in Kruger and Norris.

It is important to note that n; is represented by a function of the form
B
Fo(t)= Aot ©

and that D* is replaced by some constant value as given in Williams®, This value is, for a speci-
fied 90 percent certainty, the upper confidence limit for D* which we denote by Df . Once D*
is replaced by D at a particular confidence level, U then becomes a function of the failures in
any particular flight,

To specify the probability calculation of U or the risk of T > Uy, where U4 is given, we must
answer the basic question, “Does a given Uq sive or specify a unique failure mode function
Fo(t)’? Looking at printouts from the various options in the calculation of utility versus total
number of failures, the answer appears to be affirmative. To formalize the above idea, we state the
following:

- -
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Theorem (1.0). A given Uy specifies or gives a unique failure mode function F,(t).

Proof: Recall that

By

t
¢
(1-DpHtet g (8)

Oa=l
' o

In the above equation, te, D{}, and B, are all given, B, is given with the assumption that it is
process dependent. This assumption will be elaborated upon in the section on Failure Flow Process.

Assume that U is given. This implies

B

C= j K = f (Kt )"0 gt 9)
(4 0

where C=U-t;, A=tg,and K =1-Dp.

Letting x = A; and using these substitutions, we have

A

F(x) = f "X dt (10)

[¢]
where
B
fit)y =Kt ° |

Using difference quotients and applying the limit, we have

. (x+h) _ )%
F'(x) = imit ]A fe) O &

5 h
A _ - A
F'(x) = f fx(t) mt [ﬁ\_f_:l_)__l_] dt = f fX(t) In f(t) dt . (1)
(] (o

Since 0 <f(t) <1, then F'(x) <O0; this implies that T is decreasing continuously over time.
Since O or F(x) is decreasing over time, this implies that if x; # x, then F(x 1) #* F(x2). This
being the case, there are no two different A,’s which give rise to the same F(x). This in tum

B
implies that F(t) = At © is specified for a given .

The importance of Theorem 1.0 is that it enables one to make probabilistic or risk statements about
U from the probabilistic structure of the Product Limit estimation procedure for ?(t) found in
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Williams and Kruger?. Before we develop a method for calculating the probability of obtaining a

specified U, we give a brief review of the product limit estimation procedure found in Williams
and Kruger,

The Product Limit estimate of the distribution of failures during the component and system level
tests and the orbital flight of a payload measures the performance of a spacecraft in terms of its

ability to survive in that particular mode of operation. As in reference (4) we make the following
designations:

(1 ?(t) #® n;, the number of failures

(2) F*(t) =ny/N = f:‘(t)/N where N is the number of components in the payload
(3) Py =1-Frq).

The next question we explore is how to ascertain the probability of obtaining a certain utility.
Suppose from Theorem 1.0, we have a unique failure mode function which may be obtained from

the failure flow process. Thus, U = C, which corresponds to fT(t) =n orto f?"‘( t)=n/N or to
P(t) = (N - n)/N.

If we now calculate probability based on the above statements, we have not expressed the variabil-
ity of the system and are operating at a 50 percent risk level. Another way to visualize this is that

we are operating on the curve that describes cumulative failures, lA?"'(t), without any variability, or

we are estimating with point estimates. To deal with this situation, we have one of two alterna-
tives:

1) we test and accept less utility at a given level of certainty
or
2) we test more to achieve a higher level of utility at the given level of certainty.

Note, a test-fix process is assumed.

In order to develop a scheme to accomplish either of these two above objectives and to observe the
variability of U, we refer to Williams and Kruger and derive the appropriate probability state-
ments. An example will help visualize the approaches.

EXAMPLE 1

Suppose U =0.40 corresponds to or is equivalent to f‘(t) = 15 . This implies that f"‘(t) =15/16,
where N =60 ; this in turn implies that P(t) = 45/60 .

Using equation (12), reference (4), we find that

Fo(t) = 1+ (F*0) =1) [1 £ Zg5 / V(D] (12)




or equivalently:
Fo(t) = F*(t) £ (F*(1) - 1) (Zy5) v/ V(1) (13)

Sl_ipposc that / Q(t) = |/32 for sake of this example. Inserting the appropriate values into the
above equation at the 95 percent confidence level, we have

F(t) = F*(t) (%bs_) (1.9€) (3—1,->

= (—:3%) * 0.045 = 0.25 £ 0.045 = [0.205, 0.295)

F(t) = 60 [0.205, 0.295] = [12.3, 17.7] .

This .neans that we are 95 percent confident that we do not have any raore than 17.7 failures. This
also transiates into a statement about utility. If we want a 95 percent bound on utility, we have to
relate 17.7 failures to utility. This may be done by solving for Ay in the general failure process
model in the orvital case or by searching for the appropriate number of corresponding failures for

a given utility on the failure flow process program. After this is done, we see that the corresponding
utility is less than the utility we achieved.

EXAMPLE 11

The other approach is to specify a desired utility, and then test-fix beyond that level to obtain the
desired utility at the degree of confidence that the project manager specifies. This may be illus-
trated as follows: Suppose Uq =0.40 and one tests beyond this level to obtain some utility say
U2 = (.50,

As in the previous example, we obtain a confidence interval for the number of failures that
correspond to the particular bounds on U, say (6, 12), with the interval centered at 9. Now
suppose that U = 0.40 cormresponds to 11 failures. To find Pr(T <0.40 | 0, = 0.50), the probabil-
ity that U falls below 0.40 given that one has achieved a utility of 0.50, one has to calculate

Pr(F(t) 11| F(t) = 9). This is a measvre of the risk of not obtaining U = 0,40 , given that one
has obtained U=0.50 through a prior testing program. Thus, the probability of obtaining at least

U=0.40 is Pr(F(t) < 11 | F(t) = 9).

To formalize the examples in terms of U's, we consider equation (13). Let this confidence interval
correspond to, say, U, = C; . To make a probability statement about Ud = (Cy given that U,
=Cy where Uy < U, we have to relate U, =C, toa given number of failures and then to

F:(t) = n;/N by dividing the number of failures by the number of components. Once this has
been done, we must relate Uq =C; to Fj(t2=na/N.




After these relationships are made, then
Pr(ily > C; 1T, =C}) = Pr(F3(t) < ny/N | FJ(t) = n/N)

F2(t) - F3(t)
(F20)- 11 / V)

We have a pseudo-normality situation; that is, a situation where one can make probability state-
ments about a given varieble through the normality of another related variable. For purposes of
discussion and diagramatic arguments, we visualize this symbolically as

—

U, ~n Uy, o, (15)
Z,s.0. = (G, - Upra@,)) (16)

Where Z,,; . stands for the pseudo-normal random variable and is calculated by the formal given

by equation (16). F: (t) is calculated from the Product Limit estimation procedure as described
in Williams and Kruger4. As seen by equation (14), it is necessary to calculate or estimate the

variance Q(t) . To do this, we make use of a random number generator and use a Monte Carlo
technique which we describe in the following section.

Monte Carlo Estimation of \A/(t)

Using methods found in Kruger and Norris, we may determine the unique number of failures for

a given ufility. This givesone Fy(t) = At °. To illustrate how we use this model to place failures
in time, we consider the following example.

Suppose that a given U corresponds to the situation where one has five failures over a specified
orbital time. One has then to place these failures in time over the time interval for the orbital
case. Essentially, we equate

1B,
A n °
A(tnﬁo) = nn - tn = (—A\-'l) .

Thus, we have produced a sequence of times which we can use in the Product Limit estimation
process to calculate V(t) (see equation (10) in Williams and Kruger).
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The above method illustrates what we do in the Monte Carlo estimation procedure, In the case

- -where we have five failures, we use a uniform random number generator and obtain five numbers

on the interval (0, 1). Suppose that we obtained, after ordering, the sequence, (0.2, 0.34,0.52,
0.6,0.82). We next multiply these numbers by five and obtain (1, 1.7,2.6,3,4.1). Letting
np=1,n;=17n;3=26, ng =3, and ng = 4.1, we calculate t1, ... ts with the above formula for
ny, ... ng, By, and A.

After obtaining the failure times, we use the Product Limit estimatior procedure to define the
parameters necessary to calculate Vy(t). We repeat the process and calculate Va(1). Aftern sceps,

n
Vi) .--z Vi(t) (17)
i=] )

By the central limit theorem and Monte Carlo techniques, V(t) converges to V(t). Since the
gencralization of this example is apparent, we do not describe it here,

To conclude this section, we may note that the mathematical procedures for the option “we tes.

and accept less utility at a given level of certainty” is very similar to the derivation described abcve
and will be omitted.

APPROACH TO CHOOSING A COST

To adapt the preceding discussion of utility to a cost model, it is beneficial to evan.ine tne environ-
ment of the project manager. Increasingly, budget consideration will constrain t.sting and
refurbish/reflight decisions. F urthermore, there very likely will be competition among a variety of
projects for these limited resources (see Sayles and Chandler8). The allocation of resources ~

dollars, equipment or personne] among the available alternatives will be a growing problem for
the manager,

The fiscal constraints play a large role in project management (see Lloyd and Lipow?). To date,
most spacecraft test cost optimization models have relied on expected value concepts, e.g.
CampbeillO, Donelsonl !, and Naegele and Sellinschegg! 2. While incorporating the range of
possible costs, the single expected value — which in sotne models is supplemented with a measure
of variability — may not be of great help to a manager facing budget limitations. At times the
optimal test strategy may not fit into the available budget, or other needs are competing for funds
making a non-optimal solution necessary. The suggested format of the modified cost model clearly
displays the marginal changes in performance which may be purchased or additional test dollars.
The format provides probabilities of success for various levels of investment in testing.

Given the few repetitions of an experiment available to most project managers and their need to
Know close-to-actual cost, we have modified the expected value model in this report. While con-
tinuing to rely on the probabilistic mathematica! approach of expected value, the output of the
modified cost model provides probabilities of success for various levels of costs. The model com-
putes the least cost test and refurbish/reflight strategy that will attain a particular probability of

achieving desired utility. An example of an output matrix for a specified. desired utility is shown
in Taole I

L s o S - i




Table [

Probability of Achieving U =0.53 Versus Least Cost Strategy

Probability of achieving Cost of least cost
U=0.53 strategy
60% 50,000
70% 65,000
75% 73,000
80% 85,000
85% 97,000
90% 112,000
95% 153,000

Referring to Table I, the project manager or research team has determined that a utility of 0.53
will provide sufficient data for mission success (for a discussion of determining Ugq from past
spacecrart performance, see Williams and Kruger?). The least cost strategies for obtaining the
probabilities iz the left column for the particular spacecraft’s characteristics — complexity of
design, weight, volume, refurbishment costs, flight parameters, and extra STS services — are cal-
culated and !sted in the right column. With this information the project manager is able to see:

1. how much a certain probability of success will cost,

2. the highest degree of certainty affordable within the project budget, and

3. how additional investments of specified dollar amounts will enchance the probability

of success, or, conversely, how specific dollar amounts debited will reduce the
probability of success.

. program has a number of experiments competing for
resources, the format presents information that can be used for allocating funds among them. For

instance, a manager may decide to reduce test expenditures on one experiment, thereby accepting
a slightly lower probability of success; the funds freed by this reduction in spending may then be
applied to another experiment enhancing its likelihood of success.

Certainty of Achieving « Desired Average Utility

The design of the modified cost model relies on the assumption of a near normal distribution of

atility and on a distinction between Ud, desired average utility, and ﬁa, achievable average utility.
As the utility concept has emerged, it has become common to speak of Ua as if there was a 50%
prohability of actually attaining that level of utility or one higher. Through testing, the Ua level
couli’ be increased to a higher utility, again with a 50% probability of that utility or a higher one
being reached. Given the roughly normal character of the distributions of utility, this means that

10




0; is the center or mean value of such a distribution. It also =
the entire distribution shifts to ce

‘-ggests that through more testing
nteronanew U, value. Figure | illustrates this idea.

05 |05 0.5

u

(2a)

In figure 2a, there is a 50¢

—

Utility {,'; Uy Utility

Figure 1

The Effect of Testing on Utility
After Testing, Uy > Uy

% probability of attaining U’a'. After testing and repairs, there is a 50%

probability of attaining U3’ or higher, where Uz < Ty

Rather than speaking of attaining the
to think of attaining the original utility, Uz
post-test probability of attaining at least
that this area is based on the distribution ¢

ity of being achieved.

new post-test utility with a probability of 50%, it is possible
U%, or higher with a probability greater than 50%. The

Uaé is shown in figure 2 as the crosshatched area. N ote

entered at Uy, the post-test utility with 50% probabil-

If a desired average utility,

it is possible to increase th

improvement we have increases in U,
Pr(U, > y) for reflight missions. As t
shifts with means U3 < Uy < Uj’ <

formance through more thorough testing and correction of identifi

Assume that testing has brought a payload to the point where Pr(U,
further testing and corrections, there will be increases in Uy,. As U

accompanying increases in

Figure 2

Post-Test Probability of Attaining at Least Uy

ﬁd’ is specified as necessary for a mission’s success, then through testing
¢ probability that U, > Ud. With testing or payload performance
at 50% probability, or, correspondingly, increase in
he test program progresses, the utility distribution curve
... . Each step signifies improved utility or payload per-
ed failures,

J4)=S or U, =Uq. With
A a and Uy diverge, the
Pr(U, > Ty) may be estimated as follows:
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Given: U, > Uy , Pr(U, > Uy) = 0.50 + Pr(Z; <Z <0) where Pr(Z; <Z <0)is the probability
associated with the Z-score of:

where Uy results from the number of failures that give rise to the desired utility,
the number of failures that give rise to the average achieved utility, and ofja

tion of the number of failures t
a Specified U.)

ffa results from
is the standard devia-

hat give rise to ﬁa. (Note: see section on Certainty of Obtaining
As testing proceeds uniformly and U, increases beyond Uq and approaches Umax » the incre-
mental improvements in U, get smaller. These decreasing incremental gains are due to:

1. the existence of a Tp,,, term for various flights and

2. the fact that one has to test longer at both the component and system level to
detect failures as testing progresses through time.

Since the cost of testing is a function of time,
increase as U, increases, the test cost increas
concepts, we consider figure 3.

and the time increments_necessary to detect failures
€S as we try to improve U, . To help visualize these

Average Utility, U

3 ‘ Test Program
Resources

Figure 3

The Effect upon Test Program Resources of Incremental Changes in U,



From figure 3 we see that additional investments, S;, S,, and S3, in testing to increase U, produce
decreasing gains in Ua, Aj. 49, and 4;, Eventually these gains approach an asymptote where

Uz = Upay and setan upper bound to the improvement in U that is possible through testing.

The concept of Up,,, arises from the fact that there are those failures for which this test is
inapplicable, and therefore, even if this test were perfect, a certain number of failures remain and
give rise to an average utility of less than 1.0,

Increases in ﬁ, are purchased through testing and corrections. Therefore, we may assume a rela-
tionship between U, and cost. Assuming a uniformly increasing function with time, where cost

is the ordinate and average utility, Ua, is the abcissa, we may visualize the minimal cost ¢urve as in
figure 4,

x l

|

I

< 8 |
3 |
l

|

0 — _l >
Ud Umax
Average Utility
Figure 4

Hypothetical Minimum Cost Curve

We take the cost curve in figure 4 as the minimum cost curve for attaining the various average
utilities. §’ is the minimum cost test strategy to achieve U, = Ug. The minimum cost curve is
derived empirically from the TVTO computer model output. The output provides mixes of com-
ponent and system level tests and the cost and improvement in U, for each mix. The model takes
into account payload complexity when making cost estimates.

Extending the Modei to Multiple Flights

To this point, the cost model has included only ground-based testing — mixes of component and
systems level testing — and a single flight. With the advent of the Space Shuttle, reflight becomes
a viable alternative. There are three situations in which the refurbish/refly strategy must be
considered:

1. if the desired Uy is greater than U

max»

2. if the cost of obtaining ﬁd via ground based testing is beyond the project’s budget
limit, and




3. if the cost of attaining Ud with ground base testing alone is greater than the cost of
refurbishing and reflying the payload. '

Examining these situations separately will help to disclose some of the features of the refurbish/
refly option.

In the first situation, when Ug > Up,y , unlimited resources devoted to testing will not yield

the necessary probability of achieving Uy . In large part this is due to modes of failure unrelated
to the test program.,

After the first flight and succeeding flights, these modes of failure may be detected and corrected.

Identifying and correcting flight failures will increase the payload’s performance capability upon
reflight.

It is unlikely that payloads will be flown solely for engineering performance information. Rather,
they will perform their data collection or transmission duties as well as have their engineering
performance monitored. The collection of data on the first {light may reduce the data collecticn
needs of the second flight. The second flight may have less stringent performance requirements
and yet result in an overall successful mission. The gd per flight therefore, may be reduced
through a flight/refurbish/refly strategy. A reduced U4 on the first flight will make it easier
(possible) to attain a given Ud on the second flight.

The second situation is the case of budget limitation preventing the desired Ud from being
reached. If the refurbish/refly option lies within the budget limits, it should be examined.
This case could exist when the payload has low launch and refurbish cost (low volume and
weight and easily reproducible parts) but high test costs (many components or systems

requiring individual testing). As in the first situation, the combination of a more thcrough

“test” situation and the partial collection of data may provide an increase to the necessary
U,.
d

In the first case it was suggested that the refurbish/refly strategy, by providing the “u'timate
test” situation, may increase the Uma available by reducing the number of non-thermal-
vacuum related failures that a payloadx will encounter. Estimates from a model have the
potential to show how much ground-bassc¢ testing simulates the actual condiiions of space
flight (in terms of the number of failures detected). The refurbish/refly strategy, by using

the space environment, reduces the area of uncertainty; the potentiai for successful performance
is thereby increased. Figure 5 illustrates this increase in Umax th~~ugh by rhe use of a

second flight option.
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Figure §
The Effect of Refurbishment and Reflight

Curve A in figure § depicts the improvements in average utility derived solely from ground-based
testing. Itis a testing, not a testing and reflight, strategy.

Curve B represents the cost curve for a test strategy that combines ground-based testing with
refurbish/reflight. As curve B rises, the additional costs are for increases in refurbishment and
ground-based testing. Curve B represents the costs to refurbish and refly a spacecraft once plus
various levels of ground-based testing. As ground-based testing is increased, the costs increase, as
does the attainable average utility. Strategy B provides more opportunities to detect failures than

strategy A, thereby increasing Umax » the maximum average utility achievable for a particular
option.

The relation of curve A to ciirve B will be determined largely by payload size and complexity.
Launch costs are a functior of payload volume and weight, the orbit inclination, and the flight
services required. Refurbishment costs appear to depend upon the complexity and sensitivity of
the payload. Another cost v hich may be significant is the cost of delaying the project through a
second flight cycle. If a group must be held in reserve while the refurbish/refly cycle is going on,

these costs could be considerable. Since such delay costs are highly possible, they are dealt with in
our general model.

There may be some concern that the cost curve for strategy B, the single reflight strategy. includes
only the cost of one launch although the payload is actually flown twice. Since all missions include
at least one flight, the expense of one launch is considered common to all missions and is not a

part of the test costs. Flight costs are ignored as a portion of the test costs until the test strategy
calls for additional flights: then these reflight costs are included as test costs. The inclusion of the
reflight costs allows comparison of the varicus reflight and ground-based testing combinations to

15
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find the lowest cost strategy for obtaining a desired probability of success. Notice that in Curve A
no flight costs whatsoever are included, though the vehicle will certainly be flown.

An important cost concerr is the timing of the flights in the two strategies. STS costs are increased
by the Bureau of Labor Statistics (BLS) cost escalator!4, The timing of flights will affect costs due

to this inflation factor., Figure 6 depicts a time line of possible series of events for strategies A and
B, just testing or testing and reflying.

Strategy A Flight

'-__ Test *—%

° .

’ — T me
Strategy 8 L Test _fﬁ <—— Refurbish —jl

Flight 1 Flight 2

Figure 6
A Comparison of Strategies A and B

In the case shown, strategy A uses extensive ground-based testing and a single flight. Strategy B
uses some ground-based testing and two flights. The first flight in B occurs before the flight in A,
If the flights include identical services and the payload weight and volume is not different, then
flight 1 or B will be less expensive than the flight in A. The flight in A will be less expensive than
the flight 2 in B. An earlier flight will be less costly (assuming inflation) than a later one. The
savings accruing to earlier flights may be estimated as

J
Savings = L(1+E)A.L(1+E)'B (18)
Where L = present flight costs
E= monthly cost escalator

J AT number of months until flight in A
JB # number of months until flight in B

Inflation is only one way that costs may fluctuate. There may be pricing increases independent of
inflation, Such increases occur when it becomes apparent that the price charged for a service does
not fully cover the cost of providing the service. Increases may also be pass-throughs. For instance,
fuel prices may rise at a rate greater than the inflation rate. The proportion of increase not
reflected in the BLS escalator must be passed through as a price of service increase. Since such

increases are difficult to foresee, the costs incorporated in the model will have to be updated
regularly,




Estimating refurbishment costs is difficult. The research done to date provides only rough estimates
with which to model!3. The cost estimates for refurbishment of LANDSAT vary from 30% to 75%
of the original instrument costs!4. The variations in costs appear to depend on the complexity of
the instrument, the disassembly time, and whether parts are standardized. A re-examination of the

LANDSAT-refurbishment raw data might reveal a functional relationship between complexity and
refurbishment costs,

Returning to figure 5, curves A and B are assumed to be minimum test cost curves which incorpor-
ate the proper flight costs, escalators, and refurbishment costs. Figure 5 may be modified further

by adding a curve C which depicts a strategy for two reflights with refurbishment as well as some
ground-based testing.

Figure 7 illustrates the three strategies; A, B, and C.

Cost

umax A v
Average Utility

max B max C

Figure 7

A Comparison of Three Strategies

Notice that Up,x o is greater than either Umaxa ofr Unax b
Curve C begins at a cost equivalent to the cost of ground-based testing and two refurbish/refly
cycles. Strategy C, it should be mentioned, assumes three flights total.

Strategies B and C may provide lower costs methods for obtaining a given ﬁd . For some ﬁd
values, reflight strategies such as B and C may be the only method available. This is particularly
likely as the desired ﬁd approaches Up, .. . As the costs increase rapidly for additional per-
formance certainty, it may become more economical to switch to a new strategy. Similarly, as

the desired Pr(Uq) approaches the maximum available through strategy B, it may be less costly
to use strategy C.




The model may be extended by adding strategies using increasing numbers of flights. Such exten-
sion, however, yields smaller and smaller increases in the maximum average utility; that is, the gains
per dollar of shifting to “*higher” strategies decrease. Figure 8 portrays the model extension and the
convergence of the Upax levels for many strategies.

A

- -
max A Umax 8 max i
Average Utility

Cl

V]

Figure 8

The Convergence of Attainable
Average Utility Towards a Maximum

The decreasing nature of the gain in Ty, oy values results in a limit which is the ultimate Umax
attainable after many flights. This value, max(Um ax)» is assumed to be less than 1.0. That the most
certain probability of attaining success is less than 1.0 reflects the possibility of a random failure
occurring at any time. Max (Uma ) may be encountered in Space Transportation System by the
Orbiter itself, its payload bay mec msms, etc. after several years of operation. This value might
also be approached by payloads that are flown repeatedly.

Given a payload, its volume, weight, flight needs, complexity, and the utility desired to have the
mission perform successfully, a unique set of minimum test cost curves can be produced. These
curves will relate gains in the average utility from ground-based testing as well as through refurbish-
ment/reflight strategies. From the lowest cost frontier of the curve set, the scallop shaped line of
figure 9, cost and levels of average utility may be matched. The output format with which this
section began may thereby be derived.

The merits of using a “Lost Value™ model as opposed to th: “Utility vs. Cost’ approach shouid be
discussed for two different kinds of payloads.
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Figure ¢
Variation of Cost with Strategy

If one launches a communications satellite in which the transmission of data can be measured as
having value in terms of cost of data obtained and there is a one-time flight situation, then the
“Lost Value” model or approach developed in Kruger-Norris! is adaptable as well as the approach
developed in this section, The difference in the two approaches is that the Kruger and Norris

Lost Value function takes the decision out of the projects manager’s hands. It chooses the optimal
test procedure for the manager.

If one launches scientific payloads where data has a tremendous value and there is a one-time flight,
then the above comments are applicable to this type of payload.

On the other hand, if one has reflight capabilities for communication satellites or scientific payloads
where data is highly valued, then the approach where one considers *“cost vs. utility” applies. This
approach also applies to the situation where one has scientific payloads where the value of the

data obtained is not tremendous or unknown regardless of whether one reflys the payload or not,.

To conclude this section, we remark that the mathematical procedures for the option, “we test

to where we are and accept less utility at a given level of certainty” is very similar to the derivation
described above and will be omitted.
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ITHE FAILURE FLOW PROCESS

In order to develop an approach that would extend to multiple flights, we use the logic as suggested
in Kruger and Norris!, A few siinplifications were made in the general model, and before discussing
the new approach, we discuss the basis for simplifying the model.

Rationale for Simplifying the Kruger and Norris TVTO Model

We now tum to the derivation of failure flow analysis and the modifications to utility under various
decision criterion. The model developed by Kruger and Norris describes failure occurrences during
the thermal-vacuum test procedure (accounting for effects of temperature cycling and temperature
on the overall distribution of failures and normalized for the number of components) as

: z
F_Fo Y\B B TH“TC B
ﬁ"‘ﬁ’+x{(E“+EC)('z') PR T | (T 2

To determine the various constants in equation (19), data from 109 component level tests were
normalized, and iteration and fitting procedures vere used to determine the parameters. The pro-
gram that normalized the data and give the fitting procedures are given in reference (1).

A method of estimation of reliability growth was developed by Williams and Kruger using the
Product Limit estimation procedure of Kaplan and Meier!®. This method has the statistical
property of consistency. This property is a convergence property; by using the Product Limit
estimation procedure, one has a theoretical, statistical representation of the distribution that
describes the frequency of failures over time allowing for the adjustments, such as components
entering and leaving the flow of tests, that were made to the data in the Kruger and Norris study.
When one chooses six-hour increments and estimates the growth parameter B, using the Product

Limit estimation procedure, one obtains ﬁ = 0,478, and :\ =0.017 for the model F(t) = AtB.

When one uses the normalized data from Kruger and Norris and does a fit to the above model,

one obtains B = 0.485, and A= 0.018. The multiple correlation coefficient for this data is

R2 = 0.978, which means that the model accounts for 97.8% of the variation in the system. From
this result, one concludes that the normalization process in Kruger and Norris and a simple curve
fit yield the same resuits for the estimation of B as the Product Limit estimates. In this sense,
one may conclude that the normalization process for F/N found in Kruger and Norris yields the
same estimates for B and A as the process for Product Limit estimation or vice versa,

The Test Process

An approach to conceptualizing how failures are uncovered may be seen in Heuser! 5 where failures
are visualized as being detected or escaping tests. In this same way, it is helpful to look at and

examine various assumptions and procedures that influence the flow of failures in thermal-vacuum
tests.




The objective of any test program, whether it be environmental or reliability test screening, is to
discover and eliminate failures that would occur in operational use. To accomplish this goal, one
tries to conceive all possible environments to which the product would be subjected and then to
create tests that simulate these operational environments. Decisions are also made as to some
optimized test procedures in terms of cost, the quality of performance, the risk involved, the
priority o the spacecraft, etc.

These kinds of decisions are made for thermal-vacuum tests recognizing that there have been pre-
vious tests at the parts level and several other levels (see Heuser! 9), Assuming the testing procedure
has passed through a sequential stage like Heuser's description of Failure Flow Analysis, one
encounters questions such as how much testing and what combination of testing needs to be done
at the thermal-vacuum test stage.

To help guide these decisions, one needs to know the relationships between the various test stages,
We assume, as in Kruger and Norris! , that the procedure can be viewed as sequential in nature; that
is, failures “flow”’ (i.e., if not uncovered proceed) from the component ilevel tests to the systems
level tests and on to the orbital flight. Further, the Kruger and Norris model assumes that by ’
increasing test duration, one increases the likeliliood of uncovering an incipient failure. With these
assumptions, one would like to know how long to test at the component level to eliminate a
reasonable amount of those failures which can be uncovered at that parvicular stage of testing.
This decision must be based on cost and time considerations and on the future quality or perform-
ance of the spacecraft. To establish the cost-quality reiationships in the thermal-vacuum area, it is
necessary to model the failure mode, the cost mode, and the quality as testing takes place in this
environment. It should be noted that quality encompasses the concept of utility.

PR

We begin by discussing failure modes. To envision the process we consider the diagram of figure 10, ]

) Component R System ' -
- 'fﬂlw. _—— Lavet - s Level breegier Other X F"'“
Testing Testing Testing Operations

Figure 10

The Flow ¢ ! Equipment

From previous testing and quality control of parts, we have screened out a certain number of
failures (as appropriate references, we mention Heuser! 5 and A. Krausz! 6),

If one has a procedure where failures are repaired when they occur, then it is conceivable (dis-
regarding wearout modes and random failures) that by testing over a large enough time interval,
one could eliminate those component failures that occur and are detectable during thermal-vacuum
component level testing. One, however, has to consider the amount of testing in the light of cost
and time constraints and in terms of the reliability or, in this paper, utility requirements. Since
one cannot achieve perfect utility, then one must specify some level of utility that is necessary to
meet the desired performance goal of the finished product.

It is in this framework of cost-benefit analysis that models play an essential role.
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The Role of Models

Referring to Oxenfeldt! 7 » @ model is a simplified replication of realit

ponents and indicates how they are interrelated, The
model: g

y that identifies its main com-
following are some of the key elements of a

1. It is a simplified version of a more complex reality; the degree simplification varjes
according to the use for which it is intended.

2. Its purpose is to illuminate a real-life phenomenon: some simplification is required
for ease and clarity of understanding,

3. Although simplified, the view of reality presented by a model does include jts main
elements and their interrelationships; simplification occurs by omitting non-essentials.

The model depicts reality for a particular purpose and a particular audience,

5. A modelisan intellectual tool, a device that assists the thought process. Its value

therefore is to be assessed primarily by the validity of the conclusions or decisions
to which it leads,

The TVTO Model Equations
Table I1 is provided as a guide to the equations that follow in this section,
Table II

List of Definitions

Symbol Value or Definitions
A, 0.0205

Ag Ay, Ag Variable coefficient
B, 0.442

B, 0.757

B, 0.396

C Genenal coefficient

PO
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Subscripts ¢, s, 1, 2, 3

Subscript f
Subscript i
Subscript o
Subscript t-v

Subscript (x,x)

Superscript bar, (as in T)

Table II (Con't)

Value or Definitions

Cumulative failures, component test
Cumulative failures, system test
Cumulative failures, in orbit
d(F(tr))/dt

dCF,(t /et

d(F | (tp))/dt

Number of components

0.00512 (average failure rate for first 12h of component
testing)

N x 107
N X7.5X%x106
time in test or in orbit

Refer to component or system level tests or first, second,
or third flights, respectively

Final valye
Interconnect
Other causes

Thermal-vacuum causes

Decisions D2 and D3 apply; D2 only if or..y one value
is noted

Average value

Based on 150 component level tests (taken from the data used in NASA T™M 80297 plus MMS

data less that for the EU’s and RIU’s

time increment with the Kaplan and

) with an average test duration of 187h, one can, using a 24h

Meier method, form an equation to describe the cumulative

number of failures during component test as

F(t)=NaA, e, (20)
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On a per component basis, this can be differentiated to give a cumulative failure rate of

fty=a, B, 1B @1)
failures per component per hour.
At the end of 187h, the failure rate 15 then
f.(187) =0.000489 . (22)

Based on 39 system leve] tests which had an average duration of 17.3 days (41 $.2h) and an average

complement of 65 components, we can — using a 24h step as before — define the cumulative
number of failures during systems test as

Fs(t) =N X 0.000904 tBS (23)
and the cumulative failure rate per component as
£,(t) =0.000904 B, Bs™1) 24)

If we assume a constant failure rate over the first 12h of a test and that the feilure rate at the end

of a test program is relatively constant over a 12h period, we can define the average cumulative
failure rate at the beginning of the system test as

- 2 -
f,(12)=-l-l§_ f 0.000904 B, Bs™) 4 25)
Q

or

£,(12) = 0.000494 . (26)
One would expect a difference in éumulative failure

rates to exist when comparing that at the end
of the component test program with that at the begi

nning of the system test program. This should
ystem test program incorporates the interconnection of the
concert — as well as the interconnecting hardware plus,
ed equipment. Asan approximation, we introduce the
ion failure rate during the first 12h of test an

components - so that they must act in
genenally, some other previously untest

term
T; (12) to account for this inierconnect

d define it ar
fi(lz) = fs(lz) ~ £.(187)
= (0.000494 ~ 0.000487

f,(12) = 0.000007 . 27)

|
1
|




We take 't"i (12) as an additive term in the system test program so that no amount of testing at the
component level can correct the flaws it represents, Furthermore, hypothesizing that fi (12)

results basically from the intergration of the components, we approximate its form as a function
of the number of components and designate a term K¢ such that

fi(12) =N X 0.000007/65 = N X 107 = Kg - (28)

If we attribute the same exponent to fi asin (24),

and assume (pending more complete data
analysis) that it equals (Bg=1), then we may write

- 12 -
fan= [ 4B (B g
[+

12
f(12)= % A1) e = Ai(IZ)(Bs-l) (29)
or
a=fa2)- a2t Ks12) B9, (30)

Then, taking A; as was done with A{, we may write

B-1 -
fy(t) = A B PV e g g BoD) 31)
It
1 12 B -
L=z | A B Var (32)
! B B,-1
folter) = 13 44(12)* = A2 (33)
1-B
A,=fc(tcf)(12)( J (34)
then, {rom (30), (31) and (34),
-B -B B.-1
fy(t,) = [K6(12)(1 9 481,012 S’] B(t,) s 35)
N B.~ ,
£,(t) = [Kg + (6] X (120" B9) g (1)Bs™D) (36)
and
1-B
Fy(ty) = [Kg + (1,51 x 1) B8 (Bs (37)
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Within the 39 spacecraft that were used to develop (23), were 31 that were included in the PRC

data base. From this data base, and again using a 24h time increment for curve fitting, we can
describe the orbital performance as

F ()= N X 0.00288 ¢ ! (38)
and
f,(t)=000288 B, P17 (39)
The average failure rate for the first 12his
| _ 1 12
ha=— fo £, (1) dt (40)
=0.000642 . (41)

Since fg (415.2) = 0.000158, there is a significant difference between the failure rates at the end of
the system-level test program and the beginning of the orbital case. Again, this is not unexpected
since the orbital case includes failures due to causes other than these one may associate with the
thermal-vacuum test, e.g. failures due to vibroacoustics. Let us designate these “other cause”
failure rates as ,(t). If we assume, pending more complete data analysis, that the failure rates

may be transmitted from the system test level to the orbital case, then based on the current data
we may write as in (27)

5,U2) = (12)- £,(415.2) . 42)
Substituting from (41), we have
?o( 12) =0.000642 - 0.000158 = 0.000484 43)

If we assume f, to be a function of spacecraft complexity as measured by the number of
components, we can establish a coefficient K such that

K7 =N X 0.000484/65 =N X 7.5 X 10°6 , (44

Also, if we assume that the f, and f; terms arise from similar equations having the same
exponent, B3, we may proceed as in (29).

In orbital case, we may write

- 1 A2 (B,-~1) 1 B
(2 =3 jJ Ay Byt 17 dt=—A (12)!

A 12

Lun=a,an (45)



Substituting the value for K7 asin (44), we write

Ao =02 x 1! B0 a g 15)1-B1) (46)
Then, asin (12),
B,-1
f®=(a, +4,)B, 1, B1°D @7

from which, as was shown in developing (34),

Ay = £, 12) 1B (48)
and |
Fiit))=(A, +A)) tlBl (49)
and
f(t;)=(A, +4) B, t, B1°D (50)

Turning for a moment to the question of average utility, I_I, We can see that the form of (49) precludes
the attainment of J below some given level, namely that due to the A, term which is unaffected

by the thermal-vacuum test program. If the A; term were zero (i.e., no failures occurred due to
causes that could be uncovered by thermakvacuum testing), then the best average availability that
could be achieved would still be no greater than

_ t (1981) (B,
U.rl f [1-0.273 exp (~0.0086N) ] fera2 0, )]dt G
1 9

Using the approaches developed previously, we can describe performance in orbit for three other
cases:

1. component test but no system test,
2. system test but no component test, and
3. no test.
Since there is no actual data for these cases, additional assumptions will be needed.

1. Component Test b}lt no Systgm Te;t

The number of failures during the component test program and the failure rates can be expressed
as in (20) and (21) as
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B
Fo()=NA t ¢ (52)

and

(Bc-l)

f()=A,B,t (53)

If there were a system level test, the average failure rate during the first 12h, would be, from (37),

- 12 ) i
D= [ (K 41, o1 12089 B, (BrrD g,

o

(I'Bs) (Bs"l)

f(12) = K g + £ (tep) (54)
‘Some ﬁiiﬁ?e?s{é@i@&fbé' géxjéfét_éd, but we choose to neglect them because they are unassignable.
If now we propogate 'f-z (12) forward to the orbital case as though it were fs(ts¢) in (48), (49),
and (50), we may define the orbital case characteristics as

B
Fiit))=N@, +A) e !

- -8,)] B
Fi(t))=N [K-, an’ P g, ap a2t Bl)]t L (55)

Since we define the final system level test failure as the same as the average of the first 12h were
there a test, then

fi(tye) =T (12) (56)

and, from (54), (55) may be rewritten as
1-B 1-B B
Fi(¢))=N [K7(l2)( 1)+(K6 #,0t,0) 12)0 1)] t; !

1-B B
Fi(ty) = N [f (t:p) + Kg + K, ] (12! 1):1 L, (57)
Note that F(t;) cannot be less than

(-3, By |

F (t;) =N [Kq +K,] (12) (58)



Also, given U and t;, t;; may be defined as

(1-B))

tor ™ (((Fy (t) )/(N(12) (1/(B~1))

B,
t; 1)-Kg -K;)/(A, B,)) (59)

so that any component test duration equal to or larger than tor will provide at least the minimum,
desired U. It is possible that the necessary tef €0 in which case no tests will be necessary. It
is also possible that no solution exists in which case U was chosen below the possible minimum,

2. System Test but no Component Test

We take the average failure rate of components, had there been component level tests, as the average
failure rate for the beginning of the system level test, both over the first 12h interval.

- 1 2 (B,-1)
f(12)= = af A Bt ¢ dt=K, (60)
Substituting in (36),
fy(t) = K12 P9 4 k5012 B9 g g BeD)
f,t) = (K +Kg) 1201789 p, ¢ BsD) (61)
and
Fy(ty) = N(Ks + Kg) 12)0 B0 (Bs | (62)
Asin (46), A| =f(t,s) ( 12)(1'31) and, substituting from (42),
Ap = (Ks +Kg) a2ty B, :,(BS'” ant-Bo
Ay =(Ks +Kg) 1) P B0 g o (BeD) (63)
and from (47),
Fit) = 102" 0+ kg +ko) (12 P80 Bsml)y By (64)
For a pre-defined U and ty, we can solve for t, as
B 1-B 2-B .-B 1/(B~1))
= (CF 7y D =Ky a0 P 0ykg + kg 3 BB gy (B o)
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3. No Test

In this case we assume that the initial component failure rate characteristics propagate to the system
test, and the initial system test failure characteristics propagate to the orbital case. As in (60), we
define the initial component level failure characteristics as

f,02) =K, . (66)

The system level failure characteristics are then described as the average of the first 12h of hypo-
thetical system test or, from (61),

- 1 -
R(12)= 0= (K5 + Kg) azt-B

a2)™
f(12)=Ks +Kg . (67)

Since the failures that these failure rates infer do not take place during tests, they are not con-
sidered.

Since f; (12) is the same as f,(t,) in (48), we may write

(1-By)

Ay = (Ks +Kq) (12) (68)
and, substituting into (49),
Fytp =Nk, 120720 4 g + k) 12 PV ¢ By
F,(t;) = N[Kg +Kg +K;] (12)(1-Bl)t181 (69)

If one has a mission of duration t; and a predefined U , then, if the number of failures found by
(69) is less than those that produce the necessary U, no test is needed.

Failure Flow Process and Utility for Multiple Flights

In order to demonstrate the approach and not to become too cumbersome, we limit ourselves to
no more than three flights (although the process allows for more). Table III indicates the various
options that can be exercised




Table III
Available Options
Test Decisions Flight Decisions
Component System
Level, C Level, S First, D, Second, D, Third, Dy
0, 0, - - 0 0
1, 1, 1 1 l
2 2
3 3
4 4

where, under C and S:

O
0

1

1

indicates no component level testing,
indicates no system level testing,
indicates component level testing,

indicates system level testing,

so that (0, O,) would indicate that neither component nor system level tests were done and (1,
0,) would indicate that component level tests were done but that there was no system level thermal-

vacuum test.

Similarly, under decision D,, Dz, and Dj:

0

[ ]

indicates no reflight, regardless of the results of the previous flight

indicates reflight if the mission is not accomplished (2, 3, and 4 follow from this)
indicates reflight without repair, refurbishment, or retest

indicates reflight with repair and refurbishment but no retest

indicates reflight with repair, refurbishment, and thermal-vacuum retest.

Since there is no program without at least one flight, the decision for D, indicated by O does not

exist,
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We can now consider the decision matrix (C, S, Dy, D,, D3); each one (with the exception of D;)
has a number of options.

The possibility of multiple flights requires a re-thinking of the concept of utility. Imagine, for
instance, that one choses the Path (1,1, 1, 2,0). This guarantees that the overall average utility
will be less than the path (1 » 1, 1,0, 0) which involves one flight rather than two. However, we can
be fairly certain that we will gather more data during two flights than during one (given that the
first flight of the two is as long as the one flight in the single flight case). Yet, since without repair,
refurbishment, and retest we can expect the instantaneous utility to continue decreasing yielding a
low, overall average, we do gather additional data,

The difficulty lies in the definition of overall, average utility, i.e., the ratio of the performance of
the actual payload to that of 3 perfect one, The problem is described graphically in figure 11.

A I
| 02"4
!

Cost

I
|
l
o, |
1
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[
;

!
)

Average Utility umax 1 max 2

Figure 11
Effect of Dy Decisions on Cost and Average Utility

If we perform a test program and conduct a flight, we will arrive at some overall average utility for
a particular cost at point D;. If now we simply refly, we have incurred an added cost due to
reflight but may expect the performance to continue degrading resulting in a decrease in this
utility. This condition corresponds to the point Dy =2,

If we repair and refurbish, we can expect a further cost increase but will probably increase the
average utility by bringing the payload performance nearer to the ideal. This condition is shown

as the point Dy = 3 on figure 11. It will be higher and almost certainly to the right of point Dy =2,
It will likely be to the right of the point D; but we cannot be sure. F inally, if we include testing,

a similar thought process will bring us to the point Dy = 4, again probably to the right of the

point Dl .

(Note that ﬂmu 1 is the maximum average utility that can be obtained in one flight. It is inde-

pendent of the thermal-vacuum test program. Uy ,.» however may be dependent on the per-
formance during the first flight and the success of the repair programs; for ins:ance, the first flight



detunnl

may uncover additional non-thermal-vacuum related failures as the duration is extended, and the
repairs before the second flight would correct these flaws that would otheiwise have degraded the
performance of the second flight.)

If Wwe now construct a graph as in figure 12, we can describe the process in terms of a mission where
our goal is to gather a specific amount of data.

A !
| D2 =4
|
|
) [
02 =3 ]
g |
D,=2 I '
2 i ]
|
| .
0, [ , .
|
! %
} -
Data Gathered A
Figure 12

Effect of D, Decisions on Cost and Data Gathered » 1

Here, as before, by conducting a particular test program, we arrive at point D; having gathered
some portion of the desired quantity of data, A. If we now simply refly (without any repairs or f
retest), we will incur the added cost of reflight but will probably increase the quantity of data that
was gathered. Point Dy = 2 would then be above and to the right of point D;. Decisions 3 and 4
would lead to points Dy =3 and D, =4, increasingly to the right and above D;. We cannot
intuitively determine whether we will cross the line at A, but we would at least move toward it.

As can be seen in figure 11, it is possible to progress to the left as a flight program is continued.

Figures 11 and 12 can be thought of as depicting processes important to two different kinds of
missions. Figure 11 could be applied to a mission where a level of performance is required as
might be the case with a communications relay satellite. Figure 12 could represent a scientific
mission such as defining the ultraviolet spectral signatures of a certain group of stars. In either
case it is important to know the instantaneous capability of the payload (as might be defined by
the number of failures that occur). Therefore, our use of failure information should be done in
light of the mission to which it applies, For the purpose of this paper, we will limit ourselves to
those cases where average utility is the applicable criterion. Further, it is applied on a per-flight 1
basis,

Since the average utility for the first flight (designated as ﬁl ) is established by the decisions at
the test levels, it may be defined as a minimum cost approach, i.e., a specified U, for minimum
cost, We then proceed with the decisions Dy and D3 with the assumption that U; does not
fulfill the mission requirements.
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From preliminary data analysis, it appears that for cases involving costly payloads, the minimum
cost programs involve thermal-vacuum testing at both the component and system levels; we then
discuss this case first. Furthermore, it is assumed that flights may be viewed or act upon a payload
asan additional test, We therefore car proceed with ...e concept of a failure flow process, e.g., if an
incipient failure doesn’t occur during this flight, it may during a test following the flight or during
a succeeding flight,

Flowing from flight 1 to flight 2 without any repair, we have

1 12 B,-1
P =13 l ArBy 1 ar, (70)
1 B B,-1
fl(tlf)=-1—3-A2 12) 2='-A2(12’.)( 2" (71)
1-B
Ay =ty 1) B2 (72)
where By =B and t)¢ is the final flight time of the first flight for the minimal cost-utility
strategy using component and systems level testing.
62 2) means the average utility for flight 2, under decision 2, and 52(3) means the average
utility for flight 2, under decision 3.
Note that these are not utilities that include the previous flight.
As before,
1-B By-1
(1) = £ (t; 9 + Kg ] 1200 7B2) B, :2( 2| (73)

Since we currently have no data to speculate on the constant Kg, where Kg is a constant similar
to K, but between the first and second flights, we assume that it exists for similar reasons as
before and assume Kg = K7 . This assumption means that we are including a flight interconnect
type term in our model. It also means that the lift-off has an effect on failures that cannot be
accounted for. From (67) we have

1=-B B
(1=-B4) t, 2

Fagay(t) = [f, (t; ) + Kg | (12) (74)

and

typtta
= 1 e (Fa(2)(t2))

This argument generalizes if we consider the various combinations of test options because f)(t;y)
can be calculated under these options as explained in the previous sections,
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FLIGHT 2, OPTION 3
B, = B, and the assumption is made that after the first flight, we can repair those failures that
have occurred in flight, beth those which are detectable in the thermal-vacuum test environment
and those which are not. Thus we have Kg/2 instead of Kg.

The utility is based on

Kg -B B,-1
Byt = 1 (0 + —1 a2 2 g, , (B2~ 6)
and
Kg  (1-B,)
Faat)=lfi(yp+5 1027 "V B2 an
hence,
taf
ﬁz(”:.t?l;f (1_Dm)(F2(3)(t2))dt2. (78)
(o]

FLIGHT 2, OPTION 4

Here again the utility has started over at 1.0 to begin the flight but with the additional cost of
repair, refurbishment, and testing and a change in the failure mode. To account for the change
in the failure mode, we use the mechanism as described before; thus we have

=13 fo Ags By gy 287 dty, (79)
i ‘117 Ay (12)°28 = g, 1)) (80)
or
Agg =ty (12) B2y @1)
where By, = B,.
As before,
1-B, Byy-1
Ba)(ta) = [y 1 (12) P20 gy, Bawnl) )
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and

(1-Bxg)

{ B,,.-1
Fagay(tay) = [£,(t, 01 (12)' 27, JBas™l)

(83)

We have not assumed a component test stage since it appears most likely that only the tew com-
ponents that have exhibited a failure would be retested, and this is much like the process in a
system level test program. After the test stage, these failures flow into the second flight, and we
have

H 12 8-
[+}
1 B B,-1
by tasd =73 A2 12 2= A (P27 85)
therefore,
1-B,
A = Ba5¢a)(t2sp) ( 12)( 2) 86)

where B, = Bl-

As before,
Kg (1-By) _  (Bye1)
f2a)(t2) = [fy50a)(tasp) + 5= 1 1) "2' By 1y 2 @7
and
Kg (1-B,) B,
Fa@)(t) = lfgy(a)(tasp) + 5= 1 (12)7 271y 2 (88)
Therefore, we have
taof
32(4)=é f (I,Dm)(F23(4)(t2)) dt, . (89)
f "o

This discussion takes care of the calculation for flight 2 after the decision Dy is made. We now
tumn to the calculations based on the decision D3 and options (2, 3,4) before third flight.

FLIGHT 3, OPTION 2

Flowing from flight 2 into flight 3 with D3 = 2, we must base our analysis on each of the three
failure rates, f(2)(t), f2 (3)(t2), and f3(4)(t3), from the previous decision-making process.
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Using the final failure rate f2(2) (12¢), we have

1-B B;-1

f3(2'2)(t3) = ”2(2)“2(') + K8] (l:)( 3) B3 t3( 3= (90)

and
1-B3) B
53(2'2)“3) = [fZ(Z)(tzf) + Ksl (12)( 3 t3 3 o1

where we assume B3 = By = By until we have data to adjust these estimates. Thus,

- ffttarttar F .

U3(2,2 = . f (l-D"‘)( 3(2.2)( 3)) dt3 . ©92)

t3¢ tyettag

If option 2 for the third flight follows frofn option 3 for the second flight, we use ) ( 3)(t2f), and
we have )

K
i 8 1-B B;-1
33,20 = (ayltzp + 3= 1 10! PP gy ¢, BamD ©3)
and
Ke 1-B;) B
Fiaa)t) = gyt + 5102 794" 94)
Then,
tyett
U3(3,2) = — f (luD")( 3(3’2)(t3))dt3 ) 95)
3f tzf
If we now consider the case where option 2 for the third flight follows from option 4 for the
second flight, we use f2(4)(t2), and we have
Kg (1B3) . . (B3-1)
f304,2)8) = R4yt + 51 (12) By ty (96)
and
Ks . .(1-B3) B,
F3(4,2)(t3) = [f4y(t2) + 5 1 (1) ty ° . (97)
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We have for utility

tyett
= 1 [ (F3a,2)t3)) -
YT !;f (1-D*)" 34273 ar, 98)

FLIGHT 3, OPTION 3

Following from flight 2 into flight 3 with option 3, we must base our analysis or calculation of
utility on each of the three failures rates, f2(2)(t2), f2(3)(t2), and f2(4)(t2), from the previous
decision making process. These derivations will be similar to the previous ones, but with an
adjustment for repair in the utility calculations.

We have, similar to the previous equations,

Kg " )
2,80 = )+ 5 1020 7 By 103D

(99)
and
Kg 1-B;) B
F3(2,3)(t3) = [f02)(ty) + =] (12)!-B3) ty 3 (100)

where Kg has been adjusted by a multiple of 1/2 due to one repair in the failure flow process.
Kg is adjusted by a multiple of (1/2)" (where n is defined as the total number of repairs in the
process). We use this method to account for learning. We have for utility,

t
= 1 3 (F3(9 3y(t3))

If option 3 for the third flight follows from option 3 for the second flight, we use f2(3 y(t2¢) and
nave

Kg 1-B B,-1
f3(3,3)(t3)’[f2(3)(tzf)‘*-2-2-] (12)( 3) B3 t3( 31 (102)
and
Kg 1-B;) B
Fy(3,3)(t9) = (fypyltap+ 1 120 3 73 (103)
with
1
- 1 3 (F ;
u3(3,3)5t_; { (1_0.)( 3(3,3)(t3))dt3 ' (104)
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Kg (1-B») (By-1)
f3(4.3)(t3)=[f2(4)(‘2f>+7;1 (12)" 73 By 3

and

Kq B B
Fa(a,3)(t) = )ty + — 1 12173, B

with

t
- | 3f (F (t3))
U3(4,3)=t;f' { (1-D%)™ 34,3737 gy

FLIGHT 3, OPTION 4

Under this decision, we must take each of the final failure rates,

F2(2)(t2¢), f2¢3)(t2¢), and
f2(4)(t29), and process them through a re-test stage and then through the third flight stage,

Starting with f2(2)(t2¢), we have

112 (B34-1)
f4(2)(‘2f)=r5,!) Ags Bystyg 2% aty,

Wwhere B3, = B,,

If we make derivations similar to equations (79) thru (83), we haye

1-B B, ~
Fs(2,4)(t38) = g (13001 (121 P39 By ty, 357

and

1- B
Fas2,4)(t35) = [0ty 01 (12)(1"B39) tyy .
Extending f;,

(2,4)(t34) into the third flight, and using a derivation similar to equations (78) thru
(81), we have

Kg 1-B Byl
f3(2,4)(‘3)‘[fss(2,4)“3;f)+-5-1 (12) 3)Bs t3( 3D
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and
- Ks . .(1-By) B, -
F32,4)(13) = [f352,4)(t340 + 51 (12) 3 (112)
with
t
- 1 3f F t
Us,) = | (1-Dm 3@ g (113)
3f
We extend f;(3)(ty¢) and f, 4)(t2f) into the system level test and obtain f35(3,4)(t35) and
f33(4,4)(t35) as'in equation (& 13). From these equations we obtain f3 3,4)(t3) and
f3(4,4)(t3) asin equation (111) and F3(3,4)(t3) and F3(4,4)(t3) asin'equation (112).
These failure functions yield
_ t3f
U3(3 4) = _1.. f (]-D*)(F3(3,4)(t3)) dtj (114)
AL TR
and
Bo s [ pmFacemta)
U3(4’4) =F— (I-D*) ’ dt3 . (115)
3f ©

As a final comment on utility, we mention that their confidence intervals are calculated as in the

previous section where time allowances are made for the various repair, refurbish, no repair, etc.
options.

For example, if there is no repair and two flights are made, where t 1 is the time in the first flight
and tp is the time for the second flight, then we have the total time interval from (0, ty+ig).

To calculate the variability for average utility after two flights, we calculate failures using the
assumption of process dependence at the end of the time (t 17t2).

If repair is made after the first flight, then we calculate the failure made at ta.

Another scheme to place bounds on average utility can be devised by using the Product Limit
procedure and regression to calculate upper and lower bounds on the failure mode functions F(t).
To illustrate this relationship, we construct the curve F(t) and its upper and lower confidence
bounds versus average utility achieved (see figure 13). Note that as the cumulative number of
failures increases, the average utility, U, decreases.

Suppose one obtains U =0.8 in flight 1. To find Pr(U > T,) = 0.95, T < 0.8, we calculate 909
Product Limit confidence bounds, Fy(t), FL(t) by regression using a real data base, We then

project up to Fy(t) from 0.8, over to F(t), and then down to U at U, where P> T,)=
0.95.
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Figure 13

Bounds for Average Utility

This argument can be reversed to yield a test program which gives the desired utility based ona
minimal cost thermal-vacuum program. What one does is to reverse the path, find the utility one
needs to obtain, and then refers to the minimal cost curve for thermal-vacuum test program to
determine the particular test program,

RECOMMENDATIONS FOR FUTURE STUDIES

1.

2.

Study the question of complexity to see how it affects the calculation of utility.

Use the science of Information Theory to better quantify ideas about obtaining and using
information from Space Shuttle experiments. Build guides for management to use in planning
missions in terms of the actual information needed to complete an experiment.

Apply utility to individual components in an experiment having several components to deter-
mine the model of overall utility for the total number of components.

Study the process dependent assumption; obtain data to either verify or change this
assumption.

Gain data from Space Shuttle missions to model and establish the relationships of failure
between individual flights and to nieasure the interconnect effects in flight as well as for test.

Trace failure flow data through component and system levels thermal-vacuum tests and on
into flight.

4]



10.

11,

The timing of testing; is testing prior to flight 1 equiva: nt to testing between flights? Does
the timing matter?

Is there a relationship between complexity and refurbishment costs? An examination of the
LANDSAT data might reveal one.

Is there an ultimate ﬁmx less thar: 1.0? Qur model and the intuition it is based upon
suggests that there is. If so, what is that level and why?

The cost figures appear io be changing rapidly. An updated version of The STS Reimburse-
ment Guide is necessary to calculate accurate costs. Too, since updating is likely, they should
be easy to change in the computier program.

A more careful look at scientific decision making is needed. We have shifted the model's

output toward information that we believe is more attuned to managers’ needs. The question
now is whether they will,
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