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PREFACE 

This document contains the proceedings of the Symposium on Computational 
Aspects of Heat Transfer in Structures held at the Langley Research Center, 
November 3-5, 1981. The symposium was jointly sponsored by the NASA Langley 
Research Center, George Washington University, and Old Dominion University. 

The main theme of the symposium was recent progress in improving national 
capability to efficiently calculate the temperature and thermal stress in complex 
structures with an emphasis on reentry flight-vehicle structures. Speakers were 
drawn from NASA, various other government scientific organizations, universities, 
aerospace companies, and computer software organizations. 

The symposium was organized in the following six sessions: 

I. Computer Programs for Thermal Analysis 

II. Advancements in Analysis Techniques 

III. Thermal Analysis of Large Space Structures 

IV. Thermal Analysis of High-Speed Vehicles 

V. Impact of New Computer Systems 

IV. Concerns, Issues, and Future Directions 

Additionally, a special paper entitled "Historical Perspectives on Thermo- 
structural Research at the NACA Langley Aeronautical Laboratory From 1948 to 1958" 
was presented by Richard R. Heldenfels. The sixth session was a panel discussion 
conducted on the final day of the symposium. A transcript of the panelists' 
remarks is included in this document. 

Papers and the authors are grouped by session and identified in the Contents. 
The order of papers is the actual order of speaker appearance at the symposium. The 
papers contained in this compilation were submitted as camera-ready copy. A list of 
attendees is included at the end of this document. 

I would like to express appreciation to the session chairmen, speakers, and 
panelists whose efforts contributed to the technical excellence of the symposium. 
The session chairmen were: Allan Wieting (Langley Research Center), Earl Thornton 
(Old Dominion University), Edwin Kruszewski (Old Dominion University), James Robinson 
(Langley 1, and Jules Lambiotte, Jr. (Langley). The moderator of the panel discussion 
was Sidney Dixon of Langley. 

Howard M. Adelman 
Symposium Chairman 
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NASTRAN THERMAL ANALYZER IN A UNIFIED FINITE-ELEMENT 
TREATMENT OF THERMO-STRUCTURAL ANALYSES 

HwaPing Lee 
Goddard Space Flight Center 

Greenbelt, Maryland 

ABSTRACT 

For solution accuracy, modeling efficiency and cost effectiveness, the NASTRAN Thermal Analyzer (NTA) is 
suited to treat large-scale unified thermo-structural analyses with the NASTRAN (NAsa STRuctural ANaIysis) com- 
puter program. The mathematical similitude between these two distinct disciplines of thermal and structure is ex- 
amined. It serves as the theoretical basis upon which the implementation of the thermal capability in NASTRAN was 
accomplished. The program structure, the functional flow, the solution algorithms, the organization of an input data 
deck and the solution capabilities of NTA are summarized. Emphasis is placed on the interface of the unified approach 
in thermo-structural analyses where stresses, deflections, vibrations and bucklings induced by the effect of tempera- 
ture change are of concern. Attentions are also directed to the pre-processor and post processors. As a specially de- 
signed pre-processor, the VIEW program is capable of generating exchange factors which can be output, at user’s 
option, in formats compatible with that required by NTA. Two post processors that serve specific objectives are in- 
cluded. They are the thermal variance analysis and the graphical displaying capability of temperatures in color or 
B&W. 



INTRODUCTION 

The NASTRAN Thermal Analyzer is a general-purpose thermal analysis computer program that has been de- 
veloped and integrated in the NASTRAN System (Refs. I, 2). This thermal analysis capability was implemented using 
applicable functional modules of NASTRAN which had been developed for structural analysis originally. However, a 
number of new modules were developed and added to satisfy unique requirements for thermal analysis: They com- 
prised new elements and new solution algorithms. The feasibility of utilizing the structural elements and functional 
modules in thermal application lies with the mathematical similitude that exists in the two distinct disciplines. The 
intrinsic modular structure of NASTR4N permits a direct abstraction of its matrix functional modules to be arranged 
in proper solution sequences for thermal analysis. As a consequence, the NTA is unique in that its thermal model is 
fully compatible with the structural NASTRAN model at the grid point and element level. This feature is invaluable 
in unified treatment of thermo-structural analyses especially for problems of large size and complex configuration, 
where stresses, deflections, vibrations and buckhngs induced by the temperature effect are of concern. 

This paper starts with an examination of the mathematical similitude between the two disciplines of thermal and 
structure after both governing equations are cast in the matrix form following the finite element methodologies. Equiv- 
alence of terms between the two physical systems will be identified as they are essential to use structural functional 
modules or terminologies in thermal analysis. The program structure which conforms to that of the NASTRAN will 
be presented. The most frequently employed bulk data cards will be listed. They are thermal conduction elements, 
boundary surface elements, material properties, thermal loadings, etc. The three solution algorithms spanning the 
whole spectrum of interested thermal problems will be included. 

In aerospace applications, thermal radiation plays an important role in heat transporting process. Geometric 
view factors are required in thermal analysis when radiative exchanges prevail. The pre-processor VIEW (Refs. 3,4) 
was designed to compute the exchange factors. This stand-alone software program is in full compatibility with the 
NTA. At the input end, the VIEW uses the same boundary surface elements CHBDY* of the NTA model to define 
radiatively active surfaces. At the other end of output, an option to output the exchange factors in formatted cards 
directly useable in an input data deck of the NTA is available to users. The functional structure and the program 
organization of VIEW together wi’th the unique data card $VIEW will be presented. A partial listing of a typical data 
deck to generate view factors, results and an NTA input data deck embracing the exchange factors in the formatted card 
forms of RADLST and RADMTX will be illustrated. 

Regarding post processors, a few relevant programs that are operational at Goddard Space Flight Center will be 
included. They serve specific objectives. The thermal variance analysis (Ref. 5) and the visual display of tempera- 
tures or temperature gradients (Ref. 6) will be described. 

THEORETICAL BASIS FOR PROGRAM IMPLEMENTATION 

Theoretical finite element treatment of thermal conduction analysis and its extensions to include radiative ex- 
changes can be cited in Refs. 7-9. The NTA was implemented in accordance with the general heat equation in the 
matrix form as follows 

[Cl {f}+ WI {T} = {Q"} + {an} 
where 

0 T = a vector of temperatures at grid points 

11 T = a vector of rate-change-of-temperatures at grid points 

(1) 

*Names of actual NTA cards are capitalized and underlined. 
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[C] = a symmetric matrix of heat capacitance 

[K] = a symmetric matrix of thermal conductance 

{Qe) = a vector of applied thermal loads (constant or time-dependent) 

{Q”} = a vector of nonlinear thermal loads. 

The preceding expression implies three classes of problems that require separate solution algorithms. As stands, 
Eq. (1) represents an unsteady-state heat equation. However, it represents a steady-state case when the term {‘I} 
vanishes, and the linear and nonlinear steady-state cases are treated differently. 0 

The NTA is a component in the NASTRAN system and mathematical similitude can be drawn between the struc- 
tural and thermal systems (Fig. 1). A number of elements, modules, and the input and output parameters of NASTRAN 
were used in “borrowed” forms for the NTA as a consequence. They include the input file processor, the geometry 
processor, constraining, partitioning of matrices, etc. together with all structural finite elements except the excessive 
DOF’s (degrees-of-freedom) at each vertex of an element being constrained properly. 

PROGRAM STRUCTURE AND FUNCTIONS 

The NTA also shares the same program structure as the structural counterpart. Its input and output formats 
were so designed that they are fully compatible with those of NASTRAN. A complete NTA input data deck consists 
of three parts: 

(1) Executive Control Deck 
(2) Case Control Deck 
(3) Bulk Data Deck 

Their functions are Listed in Fig. 2. The functional flow of the bulk data cards relative to the definition, constraints 
and thermal loadings of a thermal model is shown in Fig. 3. The Bulk Data Deck constitutes the main body of a com- 
plete input data deck. The frequently used bulk data cards appear in Fig. 4. 

In a model, the heat conducting structure is formed by heat conduction elements that are interconnected at 
grid points. Various heat conduction elements are provided. They consist of I-D rods, 2-D triangular and quadri- 
lateral plates and axisymmetric rings of triangular as well as trapezoidal cross-sections, and 3-D solids such as wedges, 
tetrabedra and hexahedra, as presented in Fig. 5. Also included are scalar heat conduction elements KELASi) which 
may serve as linear thermal conductors connecting pairs of grid points with specified thermal conductances. The 
CHBDY is a special boundary surface element which serves as a medium in exchanging heat from external environment 
to the overlaid conduction element through the attached grid points. 

Thermal loads of constant and time-varying quantities may be applied directly to grid points, or via the bound- 
ary surface elements. The types of thermal load included in this program are the concentrated load applied to a grid 
point, the internally generated heat within an element, and the uniform heat flux as well as the directional thermal 
radiant source applied to the surface of an element. 

Various constraints can be applied to grid points. The single-point constraint is used in the steady-state case to 
specify prescribed temperature at a grid point. The multipoint constraint is used to specify a linear relationship of 
temperatures at selected grid points. Omitted points are constrained to reduce the number of unknown temperatures 
in the transient thermal analysis. 

The NTA has been provided with three specialized solution algorithms that are able to yield accurate. efficient 
and stable solutions. They are: 



(1) Linear steady-state case: This solution is of a matrix inversion process, 

(2) Nonlinear steady&ate case: This solution employs an iterative process, 

(3) Transient thermal analysis including both linear and nonlinear boundary conditions: This Integration 
algorithm uses the modified Newmark+ method (Ref. lo), which allows a user to select a value for the 
parameter P in the range of 0 < fi < 1. This expression together with special cases is given in Fig. 6. 

To solve a specific type of physical problem, the NASTRAN has a formatted and permanently stored sequence 
of macro-instructions to execute mathematical modules, and it is called a Rigid Format. Therefore, three Rigid For- 
mats have been formed for NTA. Other NASTRAN features such as the DMAP (direct matrix abstraction program) 
and ALTER (a similar user-oriented program modification but to a lesser degree) are also available to the NTA users. 

With NASTRAN, the NTA is especially suited to treat large-scale unified thermo-structural problems. The only 
limitations on the problem size are those imposed by practical considerations of the execution time and by the ulti- 
mate capacity of auxiliary storage devices. There is no dimension statement in the program. 

In unified thermo-structural analyses, the grid point temperature data, as required by NASTRAN to analyze 
thermally induced structural responses, are provided directly by the NTA through the TEMP data cards. This can be 
achieved by using a pair of compatible models. Specifically, the input data decks for these two distinct disciplines 
share the same basic model of the finite element discretization. Two separate input card decks, however, are still re- 
quired. Either the NASTRAN structural model or the NTA thermal model can be the first to become available in the 
back-to-back analyses. Alterations of cards in the input deck for the second model need be made only from the one 
first in existence to accommodate constraints, loadings, material properties, parameters, etc. in accordance with the 
problem description. While remaining useable for those cards defining grid points and connection cards (element de- 
scriptions), they generally constitute the main body of a bulky input data deck, which would be the most labor- 
intensive and time-consuming effort to model and prepare independently. When thermo-structural analyses are per- 
formed in tandem, the structural model, satisfying mechanical requirements and design criteria, is usually the first to 
be created. The modification or transformation of model is, therefore, from a NASTRAN structural model to an NTA 
thermal model. 

A PREPROCESSOR - VIEW 

The VIEW program (Ref. 3) was specifically designed to yield the view factors, Fij, and then the exchange fac- 
tors, AiFij, that are required in thermal analysis with surfaces that are active in radiative exchanges. The VIEW was 
originally designed to run on an IBM System/360 operating under OS (Operating System), with a minimum region 
size of 110 K bytes. This computer program takes into account the presence of any intermediate surfaces. It com- 
putes these view factors either by the contour integration or by the double area summation method. The former is 
known to be more accurate but less efficient. Either method may be selected or a criterion may be specified which 
causes the program to select the best method based upon the geometry of the problem. 

As a preprocessor to NTA, the following compatibility requirements are featured: 

(1) Accept GRID and CHBDY from the NTA model as the input to VIEW for surface definition, - ~ 
(2) Produce the output RADLST and RADMIX in the formats acceptable to the NTA model. 

Additional features of this program include: 

(3) A restart capability, which protects a user against having to rerun an entire problem should a computer 
failure occur. 
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(4) The ability to dynamically allocate available core space, thus allowing the user to request the amount of 
space in the computer required for ones problem by using the region parameter on the job card. There is 
no maximum number of elements to which the user is limited, except that the computer’s capacity may 
not be exceeded. 

(5) The ability to accept one or a combination of two input formats. The VIEW program can accept both 
data formats of the RAVFAC-type and the NASTRAN-type inputs. 

(6) The ability to run several problems in sequence in one job submission. Each problem run is referred to as 
a “case.” 

Five basic element shapes may be described by using the NTA data card CHBDY. Each of these shapes has a 
given name as shown in the table: 

Element Shape 

Circular plate 
Rectangular plate 
Conical or cylindrical shell 
Triangular plate 
Quadrilateral plate 

Name 

POINT element 
LINE element 
REV element 
AREA3 element 
AREA4 element 

Describing the dimension and location of these five elements is accomplished by using grid points. 

The functional flow of the VIEW program is given in Fig. 7, and the organization of an input data deck is shown 
in Fig. 8. The unique input data card $VIEW is used to define element characteristics such as the specifications of sub- .- 
element mesh sizes in x and y directions for surface integrations, the shading flags, etc. 

The listing of a typical input data deck of VIEW and a typical output are reproduced in Fig. 9. The exchange 
factors in the force directly admissible to an NTA data deck is illustrated in Fig. 10. 

POST PROCESSORS 

(1) Thermal Variance Analysis 

This solution capability developed and integrated in NTA is capable of assessing the sensitivity of temperature 
variance resulting from uncertainties inherent in input parameters, which may include geometry, material properties, 
applied thermal loads, etc. The computational process is to modify the input data, to calculate partial derivatives of 
the output temperatures and to compute the variances of the output quantities. 

Two new data cards /VARY and /PARM were introduced for modifying the input bulk data. A module 
VARIAN was added to compute variance of any output quantity 4, and it is based on the relationship of the form 

Variance (4) =[ Z g * ASk)2l 
‘$4 

k 



(2) Visual Display of Temperatures 

The capability of visual display of temperatures or temperature gradients in color or B&W has been installed at 
GSFC. The Grinnell GMR-275 Image Display System together with a software package MOVIE*BYU have served as 
a post processor to NTA to show temperature results graphically. The basic capability of the Grinnell GMR-275 in- 
cludes the following: 

(A) Color or black and white display of up to 5 12 X 5 12 pixel images with 8-bits of data at each pixel. 

(B) Software-controlled hardware-implemented zoom and pan. 

(C) Three 8 X 10 look-up tables to control false color displays. 

(D) Vector drawing. 

(E) Split-screen. 

The software MOVIE - BYU (Brigham Young University) contains several components which are Fortran pro- 
grams for the display and manipulation of data representing mathematical, topological or architectural models where 
geometry may be described in terms of polygonal elements or contour line defmitions. The source of the po!ygonal 
element data can be a fmite-element analysis. The program has hidden line, contour, animation, shading, and full 
color capabilities in addition to many others. For a detailed description of the system, consult Ref. 6. 

Applied thermal loads or temperature results at grid points can be displayed in color using the described hard- 
ware and software system. The input for MOVIE-BYU can be prepared by preprocessing the NTA Bulk Data Deck 
and thermal load or temperature card decks to produce Geometry and Function files. The displays which were pro- 
duced in color (five slides shown at the presentation only) associated blue with cold temperatures and red with warm 
temperatures. 

CONCLUDING REMARKS 

Features and capabilities of the NTA are summarized in the following: 

l A general-purpose heat transfer analysis computer program using finiteelement method 

l Linear and nonlinear transient and steady-state cases 

l Conduction in discretized elements with temperature-variable (DOF) output at grid points 

l Boundary conditions: 
(1) Specified temperatures at grid points 
(2) Thermal loadings with 

(A) Internal (volumetric) heat generation 
(B) External heat flux 

(A) Constant 
(B) Directional 
(C) Time-dependent 

(3) Convective boundary with 
(A) Constant convective film coefficient 
(B) Temperature-dependent convective film coefficient 

(4) Radiative boundary with 
(A) Diffuse-grey surfaces 
(B) Specular surfaces (Ref. 9) 

l Arbitrary initial temperatures prescribed at grid points 



l Material properties: 
(1) Isotropic and anisotropic thermal conductivity properties 
(2) Temperature-dependent thermal conductivity or convective film coefficient in nonlinear steady-state 

case 
(3) Temperature-dependent emissivity and absorptivity in transient-state case (Ref. 11) 
(4) Temperature-dependent convective film coefficient and heat capacitance in transient-state case (Ref. 12) 

l Provision of user selected p-value for stability in transient solution algorithm 

l Graphical displaying capabilities 
(1) Conduction elements 
(2) Boundary surface elements 
(3) On-line printer plot of temperature vs. time and dT/dt vs. time at grid points 
(4) Isothermal contour plot 

0 Miscellaneous 
(1) DMAP, ALTER 
(2) Restart, punchcard or tape output, etc. 
(3) Direct matrix input to [c] or [k] 
(4) Ability to be used as a conventional lumped-mass thermal network 

l Preprocessor 
The VIEW program 

l Post processors 
(1) Thermal variance analysis 
(2) Visual displays of temperature and temperature-gradient in color or b&w 

The advantage of using NTA in thermo-structural analyses over other combinations is clearly shown in Fig. 11. 
The convenience and useability of NTA is further enhanced with the addition of the post processors. These features 
provide a flexibility far beyond that available in other known software systems in the public domain. This fact, com- 
bined with the NTA’s proven reliability, has made it a valuable tool in the analytical arsenal suitable for unified 
thermo-structural analyses. 
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THERMAL CAPABILITIES AND GRAPHICAL OUTPUT OF PAFEC 

.I. E. Akin 
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SUMMARY 

The computation of heat transfer in structures is enhanced by the 
utilization of passive and interactive graphics. These capabilities of the 
PAFEC system are presented and future developments are outlined. This 
finite element system is shown to have significant thermal capabilities in 
support of its general structures. 

INTRODUCTION 

The Program for Automatic Finite Element Calculations - PAFEC - is a 
powerful, general purpose code designed for easy use in thermal and structural 
analysis. Data preparation for PAFEC is perhaps simplest and fastest of 
all such finite element codes. PAFEC employs free format input with engineering 
key words, powerful mesh general facilities, and extensive plotting options. 
PAFEC has restart capabilities and control options for maximum versatility 
and economy. The PAFEC modules are particularly easy to learn and remember, 
making the use of PAFEC attractive for the beginner or occasional use. 

PAFEC Interactive Graphics Suite - PIGS - interactively views and 
modifies the PAFEC data base. PIGS employs a graphics terminal with cursor 
control and optionally, a digitizing tablet. PIGS can be used for data 
generation and to study the pre- and post-solution results. 

PAFEC (Level 4) offers the following types of analysis: 

Interactive graphics, free format input 
User defined program control steps 
Steady state, transient heat transfer 
Boundary element methods 
Linear static, stress and displacements 
Modes and frequencies calculations 
Direct dynamic time integration 
Frequency response analysis 
Elastohydrodynamic lubrication 
Large deflection analysis, buckling 
Creep and plasticity analysis 
Substructures, cyclic symmetry 

Comparisons of the general PAFEC (Level 3) capabilities with those of 
other major finite element codes, like NASTRAN and ANSYS, can be found in 
reference [l]. A more specific tabular summary of its heat transfer features 
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is included in reference [2]. In this paper the emphasis will be on the 
thermal analysis capabilities of PAFEC, its built-in pre- and post-processing 
features, and user control options. Future enhancements will also be 
outlined. 

PAFEC is released in Levels that are always upward compatible. The 
current, Level 3, version was released in 1979. Some of the new features 
to be presented here are in the Level 4 release that is scheduled for 
January 1982. This FORTRAN software is installed on most computer hardware 
ranging from small computers, e.g. Prime 250, through the super mainframes, 
e.g. CRAY 1. 

ANALYSIS WITH PAFEC 

The theoretical basis for a finite element thermal formulation has 
been well established and is given in typical texts, such as reference 
r31. Commonly utilized computational procedures for applied thermal analysis 
are presented in reference [4], and elsewhere. Most of the large finite 
element codes offer similar capabilities. The differences that are most 
noticeable center around the ease of use and the model building aids. 

PAFEC uses English keywords (which can be shortened to four characters) 
and completely free format data. Data input in PAFEC is done in modular 
form, where only those modules actually needed for a job are used. The 
modules can be in any order and repeated as desired. Thus, the typical 
names of the modules in Table 1 imply information about the types of data 
available in the PAFEC thermal analysis option. 

The advantages of the modular data system are many. From the standpoint 
of the user, the data are clear and intelligible without decoding them from 
the documentation. Copying data from files produced by other finite element 
programs or using input data prepared for other finite element programs can 
be done with far less editing. The numerical values are in free format 
with commas or spaces as separators between data items. The computer 
program thrives on the modular data, too. A scan is made of the module 
headers. This information indicates which phases to run and which subroutines 
and libraries are to be loaded in each phase. 

The module names are known to the program by only the first four 
characters. Hence, anything that follows the first four characters can be 
thought of as merely comment material. The modular data construction also 
allows for constant properties to be inserted just after the header card 
with the form 'property' = numerical values. In the program input, the 
modules may be in any order. However it is recommended that modules serving 
a like function, e.g. mesh generation, be grouped together to aid in the 
user's grasp of data structure. 

The keywords used to identify typical data modules employed in a 
thermal analysis indirectly indicate the capabilities of the PAFEC system. 
To be more specific the thermal analysis options include both transient and 
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steady state solutions. Temperature dependent properties can be utilized 
for nonlinear thermal problems. The available boundary conditions include 
time dependent nodal temperatures or heat flux. Before considering the 
specific thermal options some of the general model building aids will be 
discussed. 

MODEL BUILDING AIDS 

PAFEC offers extensive mesh generation and data supplementation 
options. Eight default coordinates systems are available as user-defined 
axes. The generation of nodes on lines and arcs is included. The isopara- 
metric generation of meshes for 2-D elements, surfaces and 3-D solids is 
included in the use of PAFBLOCKS. There are transitions for mesh refinement, 
and user defined spacing ratios and holes. PAFBLOCKS permit the independent 
creation of a continuous geometric model of curved blocks. Additional data 
control the separate subdivision of the blocks into finite elements. Thus 
once the geometric model is established the subdivision data are easily 
changed. The use of PAFBLOCKS is available in both interactive and batch 
modes. Other features allow for the generation of repetitive mesh segments 
by translation, rotation, or scaling. Powerful boundary condition generators 
are also included in PAFEC. PAFEC offers extensive warning and error 
messages in the data validation and geometry checks. Several mesh plotting 
options are included in PAFEC. Most of these plots allow user selected 
windows for more detail. 

For nodal coordinates generation it is most direct to use the NODES 
module, but other modules are also used in describing the nodal coordinates. 
These are: 

NODES gives coordinates of nodes in any axis set. 

AXES describes the axis sets used for giving coordinates. 

SIMILAR.NODES Once a group of nodes has been described, this module 
may be used to locate other nodes which happen to be 
similar to them. 

LINE.NODES are used to force any number of nodes to lie on the 
ARC.NODES same line or circular arc, respectively. 

PAFBLOCKS are used in conjunction with each other to cause blocks 
MESH of both nodes and elements to be generated. 

Several facilities are used in description of element topology, 
types, material properties, and thickness. Elements may optionally be 
referred to by GROUP.NUMBER to facilitate assignment of properties, making 
drawings, and other uses. 

ELEMENTS describes the properties, element type, group number 
and topology for individual elements. 
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GROIJP.OF. copies selected elements into new element groups. 
SIMILAR. This facility may be used to describe repeated 
ELEMENTS geometry. 

REFERENCE.IN. permits treating exceptions to elements and nodes 
PAFBLOCK generated with PAFBLOCKS. 

PLATES.AND. sets element thickness, material number, and other 
SHELLS information. 

There are ten types of PAFBLOCKS available for model building. The 
most common, Type 1, block is shown in figure 1. It can be utilized to 
generate surfaces, solids, or sets of diaphragms. In figure 1, the quantities 
Nl, N2, N3, N4, N5 refer to spacing ratios which are given in the MESH 
module; nodal point numbers specify the order in which the topology is 
listed in the PAFBLOCKS module. Dotted lines show resulting meshes with 
triangular or wedge elements. Numerous element types can be generated 
using PAFBLOCKS. 

The PAFEC element library contains over 80 elements. Most involve 
linear to cubic isoparametric interpolation but hybrid and semi-loof 
elements are also employed. For thermal analysis options both the linear 
and quadratic surface and solid elements are available. 

PIGS can be used interactively to generate and modify PAFEC data. 
When generating data, curved and straight boundaries may be defined and, if 
required, the individual points and node numbers may be specified. However, 
it is more common to generate the minimum number of nodes required to 
define a two or three dimensional structure and mesh the structure using an 
interactive PAFBLOCK. Where appropriate, any part of the mesh may be 
replicated, scaled, rotated and translated to form new parts of the structure 
with a minimum of effort. Information can be input from cursor, keyboard 
or digitizer and the interactive plot can be manipulated in many ways to 
ensure that the user sees as clearly as possible those sections of the 
structure which are of most interest. 

It is also possible to have PAFEC automatically create an interface 
file for the MOVIE.BYLJ [5] program. This allows interactive hidden line 
plots of perspective or isometric views to be generated. A post-processing 
MOVIE interface is also available. Since the PAFEC model building capabilities 
are so powerful and popular at least one PAFEC site has developed an interface 
to create NASTRAN data. Often one page of PAFEC data would create ten to 
fifteen pages of NASTRAN input. 

THERMAL MATERIAL DATA 

In many types of analysis, the materials are isotropic with constant 
properties. For user convenience, ten standard material types are built 
into PAFEC, and include a typical steel, stainless steel, cast iron, 
aluminum alloys, titanium, glass, and concrete. The standard data may be 
overridden, or other materials may be added with the MATERIALS module. 
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Occasionally, nonuniform or anisotropic material descriptions are 
needed. Some PAFEC modules for this include: 

ORTHOTROPIC. permits specification of the nine components of the 
MATERIAL compliance matrix, and orthotropic thermal properties. 

LAMINATES Layered ply material may be described here. 

VAR1ABLE.MATERIA.L describes the temperature dependence of user 
TABLES selected properties. Linear interpolation is 

used between tabulated values. 

The experienced user can also supply subroutines to replace or expand these 
options. Thus specific nonlinear material responses or alternate constitutive 
relations can be introduced. 

Convection coefficients are described in the standard MATERIALS modules. 
However, the forced mass flow convection conditions are not standard input. 
This type of property would also have to be defined by a user supplied 
subroutine. 

THERMAL ANALYSIS OPTIONS 

PAFEC may be used for finding temperature distributions in order that 
thermal distortions and stresses can be found, or for other applications 
requiring the solution of heat transfer. 

There are two main types of thermal calculations: steady state and 
transient. In transient problems there is usually a thermal shock and it 
is required to know how the temperature varies with time. At any point in 
time it may be supposed that the temperature distribution is known completely; 
a finite element solution is needed to determine how the temperature will 
vary during a short interval of time. The transient temperature solution 
involves marching forward in time. For the process to begin, temperatures 
are required at a start time which is conveniently taken at time, t = 0. 
Initially, all temperatures may be known and input as data for the problem, 
or, alternatively PAFEC may have to carry out a steady state calculation as 
a prelude to the transient analysis. 

During the steady state solution at each node either the temperature 
or the heat flux entering the structure is an unknown. For most nodes in 
the structure there will probably be an unknown temperature and the heat 
flux entering the structure from external sources will be zero. The following 
modules are used to describe the thermal boundary conditions: 

TEMPERATURE gives the nodal temperatures. Nodes not mentioned are 
assumed to be unknown. 

FLUX gives the heat inputs at nodes. For any node at which 
neither the flux nor the temperature is specified it 
is assumed that the flux input is zero. 
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FACTOR.LOADS can be used to sum various thermal load cases together. 
This can also be used to simulate unsymmetrical cases 
by combining results of symmetrical and antisymmetrical 
cases. 

For a transient thermal analysis it is assumed that the initial temperature 
field is completely specified. If this is not the case then a steady state 
solution should usually be run first. 

The following modules are used in a transient calculation: 

TEMPERATURE 

THERMAL.SHOCK 

NODAL.FLUX.SHOCK 

UNSTEADY.THERMAL. 
TIMES 

gives the initial temperature distribution if 
a steady state solution was not run. Any node 
not mentioned is assumed to be at zero temperature. 

describes the variations with time of any nodal 
temperatures which are prescribed. 

gives the variation with time of prescribed 
heat fluxes at nodes. 

is used to define the time step selected and the 
time at which the solution is to end. It also 
controls the times for printed and graphical output. 

Since the thermal analysis is not the default operation the program 
must be told to execute the desired option. This is accomplished by 
placing the commands CALC.STEADY.TEMPS and/or CALC.TRANS.TEMPS in the 
control module. If both are present then the steady state solution is 
automatically used as the starting condition for the transient analysis. 
In that case the TEMPERATURE module only describes boundary conditions on 
the steady state solution. If the calculated temperatures are to also be 
utilized in a structural analysis then the control command SAVE.TEMPS will 
cause the required files to automatically be created and named. As will be 
discussed later, the results of a thermal analysis can be displayed graphi: 
tally in both passive and interactive formats. 

The treatment of a radiation boundary condition is not currently 
easily included in a PAFEC analysis. This nonlinear boundary condition can 
be introduced by special user supplied subroutines. The program does not 
calculate any radiation view factors. However, the interactive program 
described at this conference, reference [6], could aid an analyst in obtain- 
ing the necessary view factors. 

ADDITIONAL BOUNDARY CONDITIONS 

To apply constraints at certain nodes, the following modules are used: 

26 



RESTRAINTS can be used for temperatures that are known. 
It can describe the constraints at one node, or 
all the nodes on a line or a whole plane can be 
constrained at once. 

REPZATED.FREEDOMS is used to constrain two or more nodes to have unknown 
temperatures that are the same. 

GENERALIZED. permits writing arbitrary linear functions relating 
CONSTRAINTS temperatures among any number of nodes. 

PASSIVE GRAPHICS 

Extensive passive graphics options are available. It is also possible 
to interactively preview these plots before transmitting them to a plotter. 
Numerous options are available to display the results of the model building. 
These include standard mesh plots, exploded mesh views, boundary plots, 
etc. The orientation of the plots can be specified but the program will 
select a default view for each plot. 

Various items of information can be displayed on the plots. These 
include node, element, and material numbers; active DOF and restraints; 
wave front position; and all axis sets. For a thermal analysis the output 
plot options include steady state and transient temperature contours. 
Specific element groups can be selected for display. The ability to plot 
temperatures along a user defined nodal path is another useful feature. 
Modules for the selection of PAFEC graphical output are listed here: 

IN.DRAW is used for drawings of the structure and the constraints. 
This controls the information contained on the drawing, 
and the groups of elements to be drawn. 

OUT.DRAW produces drawings of the temperature after solution. 

SELECT.DRAW supplements IN.DRAW and OUT.DRAW by allowing a spatial 
selection or selection by element type for drawing 
some portion of the structure. 

GRAPH gives plots of temperature as ordinates with selected 
nodes as abscissas. 

INTERACTIVE,GRAPHICS 

In the post-processing mode, PIGS is used for displaying deformed 
shapes, temperatures, stresses, and mode shapes. Any number of load cases 
or modes may be stored and retrieved. The temperature at individual nodes 
can be displayed simply by hitting that node with the cursor. Menu options 
are chosen in the same way. 
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Three different contouring options.are available and individual faces 
of structure may be drawn selectively to classify the output. Any PIGS 
drawing may be reproduced on a suitably interfaced plotting device, and, 
conversely, plot files created in PAFEC may be viewed on an interactive 
graphics terminal. 

All PIGS facilities are selected by the user from a menu of available 
options. Only one menu is displayed at any time, occupying a column on the 
left-hand side of the screen. Options are displayed in alphabetical order. 
Whenever the selected option is hit it will be underlined. There are four 
different menus, the ROOT menu, the ANALYSIS branch menu, the VIEW branch 
menu, and the DIGITIZE menu. The VIEW menu not only offers finite element 
mesh viewing but also data modification and generation facilities which 
constitute the most useful options in PIGS. The DIGITIZE menu allows the 
direct input of nodal coordinates and element or PAFBLOCK topology. It 
utilizes special hardware in the form of a digitizing tablet. The ANALYSIS 
menu, for post-solution interactive graphics, permits the displaced shapes, 
temperatures, stresses, and mode shapes to be displayed. Most of the many 
options in these menus employ cursor input. However, the analyst can 
request typed input and prompting assistance. 

Figure 2 shows a selected segment of a three-dimensional mesh that has 
been rotated and displayed by PIGS. Upon request the temperature contours 
on these elements can be displayed as illustrated in figure 3. If the 
analyst desires more specific information then individual nodes can be 
selected with the screen cursor. When this is done the node number and 
computed temperature is added to the display. Figure 4 shows that display 
format. These and other features in PIGS makes it a very user friendly 
system. 

Another interactive option is available for very inexperienced users. 
That is the Automatic data Preparation and Edit Systems - APES. It aids 
in digitizing the model, prompts the user for material and boundary condition 
data, etc. While this is useful for a beginner an experienced finite 
element user would quickly outgrow the need for such an option. 

DISCUSSION 

A new feature of PAFEC is the option to utilize Boundary Element 
Formulations in conjunction with the standard finite element thermal solutions. 
This is well suited to semi-infinite regions and other specialized treatments 
of the Poisson and bi-harmonic equations. Thermal results using this 
capability will be reported in the near future. 

The PAFEC and PIGS systems provide a powerful thermal and structural 
analysis capability. It is a well documented and easy to use system. 
However, it currently has a weakness in the thermal area, that is, the lack 
of a user friendly treatment of radiation problems. Such nonlinear applications 
have been solved with PAFEC. But this is usually done by way of user 
supplied subroutines. The system is designed to easily accept such routines 
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via the CONTROL module. However an experienced user is usually needed for 
a radiation analysis. Hopefully this current shortcoming will be overcome 
in the near future. In conclusion, the PAFEC system provides another 
useful tool for the computation of heat transfers in structures. 
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TABLE 1 TYPICAL DATA MODULES 

A) Model Building 

AXES 
ARC.NODES 
ELEMENTS 
GROUP.OF.SIMILAR.ELES 
LINE.NODES 
MESH 
NODES 
PAFBLOCKS 
REFER.TO.PAFBLOCK 
SIMILAR.NODES 

B) Thermal Material Properties 

LAMINATES 
MATERIALS 
ORTHOTROPIC.MATERIAL 
TABLE.OF.PROPERTIES 
VARIABLE.MATERIAL 

C) Thermal Boundary Conditions 

FACTOR.LOADS 
FLUX 
GENERALIZED.CONSTRAINT 
NODAL.FLUX.SHOCK 
OMIT.FROM.FRONT 
REPEATED.FREEDOMS 
RESTRAINTS 
TEMPERATURE 
THERMAL.SHOCK 
UNSTEADY.SOLUTION 

D). Passive Graphics 

GRAPHS 
IN.DRAW 
OUT.DRAW 
SELECT.DRAW 
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Figure 3.- Temperature contours added to mesh. 

Figure 4.- Temperature values displayed during 
interactive node selection. 
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THE SPAR THERMAL ANALYZER - PRESENT AND FUTURE 

M. B. Marlowe and W. D. Whetstone 
Engineering Information Systems, Inc. 

San Jose, California 

J. C. Robinson 
Langley Research Center 

Hampton, Virginia 

SPAR THERMAL ANALYZER 

To provide a general in-house integrated thermal-structural analysis 
capability the Langley Research Center is having the SPAR Thermal Analyzer 
(fig. 1) developed under contract by Engineering Information Systems, Inc. 
The SPAR Thermal Analyzer is a system of finite-element processors for 
performing steady-state and transient thermal analyses. The processors 
communicate with each other through the SPAR random access data base. As each 
processor is executed, all pertinent source data is extracted from the data 
base and results are stored in the data base. 

The tabular input (TAB), element definition (ELD) and arithmetic utility 
system (AUS) processors are used to describe the finite element model. The 
data base utility (DCU) processor operates on the data base. The plotting 
processors (PLTA, PLTB) provide the capability to plot the finite element 
model for model verification but do not directly plot temperatures. The 
thermal geometry (TGEO) processor performs geometry checking of the thermal 
elements and total model. The thermal processors for steady state analysis 
(SSTA) and transient analysis (TRTA, TRTB'and TRTG) are described in 
References 1 and 2. In addition there are several processors not shown in the 
figure for extraction of thermal fluxes, system matrices and system operating 
characteristics. 

On a scalar computer the processors may be executed interactively or in a 
batch mode. A typical analysis is usually performed as a sequence of 
interactive and batch operations where model development and verification is 
performed interactively and actual thermal calculations performed in batch 
mode. The program operates on UNIVAC, CDC, PRIME and VAX computers. 
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DATA BASE 

The SPAR data base (fig. 2) stores all the program data and provides for data 
transfer between processors. The DCU processor permits the user to access 
data in the data base. The table of contents (TOC) function produces a twelve 
word record for each data entry that includes date and time of creation, four 
word data name, type, length, block size and error code. Additional data 
documentation is available through the use of text data sets which may be used 
to describe the problem solution. Restart capability is provided by saving 
one or more libraries on a disk file or a restart tape. The program can be 
restarted after any processor execution. In addition, DCU permits the 
transfer of data to or from a file external to the SPAR data base and allows 
condensing several libraries into one library for storage. The maximum size 
of the data base on CDC equipment is a maximum of 10 libraries of 2048 data 
sets per library. Use of libraries containing a large number of data sets 
increases I/O costs. 

In addition to the DCU function described above, AUS permits the definition of 
arbitrary data sets for entry into the data base. In the SPAR Thermal 
Analyzer, AUS is used to define material properties, thermal loads and element 
properties. AUS also allows the transfer of all or part of one data set to 
another as well as performing arithmetic and other functional operations on 
applicable data in the data base. 

. STORES ALLDATA 

. DATATRANSFER BETWEEN PROCESSORS 

l DOCUMENTS CONTENTS 

TABLE OFCONTENTS (DATE, TIME, TYPE, SIZE, NAME) 
TEXT DATA SETS 

. RESTARTCAPABILITY (FILE OR TAPE) 

. TRANSFER DATATOIFROMEXTERNALFILE 

l ALLDATAACCESSIBLE 

. MAXSIZE KDC), lOLIB, 2048REClLlB 

. LARGE NO. ENTRIES PER LIB. INCREASES IIOCOST 

Figure 2 
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'ELEMENT REPERTOIRE 

Several element types are included in the SPAR Thermal Analyzer to model the 
different heat transfer functions and the storage of heat (fig. 3). The K21, 
K31, K41, K61 and K81 elements model conduction and heat capacity. These are 
isoparametric elements which have a consistent capacitance matrix and are 
bounded by 1 or 2 nodes for one dimensional elements, 3 or 4 nodes for two 
dimensional elements and 6 or 8 nodes for three dimensional elements. A 
"zero-length" form of the 2-D element is used with a default length of unity 
to provide a lumped capacitance. All temperature dependent element properties 
are based on the average element temperature. 

Two types of convective elements are included. The C21, C31 and C41 elements 
model convective heat transfer between a surface and a medium at a known 
temperature which may be time dependent. Convective exchange between a 
surface and a medium at an unknown temperature is modeled by the C32 (2 
surface nodes (SN), 1 fluid node (FN)), C42 (2SN, 2FN) and C62 (4SN, 2FN) 
elements. 

A two node mass-transport element with fluid conduction (MT21 element) is 
available in either a conventional or variably up-winded formulation. 
Combined mass-transport, convective-exchange elements are the MT42 (2SN, 2FN) 
and the MT62 (4SN, 2FN) elements which model typical pipe and plate-fin flow 
passage configurations. 

The radiation-exchange elements are the R21 (1 or 2 SN, l-D), R31 (3SN, 2-D) 
and R41 (4SN, 2-D) elements. In addition there is an experimental element 
capability that provides the user with the capability to include an element 
having from 2 to 32 nodes. This requires the user to insert the coding for 
the element in the proper subroutines, compile those subroutines and load the 
program. This capability was provided to allow check-out of new element 
formulations, but it can also be used to include capabilities not present in 
the program. 

FUNCTION 

. CONDUCTION-CAPACITY 

NODES 

1.2. 3.4, 6,8 

0 FORCED CONVECTION 

0 FLUID SURFACE CONVECTION 

.MASS TRANSPORT 

1.2, 3.4 

3,4,6 

2 

. COMBINED MASS-TRANSPORT 
AND CONVECTION 

0 RADIATION 

4 6 

1,2. 3,4 

0 EXPERIMENTAL 2 - 32 

COMMENTS 

ISOPARAMETRIC x 
CONSISTENTCAPACITANCE 

PRESCRIBED CONVECTIVE TEMP 

UNKNOWN CONVECTIVE TEMP 

CONVENTIONAL OR 
UPWINDED FORMULATION 

USER SUPPLIED SHAPE 
FACTORS 

ELEMENT CHECK OUT, 
USER FORMULATION 

* ALL ELEMENT PROPERTIES BASED ON AVERAGE ELEMENT TEMPERATURE 

Figure 3 
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MATERIAL PROPERTIES 

Thermal conductivity may be anisotropic with the specification of six terms to 
describe conductivity. Thermal conductivity, density, specific heat and 
convection coefficients may be temperature, time and pressure dependent. 
properties affecting radiation, emissivity, 

The 

may be temperature and time dependent. 
reflectivity and transmissivity, 

(See fig. 4.) 

l CONDUCTIVITY ANI SOTROP I C 
TEMPERATURE DEPENDENT 
TIME DEPENDENT 
PRESSURE DEPENDENT 

. DENSITY TEMPERATURE DEPENDENT 
SPECIFIC HEAT TIME DEPENDENT 
CONVECTION COEFFICIENTS PRESSURE DEPENDENT 

a EMISSIVITY TEMPERATURE DEPENDENT 
REFLECTIVITY TIME DEPENDENT 
TRANSMI SSIVITY 

Figure 4 
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BOUNDARY CONDITIONS AND THERMAL EXCITATION 

The boundary conditions that may be specified include time-dependent nodal 
temperatures, convective exchange temperatures and mass transport rates (fig. 
5). The imposed thermal excitation can consist of time and temperature 
dependent surface heat fluxes, volumetric heat generation and time dependent 
incident radiative heat fluxes. "Perfect" conductors are available to force 
two separate nodes to have the same temperature. 

. PRESCRIBED, TIME-DEPENDENTTEMPERATURES 

. CONVECTIVEEXCHANGETEMPERATURES -TIME DEP. 

. "PERFECT'TONDUCTORS -ENFORCED TEMPERATURES 

. SURFACEHEATFLUX -TIMEORTEMPERATURE DEP. 

. VOLUMETRIC HEATGEN. -TIMEORTEMPERATURE DEP. 

. PRESCRIBED, TIME DEPENDENTRADIATION FLUX 

. PRESCRIBED, TIME DEPENDENT MASS TRANSPORT RATE 

Figure 5 
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RADIATION EXCHANGE 

The radiation heat transfer model assumes that the radiating element is at a 
uniform temperature with uniform emissive power and incident heat flux (fig. 
6). Surfaces emit and absorb diffusely and reflect diffusely and/or 
specularly. Complete radiation exchange factors or script F factors may be 
used and the complete matrix must be input since the program does not 
calculate the exchange factors or assume symmetry of the factor matrix. There 
is no specific limit on the number of radiating surfaces in a problem but the 
size of the exchange factor matrix may become so large that several data sets 
are required. The radiation contribution to the total "conductance" matrix is 
a diagonal term. When complete exchange factors are used, the radiation load 
vector is calculated by an iterative solution of the incident heat equation 
which usually converges in 2 to 10 iterations. 

. RADIATION ELEMENTS - RADIATING SURFACE WITH UNIFORM 
EMI SS IVE POWER AND INCI DENT HEAT FLUX 

. SURFACES EMIT AND ABSORB DIFFUSELY, REFLECT DIFFUSELY 
AND/OR SPECULARLY 

. COMPLETE EXCHANGE OR SCRIPT F FACTORS MAY BE USED 

l NO LIMIT ON NUMBE>R OF RADIATING SURFACES 

l RADIATION KMATRIX IS DIAGONAL 

. RADIATION LOAD VECTOR - COMPLETE EXCHANGE FACTOR 

ITERATIVE SOLUTION TO’INCIDENT HEAT EQUATION 
USUALLY CONVERGES IN 2 TO 10 ITERATIONS 

Figure 6 
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SSTA 

The SSTA processor calculates steady state nodal temperatures (fig. 7). The 
governing equation is 

(Kk + Kh + Kr + Km)T = Q ' H + R 

where KK, Kh and Kr are the symmetric conduction, convection and 
radiation matrices and Km is the asymmetric mass transport matrix, T is 
the nodal temperature vector and Q, H and R are the source, convection and 
radiation load vectors. A direct linear solution is performed when there are 
no radiation or temperature dependent properties. If there are temperature 
dependent material properties or radiation present a nonlinear solution is 
performed using a modified Newton-Raphson method. A good procedure is to 
perform a linear analysis to obtain a starting estimate of the temperature for 
the nonlinear solution. Through processor RESET controls the user can control 
factoring of the total matrix and the number of iterations performed between 
factorings for nonlinear analysis. 

. LINEAR AND NONLINEAR STEADY STATE ANALYS I S OF 
(Kk + f$, + K, + K,) T = Q + H + R 

l LINEAR SOLUTION 

NO RADIATION, NO TEMP DEPENDENCY 

. NONLINEAR SOLUTION 

MODIFIED NEWTON-RAPHSON 
USER CONTROL - FACTORING AND ITERATIONS 

Figure 7 
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TRTA 

The TRTA processor (fig. 8) calculates transient temperature distributions in 
structures using an explicit algorithm based on a Taylor series expansion 
solution of the governing equation 

(KK + Kn + Kr + Km)T + C? = Q + H + R. 

In this equation, C is a diagonal (lumped) heat capacitance matrix, T is a 
vector of the first derivative of nodal temperature with respect to time and 
the remaining terms are as defined for the previous figure. The .time step, 
DT, used in the solution process is calculated automatically to assure 
stability of the solution. The user specifies the times at which nonlinear 
effects such as temperature dependent material properties and the radiation 
contribution, R, are recalculated. Recalculation of the conduction matrices 
for the 4, 6 and 8 node elements required when the material properties are 
temperature dependent is performed by scaling when the material properties are 
isotropic. "Arithmetic" node (nodes with negligible capacitance) capability 
is available in TRTA. The solution process may be easily restarted from any 
point in time for which a temperature distribution is available. 

. EXPLICIT TRANSIENT THERMAL ANALYSIS BASED ON 
TAYLOR SERIES EXPANSIONsSOLUTION OF 
tKk + K, + Kr + K,)T + CT = Q + H + R 

. AUTO CALCULATION OF DT 

l ELEMENT PROP RECOMPUTED AS SPECIFIED BY USER 

l CONDUCTION MATRIX FOR 4,6,8 NODE ELEMENTS 
SCALED IF ISOTROPIC 

l “ARITHMETIC’ NODES (ZERO CAPACITANCE) 

. LUMPED CAPACITANCE MATRIX 

. RESTART FROM ANY POINT IN TIME 

Figure 8 
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TRTB AND TRTG 

These two processors calculate transient temperature distributions using 
implicit solution algorithms (fig. 9). TRTB uses a Galerkin method with a 
variable weighted residual parameter, B, which may be set by the user. 
Different values of B correspond to the following algorithms 

B. = l/Z, Crank-Nicholson 
B = Z/3, Galerkin 
B = 1, Backward differences 

The user must select the value of DT and the recalculation times for 
temperature-dependent material properties and radiation load vector. TRTB 
uses a diagonal (lumped) heat capacitance matrix. 

The TRTG processor uses the Lawrence Livermore Laboratories packaged GEARIB 
algorithms based on the development by W. C. Gear of the University of 
Illinois. The user may select either of two variable order solution 
algorithms. The backward difference algorithm is usually chosen for stiff 
problems and the Adams-Moulton for non-stiff problems. The TRTG processor 
automatically determines DT and property recalculation times and uses either a 
diagonal or consistent heat capacitance matrix. 

. IMPLICITTRANSIENTANALYSIS 

. TRTB -GALERKlN WITH VARIABLE PARAMETER 

l USER SELECTS DTAND KMATRIXRECOMPUTATIONTIME 
l LUMPED CAPACITANCE MATRIX 

. TRTG -BASEDON LLL GEARIB PACKAGE 

l VARIABLEORDERADAMS-MOULTONOR BACKWARD 
DIFFERENCEALGORkTHM 

l AUTOMATICALLYCALCULATES DT AND KMATRIX 

l CONSISTENT OR LUMPED CAPACITANCE MATRIX 

Figure 9 



TYPICAL TRANSIENT ANALYSIS DATA FLOW 

The flow of data in a typical transient thermal analyses is shown in figure 
10. While the data base is not shown in the figure, the data input by the 
user, with the exception of individual processor control commands, and all 
data created by the processors, with the exception of the actual plot vector 
file, reside in the data base. 

The processors used in the model definition and checking phase and their data 
outputs are: 

TAB - node (joint) locations 
AUS - thermal and element section properties 
ELD - element definition 
PLTA, PLTB - model plots 
TGEO - degree of freedom list compiled in checking element geometry 

The processors used in the transient-thermal analysis include AUS and one of 
the transient analyses processors (TRTA, TRTB or TRTG). AUS is used to input 
the thermal excitation, boundary conditions and define arithmetic nodes if 
used. The transient analysis processor produces structural temperature 
distributions for times specified by the user. Printing of the temperatures 
is accomplished by the DCU processor (not shown). 

MODEL DEFINITION AND CHECKING 

TAB + JOINT LOC 
1 

MAT. PROP fL 
SECTION PROP 1 

ELD ELEMENT 
DEFINITION 

J 
MODEL 

.- -MA PLOTS 

TRANSIENT THERMAL ANALYS I S 

- TEMPERATURES 

Figure 10 
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NATIONAL TRANSONIC FACILITY DOWNSTREAM NACELLE 

A recent application of the SPAR Thermal Analyzer was part of the 
certification of the Langley National Transonic Facility (NTF). The NTF is a 
cryogenic, transonic wind tunnel using nitrogen as a test medium. Since the 
test medium can vary in temperature from 88 K (-300°F) to 340 K (150°F), 
transient temperatures of the nacelle and its supporting strut were required 
to determine thermal stresses. 

Figure 11 shows the finite element model used to determine transient 
temperatures in the downstream nacelle of the NTF at Langley. The model has 
2300 nodes and 6100 elements; 2000 time steps (DT) were used in the analysis. 

The conduction elements of the thermal finite element model were the same as 
the structural elements in the structural finite element model. In addition, 
convection elements were added to the outside of the horizontal strut and 
outside and inside of the nacelle. 

THERMAL MODEL 

Figure 11 
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THERMAL-STRUCTURAL ANALYSIS METHODOLOGY 

The strategy for improving thermal-structural analysis capability is shown in 
the chain of boxes in the upper part of figure 12. From the left, there is 
the identification of a need and conception of an idea to fill that need. 
This leads to development or identification of a better methodology which is 
the complete definition of the method to apply the original idea. This method 
is then evaluated in a study code which allows numerical experimentation with 
the least amount of effort and greatest opportunity for experimentation. 
Those methods that prove worthwhile are then incorporated in a "production" 
code and evaluated on large scale problems. 

Some of the ideas presently in varying stages of the development process for 
possible incorporation into SPAR are shown in the lower portion of the 
figure. Ideas that are being reported elsewhere in this symposium are 
identified with the authors name. These include radiation view factor 
calculation, improved nonlinear equation solution methods, use of a vector 
computer, switching in the GEAR method, reduced basis technique and integrated 
thermal-structural elements. 

OVERALL APPROACH 

. 

DEVELOP/l DENTI FY 
BETTER 

METHODOLOGY 
J I I 1 

RADIATION VIEW FACTORS (EMERY) 
IMPROVED NONLINEAR EQUATION SOLUTION METHODS (HAFTKA AND KADIVAR) 
VECTOR COMPUTER EVALUATION (ROB I NSON, R ILEY AND HAFTKA) 
SWITCHING IN GEAR PACKAGE 
REDUCED BASIS (SHORE) 
INTEGRATED THERMAL-STRUCTURAL ELEMENTS (THORNTON) 

Figure 12 
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POSSIBLE NEW CAPABILITY 

The possible near-term new capabilities to be added to the SPAR Thermal 
Analyzer include radiation view factor calculation, solution logic capability 
and thermal-structural model data transfer (fig. 13). The radiation view 
factor computation method to be placed in SPAR is discussed by Emery in a 
another paper in the symposium. 

Solution logic capability permits the analyst to supply Fortran code that 
modifies or can modify the solution process at each time step. Similar 
capability presently exists to modify the solution at each time that the 
conductance matrix is recalculated through the use of the experimental element 
capability. Solution logic capability and use of experimental elements 
requires recompilation of parts of the program and reloading. 

When the thermal and structural finite-element models use the same node 
numbers and locations, transfer of temperature data to the structural model 
simply requires renaming a data set. Quite often, however, disciplinary 
requirements cause the two models to be different. In this case, transfer of 
temperature data to the structural model is much more difficult and automation 
of the process is highly desirable. When the thermal model elements are 
larger than the structural model elements, the temperature distribution 
functions used to formulate the element conductivity matrix may be used. When 
the thermal model is more refined than the structural model, the 
structural-node temperature is approximated as a weighted average of the 
temperatures of the surrounding thermal nodes. 

l RADIATION VIEWFACTOR CALCULATION 

. SOLUTIONLOGIC CAPABILITY 

. THERMAL-STRUCTURALMODELDATATRANSFER 

Figure 13 
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SUMMARY 

The SPAR Thermal Analyzer is a modular, interactive program for general 
heat-transfer analysis (fig. 14). It analyzes problems having conduction, 
convection, radiation and mass-transport heat transfer with time, temperature 
and pressure dependent properties. Steady-state temperature distributions are 
determined by a direct solution method for linear problems and a modified 
Newton-Raphson method for nonlinear problems. An explicit and several 
implicit methods are available for the solution of transient heat-transfer 
problems. 

Finite-element plotting capability is available for model checkout and 
verification. Temperature plotting is currently not directly available. The 
SPAR system uses a data base for all data transfer between processors and 
allows recovery of almost all data and a good capability to access all data. 

At the present time, the SPAR Thermal Analyzer is the main software focal 
point for research and technology efforts in structural heat transfer at the 
Langley Research Center. The SPAR Thermal Analyzer will be available through 
COSMIC in the near future. 

SPAR THERMAL ANALYZER 

. MODULAR, INTERACTIVE PROGRAM 

l CONDUCTION, CONVECTION, RADIATION AND MASS-TRANSPORT 
HEAT TRANSFER 

. STEADY STATE AND TRANSIENT ANALYS 1 S 

EXPLICIT AND IMPLICIT SOLUTION METHODS 

l PLOTI NG CAPAB I LITY 

. EXCELLENT DATA ACCESS 

. WILL BE AVAILABLE FROM COSMIC 

l MAIN SOFTWARE FOCAL POINT OF LaRC R & T EFFORTS IN STRUCTURAL 
HEAT TRANSFER 

Figure 14 
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A COMPARISON OF THE FINITE DIFFERENCE AND FINITE ELEMENT 
METHODS FOR HEAT TRANSFER CALCULATIONS* 

A. F. EMERY 
H. R. MORTAZAVI 

UNIVERSITY OF WASHINGTON 
SEATTLE, WASHINGTON 

INTRODUCTION 

Of the many approximate or numerical methods used to solve heat transfer 
problems, the finite difference and finite element approaches have become the 
mosF: widely known and used. The finite difference method (FDM) is the older, 
being introduced in 1928111, and until recently, probably the better known and 
more extensively used for both research and production studies. The finite 
element method (FEM) is newer121 and has not been used for heat transfer 
studies to a comparable degree, although it is the dominant method for 
structural analyses. 

Because the FEM has a short history of use for heat transfer, there is 
considerable confusion about the relative values of the two methods and under 
which conditions one method is to be preferred. Both methods are based upon 
minimizing the weighted error in satisfying the first law of thermodynamics. 
Two common FDM's are: the heat balance FDM (BFDM) [31, based upon minimizing, 
over a nodal volume with unit weight; the mathematical FDM (MFDM) [4,51, based 
upon collocating at discrete points, usually regularly spaced upon coordinate 
lines. The FEM is based on the Galerkin method [63 in which the error is 
minimized over an elemental volume with a weight function equal to the 
temperature. 

The purpose of this paper is to compare the two methods by describing 
their bases and their application to some common heat transfer problems. It 
will be no surprise that neither method is clearly superior or that, In many 
instances, the-choice is quite arbitrary and depends more upon the codes avail- 
able and upon the personal preference of the analyst than upon any well defined 
advantages of one method. 

ANALYTICAL PROCEDURES 

The numerical solution of a heat transfer problem by either FDM or FEM, is 
usually done in the following steps as shown in table 1: 

*This work was supported by NASA grant NAG-l-41 
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TABLE 1 
ORDER OF ANALYSES 

1. Subdivision of the region into nodes or elements 
2. Definition of material properties, initial temperatures and boundary 

conditions 
3. Evaluation of the thermal conductance between nodes and the 

capacitance of each node 
4. Formation of the global conductance and capacitance matrices 
5. Imposition of the boundary conditions 
6. Solution for the nodal point temperatures and heat fluxes 
7. Display of the results 

Both methods tend to use these same steps, although the division between 
the steps may be more or less clearly defined depending upon the method used 
and upon the organization of the computer code. 

A. The Mesh 

The process of subdividing the region into elements or nodal volumes, 
commonly called 'meshing', is usually accomplished by a separate program. 
Although the FDM mesh was generally created by hand, the FEM programs relied, 
almost from their inception, upon numerical mesh generators. This difference 
in approach was probably due to: 

1. FDMs usually utilize nodal points which are oriented along coordinate 
lines. Thus irregular regions are difficult to model automatically 
and use is often made of hand meshing with special imaginary nodal 
points. If the region is susceptible to treatment by a different 
coordinate system, the mathematical problem is usually recast. For 
example, elliptical or oblique coordinate systems are often used. 

2. FEM codes were first used in structural problems where an organized 
nodal point mesh was clearly evident and an arbitrary mesh could not 
be used (e.g., the frame and stringer structures of aircraftL71). By 
the time the FEM was applied to continuum problems, it had been 
observed that the solution of the Laplacian gave rise to an acceptable 
mesh. Because the FEM could be applied to such a wide range of 
geometries and because the number of elements tended to increase 
quickly, a need for automatic mesh generation became obvious. As a 
consequence an emphasis was placed upon automatic mesh generation for 
the FEM. 

Several symposia[8] have been organized soley to discuss sophisticated 
methods for the FEM and for the FDM used in computational fluid dynamics. 
Unfortunately, few of the thermal FDM use other than the simplest mesh 
generators. Lately we find that most codes, whether FDM or FEM tend to use the 
same mesh generators. Since this mesh generation is also used to identify the 
regions occupied by the different materials, to define intial temperatures, as 
well as to prescribe the boundary conditions, the entire mesh generation 
process is usually referred to as 'PRE-PROCESSING'. 
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B. Thermal Conductance 

The primary difference between the FDM and the FEM lies in the methods 
used to construct the thermal conductance between the nodes. 

1. FDM 

In the FDM, the conductance is formed in one of two ways. The simplest 
approach is illustrated in figure 1 and is based upon the heat balance equation 

I pc$dv= /q,da+ 
/ 

q'dv (1) 
v A v 

where the energy conducted through the surface is approximated by the linear 
relationship 

%(i,j> = qij = kij Aij 'Tj -Ti) le. . 
iJ (2) 

The quantity Ai./l.. is a geometric value which, in two dimensions, 
th2 addles of the triangle formed from the nodes[91. 

can be 
related to Equivalently 
it can be found as illustrated in figure 1 by constructing the area Aij which 
is perpendicular to the line joining the nodes and located at the mid point of 
the line. Although this method is difficult to implement, it can be done 
automatically and also provides a technique for determining the set of closest 
nodes which surround a node. Unless the nodes are regularly spaced, in which 
case the BFDM becomes the MFDM, the BFDM is of low accuracy, O( Ax ). 

The second method, the mathematical FUM (MFDM), is based upon expressing 
the differential equation 

by finite differences using a variety of different numerical approximations 
to achieve a desired level of accuracy. The method consists of establishing an 
interpolating function in space, usually a polynomial, and performing the 
needed differentiation. Another method is to express Tj in terms of Ti,through 
a Taylor series expansion. By combining the expressions for the temperatures 
at different nodal points, i.e., establishing different stencils, figure 2, it 
is possible to achieve a very high order of accuracy. For example the 5 point 
stencil is accurate to O(Ax2), while the 9 point is of O(&t4). However, the 13 
point is accurate not only to O(Ax4 ) but ensures that V4T as well as V2T=0 is 
satisfied[lOl. 

For a non-linear problem it is usual to express & %j$ as 
[ I 

3 k aT 
ax I 1 Xax = 

k,zx+$g (4) 

and to evaluate each term separately. Unfortunately this approach does .not 
give a conservative set of equations (in P. D. Lax's sense) and energy is not 
conserved in steady state problems. As a consequence, the non-linear FDM is 
usually confined to the 5 point stencil for regular regions and the heat 
balance method for irregular regions. 
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2. FEM 

The finite element method is based upon the Galerkin approach in which a 
stationary value of the integral 

I = s$[% [g)' + kY [g)2 - PC g2 + 2qNT] dv + pnTda (5) 

v A 
is sought[lll. For steady state problems, the Galerkin and the variational 
approaches are equivalent and the method, in conjunction with the dual 
formulation (i.e., the adjoint problem), can be used to establish bounds upon 
the solution. For transient problems, there is no variational formulation and 
no bounds can be found. 

The procedure consists of approximating the temperature within the element 
by T 

T(x,y) = 
L=l 

nl(x,y)ae = <II> {a) (6) 

where the interpolating functions, n(x,y) can be chosen at will to satisfy any 
desired criteria, subject only to the restriction that there be a sufficient 
number of nodes in the element to determine the coefficients, al . Since each 
element is treated as an entity, it is common to map the element into a simpler 
shape to expedite the integration, figure 3. Consider that a local set of 
coordinates, 5 , r), are defined and that the mapping 

J 
(7) 

is used where the number of terms J need not equal the number OF terms I used 
in the temperature interpolation. We then have 

{T^) = [AlCal , T(x,Y) = <n> [A]-%} = <N> (T^} (W 

(2) = [B]Cb) x= <ii> [ES]-'{;;} = <fi>{;;) (8b) 

Thus for one element the conduction term is of the form 

(9d 

(9b) 

and 

(10) 

where J is the Jacobian of the mapping. 
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Although it is obvious that the spatial interpolation function, i , must 
ensure compatability of elements (i.e., that an edge common to two elements 
must be the same when viewed from either element) it is not necessary that the 
temperatures be compatible. In structural mechanics FEM, incompatible 
formulations are sometimes used, but almost all thermal problems use compatible 
temperature functions. When the same number of functions are used to express 
the mapping and the temperature, the element is termed 'iso-parametric'. 
Although the isoparametric element is the usual, subparametric elements are 
often used for heat source problems or when an unusual temperature distribution 
is desired. 

The most common 2-D elements are the 3 and 6 node triangles and the 4 and 
8 node quadrilaterals, figure 4. Much of the research in the FEM has been 
devoted to developing new interpolating functions (i.e., new elements) and 
identifying their characteristics, particularly with respect to the numerical 
integration required. 

3. Differences 

Probably the most striking difference between the FDM and the FEM is the 
usual lack of continuity of the heat flux in the FEM. Each element is treated 
separately and if only compatibility of temperature is imposed, the heat flux 
at the edge common to two elements is not continuous. By contrast, the FDM has 
a continuous heat flux. Although the effect of lack of continuity of the heat 
flux is usually not important, it can show up in the form of an oscillating 
temperature profile where an overshoot in one node is compensated for by an 
undershoot at a neighboring node in order to minimize the integral over the 
entire region. 

c. Capacitance Matrix 
: 

In the FDM, the capacity term, PC aT/ at is represented by the simple 
lumped term 

(PiciVil aTi 
at (11) 

where Vi is the volume surrounding the node i. In the FEM, the use of the 
interpolating function gives rise to the consistent capacitance matrix 

(12) 
C L C nl""' nn 1 

in which the storage at each node is related to that at every other node in the 
element. This difference in the two capacitance matrices is responsible for 
much of the difference in the solutions to transient problems and is discussed 
further in the EXAMPLE section. For 3 node triangular elements with regular 
node spacing, the FDEI and FEM have identical conductance and capacitance 
matrices. Other FEM elements give different matrices, usually as indicated by 
the sign of the off-diagonal terms. In the FEM the integration is usually 
accomplished through Gaussian integration and the need to evaluate the 
properties and the Jacobian at each point contributes to the longer execution 
times of the FEM. 
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D. Assemblage of the Global Matrix 

1. FDM 

In the FUM, each node is treated in turn, and the conductances are entered 
into the global matrix as they are determined. The process is simple and 
straightforward and requires very little computer time. Unless a.n FEM 
preprocessor mesh is used, FDM codes generally make use of a separate matrix 
which identifies the nodes which interact, the corresponding value of the term 
Aiad~f~J;~f tz;km;;;:iaL numbers to permit rapid determination of the average 

2. FEM 

In the FEM, the element matrix is first evaluated, then assembled into the 
global matrix. If the global matrix cannot be stored in core, it is necessary 
to search through the elements to treat only those containing the nodes whose 
equations are currently in core. This assembly process tends to be reasonably 
time consuming and may contribute to the reduced speed of the FEM. 

3. Comparison 

Table 2 lists some typical execution times for FDM and FEM solutions. In 
general, the FEM assembly costs rise quickly as the number of nodes per element 
is increased. Figure 5[121 shows some comparable results for a structural 
problem and the extra expense of the assembling is easily seen. (The figure 
also shows that for some variables the FDM is superior while for others the FEM 
is. Because of this, it is difficult to define one method as being the best 
for all parameters of a problem.) 

n 

3 
5 
7 
9 

13 
17 
19 
31 
33 
61 
65 

TABLE 2 
RELATIVE EXECUTION TIMES FOR THE TRANSIENT PROBLEM 

Equal Time Step Sizes 

FDM FEM 
L-W Explicit C-N Linear Quadratic Cubic Special 

Cubic 
.8 1 1 1.8 

1.4 1.5 2 5.4 6.5 4.4 
5.5 

3.7 3.5 6 32 36 24 
36 

17 12 24 218 249 183 
125 
540 

107 64 117 1624 1880 1500 
4350 

760 407 1230 12200 14700 
n = number of elements L-W = Lax Wendroff 

C-N = Crank Nicolson 
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E. Boundary Conditions and Irregular Meshes 

Although the greatest fundamental difference between the FDM and the FEM 
lies in the formulation of the conductances and capacitances, the greatest 
practical difference lies in their treatment of boundary conditions and 
irregularly shaped regions. 

1. FDM 

Specified temperature nodes are treated by ignoring the equation for the 
node. Boundary flux conditions are difficult to treat for irregular meshes 
unless one uses the simple heat balance formulation (BFDM) with its low order 
of accuracy. Irregular meshes have been studied for years with emphasis on 
using triangular surface elements[l31. Since many analysts tend to define 
their nodes along coordinate lines, it is most common to make use of imaginary 
nodes, figure 6, special differencing equations to achieve the desired 
accuracytl41, arbitrary grids[l5], or even no nodes, but only cellstl61. In 
general, the advanced mesh generators used in fluid computations and the 
automatic high order boundary gradient differencing methods are not used in 
production FD methods. Consequently they suffer from reduced accuracy at 
irregular boundaries. On the other hand, research FDM's almost always maintain 
high accuracy at all types of boundaries. 

2. FEM 

Irregular regions are handled in the same manner as any other region. The 
accuracy is limited only by the ability of the mesh generator to represent the 
boundaries. This ability is probably the greatest strength of the FEM. 

Specified temperature nodes are handled in two ways. In the first, the 
equation is deleted from the matrix and the right hand sides of all affected 
equations are modified. Another way is to replace the diagonal coefficient by 
a very large number, L, and the right hand side by L*T[17]. Although faster 
and simpler than the first method, the accuracy of the computer may limit the 
effectiveness of this approach. 

Prescribed heat flux boundary conditions are handled better by FDM than by 
FEM. Because in the FEM each element is treated separately, the accuracy is 
limited by the interpolating accuracy of the element shape functions. By 
contrast, the FDM analyst can easily modify a difference equation to achieve 
the desired accuracy. The FEM analyst must call for a boundary element which 
is different from the interior element, figure 4, and may have some difficulty 
in merging this higher order element with the rest of the mesh unless a special 
mesh generator or slide lines are used. 

F. Solving the Equations - Steady State Problems 

Although sparse matrix solvers have become popular recently[l8], most FDM 
and FEM codes use some form of elimination (usually Gauss or Cholesky) and rely 
upon a banded matrix or sky line approach to achieve fast solution times[l91. 
For highly non-linear problems, iterative solutions may be used, especially by 
FDM codes. 

57 



1. J?DM 

E'DM codes normally use direct reduction or iteration. Because of the way 
in which the global matrix is assembled, iteration is a common procedure and, 
when used, the global matrix is not created. If reduction is used, only enough 
equations to treat the band are kept in core and they are shifted immediately 
after each nodal equation is reduced (the wave front method). Although 
iteration is an appropriate technique, convergence is difficult to determine 
and because iterative acceleration factors are often unknown, many users are 
reluctant to employ iterative techniques. Fortunately most heat transfer 
problems can be treated by using the SOR method and values of the over 
relaxation factor can be quickly approximated. For problems which are not 
symmetric or do not have Young's property AC201, the SSOR techniqueL211 is easy 
to implement and convergence is very rapid. Non-linear problems are ideally 
suited to the iterative method and rarely increase the solution time by an 
appreciable amount. Considerable research is still being conducted into 
improving the rate of convergence and treating highly non-linear problems[221. 

2. E'EM 

Most FEM codes use a reduction process with a subsequent back 
substitution. Even with a skyline procedure, care should be taken to minimize 
the band width. To do this, most FEM codes will use a band width minimizimg 
program after the mesh generation1231, although this may complicate the 
identification of the nodal point positions within the code. Non-linear 
problems are treated in two ways: 

1. The matrices are reformed and solved for each iteration. 

,(n),(n) = ,h> 

2. A residual is found, and an increment, AT determined from 

IS1 (Id = {R) (n)- [K] {T} (n-1) 
AT(“) = [K]-‘{e)(“) 

(134 

(13b) 

It is common to use a mixture of these two methods by applying the 
boundary loads in increments, calculating a new K for each increment, but 
iterating within the increment using a constant K until the residual is 
sufficiently smallL241. Method 1 requires excessive computer time and may not 
converge. Method 2 requires that the original conductance matrix be stored in 
order to calculate the residual. Either method is expensive, and for highly 
non-linear problems, the iterative FDM appears to be preferred. Suendermann 
[251 suggests that the ratio of the execution times for hydrodynamic problems 
is 100 to 27b2/2+18b for implicit methods and 100 to 23bi for explicit methods 
where b=band width and 1 the number of FEM iterations. 

In both methods it is often desireable to know the amount of heat added to 
a constant temperature node. In the F'DM, the calculation of QiiS simply done 
by calculating the conductances and evaluating the heat balance. In the FEM, 
this may be done by using the original K matrix if it is stored. A simpler way 
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is to permit a specified temperature node, Ti to float by connecting it to a 
constant temperature, T, , through a very high conductance, KH , and evaluating 

Qi = 'k CT&> (14) 
Although much simpler, the size of KH required may be so large that some 

computers may not accurately calculate the correct inverse of the global 
conductance matrix. In this case the energy balance will have to be computed 
for the node under question. 

G. Solving the Equations - Transient Problems 

In general, both the FDM and the FEM simply step along in time, 
re-evaluating K and C at each time step, if needed. If the time steps are 
large or the problem is highly non-linear, then iterations may be needed within 
each time step [261. If the non-linearities may be expressed analytically a 
Runge-Kutta technique may be applied to the resulting non-linear equations[271. 
For very non-linear problems, Gear's method may be used [281. Regardless of 
why the matrices must be re-evaluated (i.e., changing boundary conditions or 
non-linear properties) Young's method 1291 can be used to modify the matrix and 
the solution with a minimum increase in time, although the code structure may 
have to be changed considerably. 

H. Graphical Display 

Besides printed output, the most common output is a spatial plot of a 
single variable or contour plots. Such plots oE the temperature are relatively 
easy to generate for either the FDM or the FEM if a mesh generator was used. 
If the FDM was based upon the heat balance approach, then it is necessary to 
create a set of minimum size triangular elements to perform the contour 
plotting [301, especially if contour smoothing is to be used [31]. Table 3 
illustrates the times necessary to compute a set of triangular elements 
connecting 418 nodes. If the region is complete, the element calculation is 
rapid. If there is one or more internal voids, then the establishment of the 
mesh may be very expensive, as indicated by the third table entry. 

TABLE 3 
Contour Plotting Times 

1. Temperature contours 5.6 seconds 
2. Temperature contours-establishing a mesh 30 seconds 
3. Temperature contours-establishing a mesh 

with an internal void 120 seconds 

If the contours are to be based upon other than linear interpolation or if the 
heat fluxes between elements are to be plotted, the FEM is much simpler to use 
since the element interpolation functions may be used, both to give a higher 
order curve fit and to interpolate to establish the values of qx and qy at the 
nodal points. 
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In general the FEM output is much better suited than the FDM output to 
graphical display, particularly for curved surfaces. To permit rapid detection 
of input errors and for rapid analyis, both a plane and an isometric (with 
hidden line capability) contour plotter should be available. 

EXAMPLES 

We present some typical examples of the use of the two methods. 

A. Distributed Heat Sources 

Consider a one dimensional problem, _ _ o<xc 1, with a distributed source 
strength of q'=xm ., The problem was treated with an FDM using two different 
boundary conditions and the FEM source term and the FEM utilizing 4 different 
elements[32]. Figure 7 illustrates the error in the temperature at the 
insulated surface. The solid line is for both the MFDM with a virtual point 

and for the BFDM. The dashed line is for the MFDM using the zero heat flux 
boundary condition and shows the underprediction of the temperature because of 
the lack of a source at the last node. The FEM results are substantially 
better for two reasons. Firstly, the source is not lumped at a single node, 
but is distributed between nodes, thus permitting a better representation of 
the spatially varying heat source (this is clearly shown by the equivalence of 
the results for the FDM using the FEM source term and the FEM.) Secondly, the 
higher accuracy of the FEM temperature interpolation permits consideration of 
temperature variations higher than the linear. The special cubic element of 
Tocher[331 provides for continuity of the temperature and the heat flux at the 
interface between elements. Over a range of source functions, O<m<5, this 
special cubic was not found to be any better than the quadratic or the normal 
cubic element, neither of which ensure continuity of the heat flux. 

B. Transient Temperatures - 1-D 

Consider the one-dimensional slab with an insulated back surface and a 
front surface whose temperature is suddenly reduced to zero. Figure 8 
illustrates the results obtained using several FD methods and several FEM 
elements[32]. In the FEM we write, 

T(x,y,t) = < N(x,y) ' {i(t)) 
(15) 

Tn+l = Tn + [&+'+(l-a)+"]at 

FK + &]r;pl = (I-a)[C]{$jn + c Lt] {t>" + CX{R)~+' 
- 

or 

p + &] mnfl = [- (1-a)K + & {?jn + CX{R)~+' + (l-a){# ] 

(16) 

(17) 
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One may also use a combined space-time interpolant 1341 

T(x,y,t) = 1 Ni(x,y,d i (18) 

but this method does not yet appear to be in regular use for producton codes. 
$n figure 8, the use of equation 16 with T(x,O)=O is referred to as 'without 
T'. If T(x,O) $0 or if equation 17 is used, the solution is referred to as 
'with T'. The relatively poor FEM results are due to the use of the consistent 
capacitance matrix and the impulsive start. Figure 9 compares the FEM with 
consistent matrices and the FDM with the lumped capacitance[35]. Because the 
FEM overpredicts the eigenvalues (i.e., yields an overly stiff system) while 
the FDM underpredicts,. the FEM results show an early time overshoot. This can 
be corrected by lumping the capacitance 'terms [36,37] or by expressing f by 
using a different basis which is orthogonal to the shape functions for 
T[38,39]. The effect of lumping is shown most clearly by examining the element 
eigenvalues for the 8 node quadrilateral as illustrated in figure 10. Lumping 
may also be effected by using a reduced order of integration, which softens the 
transient response, but care must be taken to avoid creating singular 
capacitance matrices[40]. The best results have been found when using the same 
order of integration as for the conductance. For non-linear problems, a one 
point integration has been found to be sucessful[41]. Lumping has the further 
advantage of simplifying the algorithm and reducing the execution time and has 
been extensively used for structural problems[42]. Figure 11 shows the error 
in the effective thermal diffusivity for several different methods. Cubic 
Hermite elements[43] are seen to be the best, in agreement with the results of 
figure 8. 

Another solution is to permit the discontinuous change to take place over 
several time increments, a technique commonly used in hydrodynamic shock 
analyses. Figure 12 shows that while this smooths the results, it does not 
reduce the lag in the response which is due to the excessive dissipation of the 
FDM and lumped FEM solutions. A better way is to evaluate the right hand side 
at the half time intervals or by a consistent time interpolation[44]. As 
illustrated, this gives the best performance. Table 2 lists the execution times 
needed for the different methods for an equal number of time steps. For 
non-linear prob'lems in which the matrices must be reformed and re-solved, the 
FEM is substantially slower than the FDM, particularly when the SSOR method is 
used. 

C. Singular Problems - Standard Methods [32] 

Consider a two-dimensional plate as shown in figure 13. Because of the 
sharp edge of the insulated splitter plate, the heat flux at the tip is 
infinite and of the form 

q = Klfl(8)/& + K2f2(8)& (19) 

This problem was treated by using the MFDM and the FEM. 
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II II 

1. FDM 

Figure 13 illustrates the results obtained with different mesh sizes using 
a 5 point stencil. Substantial errors in the temperature and in the heat 
fluxes, figure 14, were found and even a reduction from Ax=Ay=l/4 to Ax=1/20 
did not yield convergence, even for mesh points further than 2Ax from the 
singularity. 

2. FEM 

Figures 13 and 14 also show the comparable results found by using 
different elements and sizes. Of the three elements used, the quadratic is 
seen to give the best results. Table 4 lists the execution times. Although 
the quadraticelement times are long,the times necessary to produce an accuracy 
in the temperature comparable.to that of the linear element or the MFDM are 
approximately equal. On the other hand, the accuracy in evaluating the heat 
flux is much better than that of the FDM, with the result that the comparable 
execution times are much less. 

TABLE 4 
RELATIVE EXECUTION TIMES FOR THE SINGULAR PROBLEM 
2:l RECTANGULAR NODAL GRID, STANDARD PROGRAMMING 

number of Ax(=Ay) 
nodes 

FEM 
linear quadratic cubic 

FDM 
SOR SSOR 

15 l/4 1 1 0.8 1.1 
45 l/8 3.6 10.4 110 4.5 3 
66 l/10 6.0 8.1 4.3 

153 l/16 20.5 121 3097 21 20 
231 l/20 39.1 274 53 31 
361 l/32 172 1531 207 183 

D. Singular Problems - Lagrangian Variables 

As described above, problems with concentrated heat sources or with 
singular heat fluxes can rarely be treated with standard FDM or FEM programs 
since the interpolating functions are incapable of adequately representing the 
singular temperature field. In both methods, the interpolating functions can 
be expanded to include the singular behavior. If the strength of the 
singularity is known, the extra term simply serves as an additional heat 
source. If the strength is unknown, the FDM and FEM must be modified. For the 
mM, let OT be the FD approximation to the field equation and BT be the FD 
approximation to the boundary condition. Then by expressing the temperature as 

T = T(smooth> + KlS 

we find 
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It is thus apparent that the effect of the singularities can be considered by 
adding the pseudo heat source and boundary heat fluxes. 

For the FEM, the appropriate formulation is1451: 

T = < n > {;3 + Kl(S-<N> {s^3) 
(21) 

In this solution the value of Kl is considered to be a Lagrangian variable 
which is determined by differentiating the integral to yield extra equations of 
the form: 

$$3= bd{T^> + Kl(S,-<N,> {s^)){N,) 

aI= (S 
aKl 

,-<N,> {s^>) <N,> {T^3 + (S,-<N,“‘3)2K1 

(224 

(22b) 

Figure 13 illustrates a problem in which the magnitude of the singularity 
is unknown. In the FDM, the value of Kl is found by applying the field 
equation to the closest boundary points, in addition to using the expanded 
boundary conditions. When using the FEM, it is not necessary that all elements 
contain the singular terms, only those near the singularity. However it has 
been found important1461 that a smooth transition between the singular elements 
and the regular elements be provided by establishing transition elements in 
which the temperature is of the form 

T(x,y) = <N&j + f(x,y) Kl (S-<N>(z)) (23) 

in which the function f(x,y) has the value of 1 along edges common with the 
singular elements and 0 along edges common with the regular mesh. As seen from 
figure 15, relatively coarse meshes for both the FHM and the FEM are sufficient 
to determine q,with good accuracy if the singular term is included, but even 
increasing the number of elements by a factor of 16 is insufficient if it is 
omitted. 

Table 5 gives a comparison of the values of the temperature at point P as 
determined by several different FDM and FEM solutions and the equivalence of 
the two singular methods is apparent. Table 6 lists the values of the singular 
strengths, Kl and K2 . Although K2 varies considerably, KI (which is the 
dominant singularity) is quite constant. If K2 were to be computed more 
exactly, then it would be necessary to include the next term in the singular 
series[47]. The superiority of the singular approach is evident. 
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Ax 

l/2 
l/4 
l/6 
l/8 
l/10 
l/12 
l/16 
l/20. 
l/24 
l/32 

TABLE 5 
COMPARISON OF Tp BY DIFFERENT METHODS (Figure 13) 

FEM FDM 
1st order 2nd order 1st order Singular 1st order 2nd order Singular 

triangle triangle quadrilateral 
0.1429 0.1176 0.170 
0.1591 0.1737 0.1579 0.083. 0.133 
0.1659 0.1771 0.1674 
0.1697 0.1784 0.1717 0.181 0.151 0.174 0.1815 
0.1721 0.1741 
0.1738 0.1756 I 0.166 0.178 0.1824 
0.1759 0.1775 0.173 0.180 0.1827 
0.1772 0.176 0.181 0.1827 
0.1781 
0.1793 

Ax 

l/2 
l/4 

l/8 

number of 
singular 
elements 

2(all) 
2 
6 
8(all) 
2 
6 

12 
18 
32(all) 

TABLE 6 
SINGULARITY STRENGTHS AND T- 

FEM 

K1 K2 

1.285 0.091 0.170 
1.276 0.067 0.179 
1.234 -0.032 0.179 
1.224 -0.045 0.178 
1.275 -0.056 0.182 1.1325 -0.492 0.1815 
1.232 -0.048 0.182. 
1.212 -0.077 0.181 
1.203 .-0.086 0.181 
1.195 -0.094 0.181 

FDM 
T 

P iY K2 'p 

Under some conditions, the analytical form of the singular terms may be so 
complex that the integration required for the FEM may be difficult to perform 
with acceptable accuracy. In this case, the singular FDM, which satisfies only 
at the nodal points, is a more useful method. 

One of the interesting features of the FEM is that it is often possible to 
distort an element to produce the desired singularity[481. Referring the the 
splitter plate problem, if an 8 node quadrilateral is used and the mid side 
nodes are shifted to the quarter points as indicated in figure 16, the element 
automatically includes a square root singularity. The figure compares these 
quarter point element results with those of the singular FDM and the comparison 
is excellent. 
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E. Radiation Problems 

Regions with internal voids which have strongly radiating boundaries pose 
a problem, particularly for the FEM, even if the boundary conditions are 
linearized, since all of the nodes interact simultaneously and the resultant 
band width is very large and portions of the matrix are dense. One approach is 
to consider the problem as two problems, the radiation problem, and the 
conduction problem. The radiation problem is solved separately,ensuring 
radiative equilibrium among the nodes. The ,radiative heat flux is then 
considered as a known heat flux and applied to the right hand side of equation 
5. Because the boundary condition is so non-linear, it often proves necessary 
to use a strong under-relaxation factor to limit the flux change to assure 
convergence and avoid the overshoot observed with impulsively changed boundary 
conditions as indicated by the transient problem. If the rest of the problem 
is linear, this approach is satisfactory. If the rest of the problem is highly 
non-linear, an iterative FDM appears to work more efficiently. 

F. Phase Changes 

Probably the most difficult problem to treat effectively by either method 
is that of a transient phase change. Three methods, figure 17, appear to be 
the most common. In the first, the interface motion is computed on the basis 
of the conservation equations, just as is done for fluid shock 
calculations[491. If an implicit time s.olution is used, this method requires 
the solution of non-linear algebraic equatons[50,51]. The second method is to 
assume that the phase change occurs over a small temperature range, T. The 
latent heat is then approximated by a large specific heat value, or the 
enthalpy may be used as the primary dependent variable. An iterative solution 
is often needed to ensure that the interface is maintained at the correct 
fusion temperature and special care must be taken in evaluating the 
capacity[51,52]. In a third method, based upon the use of the enthalpy and the 
temperature, the interface position is not explicitly determined. In this 
method an artificiaL specific heat is not used. This method has not been fully 
developed and some problems have been noted if the enthalpy interpolatation is 
other than a step function[531. In its present form, this method may be better 
suited for use with the BFDM. 

Figure 18 compares some typical results of the first two methods using FDM 
and FEM. Comini's solution[51] used Lee's time integration and gave slightly 
greater solidification depths than the other methods. The FDM interface was 
slightly in error at the earliest time because of the lumped capacitance, 
although it quickly gave correct values. The FDM enthalpy solution gave 
essentially identical results. 
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G. Conclusions 

Having used both FDM and FEM for more than 2 decades to solve a variety of 
thermal problems, ranging from simple I-D transient cases to 3-D singular 
biological problems, we have drawn the following general conclusions. 

1. The mathematical FDM appears to be best suited to research problems, 
especially ones for which the analyst wishes to ensure that the 
boundary conditions are treated with high order accurate schemes or 
ones in which special algorithms are used at specified nodal points. 

2. The heat balance FDM appears to be best for: 
1. Highly non-linear problems, for which iterative solutions are 

efficient. 
2. Problems in which the continuity of the heat flux is important. 
3. Multi-dimensional problems involving change of phase. 

3. The FEM is best suited to: 
1. Irregular regions for which the automatic mesh generation and a 

library of highly accurate elements permit good modelling of the 
region and the consequent temperature profile. 

2. Mildly non-linear problems for which the iterations are few. 
3. Problems for which graphical output is important. 
4. Problems in which special temperature profiles are desired, since 

these may be easily obtained with special elements. 
5. Problems involving singular temperature fields or concentrated 

heat sources. 
6. Problems in which different approximations are to be used in 

different regions or problems which involve the joining of several 
parts. 

Although each method may appear to be best for a particular class of 
problems, we have also reached the rather general conclusions that: 

1. The analyst should be knowledgeable about both methods, at least to 
the extent that their general characteristics are understood. 

2. Because thermal FEM elements are still being developed, their 
characteristics are not generally known. The analyst should 
experiment with such elements until their behavior, singly or in 
concert with other elements, is clearly understood[54]. In 
particular, the performance of any one element is not intuitively 
obvious and may not be representative of a 'similar element' for 
another problem[SSl. 

3. Except for very special problems, either approach is satisfactory and 
which method used depends more upon the availability and familiarity 
of codes (and pre- and post-processors) than upon any intrinsic 
differences between the two methods. 
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We recognize that this last conclusion is rather fuzzy, but since the 
results obtained with either method will vary as the stencil or the element is 
changed, we have found that nothing will compensate for the analyst's insight 
into the detailed characteristics of the method used. Since such insight is 
normally developed only by exercising a program on a variety of problems and 
since it is rare that any one person is comfortably familiar with more than one 
method, it is not surprising that there is a considerable tendency to continue 
using a familiar code, even if some shortcomings exist. 

A recent round robin test of FDM and FEM[561 applied to a typical mixed 
boundary condition, transient problem (fig. 19) showed that either method was 
satisfactory and that the apparent value of either depended more upon the pre- 
and post-processors available than upon the intrinsic characteristics or 
accuracies of the methods. On the other hand, for some conditions, 
particularly anisotropic problems, the results of reference 57 indicate that 
the FDM may be more accurate, but when there was no cross coupling, the FEM was 
superior. 

Readers should consult references 58 and 59 for more information about the 
FDM and references 60 and 61 for detailed insight into the FEM. Current work. 
in the FDM is concentrated on improving the accuracy and execution times, with 
special emphasis on thermal network correction methodst621. Extensions of the 
FEM to treat combined convection-conduction problems and to merge the thermal 
FEM with the structural FEM, taking the different mesh requirements and time 
responses into consideration, are also being studied1631. In addition, some 
recent work[64,651 has shown that elliptical PDE's and conduction-convection 
problems can be accurately solved by combining collocation at the Gaussian 
points with the FEM elements. Finally, we should note that the development of 
small-scale personal computers, which are slow but may be dedicated to specific 
tasks, can be expected to have profound influences upon the structure of the 
computer codes, the use of interactive execution, and the specific algorithms 
used[661. In this context, it should be recognized that the substructuring 
method, which is commonly used on these small computers, cannot be used for 
transient problems. 

67 



NOMENCLATURE 

A 
B 
C 
C 
f 
I 
3 
k 
K 
1 
n 
N 
4' 
'n 

4, 

Qi 
R 
S 
t 
T 

tt 

r 
ci 
B 

&I 

1 P. 

0 

Area 
FDM boundary condition operator 
Specific heat capacity 
Capacitance matrix 
Transition function 
Integral 
Jacobian of transformation 
Thermal conductivity 
Thermal conductance matrix 
Distance between nodes 
Interpolating function 
Shape function 
Generated heat density 
Boundary heat flux 

Directional heat flux 

Net heat input to a node 

Right hand vector 
Singular function 
Time 
Temperature 

Time derivative of temperature 

Smooth temperature distribution 
Weighting parameter 
Boundary condition operator 
Error 
Coordinates of unit square 
Density 
Change 
Nodal values 
Approximation to the Laplacian 
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Figure l.- Finite difference mesh for the heat balance method. 
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Figure 2.- Finite difference nodal point arrangements. 
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Figure 3.- Mapping an element on a unit square 
(showing the Gaussian integration points). 

A 
3 POINT 

4 POINT 

A . 
7 POINT 

TRANSITION ELEMENT 

CII . 
S POINT 

Figure 4.- Common two dimensional finite elements. 
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Figure 5.- Error (%) and computer time (set) for a 
clamped shell using an FEM and an FDM [12]. 
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Figure 6.- Treatment of irregular boundaries. 
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lT(exact) = 0.19291 

Figure 7.- Temperature error at the insulated surface 
for a source strength = Xm. 

(Tkxact) = 0.157~1 

Figure 8.- Temperature error for aT/L2 = 0.0625 
and X/L = 0.5. 
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Figure 9.- Temperature at the insulated surface using an FDM and an FEM 
with 2 node linear (L-2) and 3 node linear (L-3) elements. 
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Figure lO.- Eigenvectors for the eight node element 
showing the effect of lumping. 
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Figure ll.- Error in the numerical diffusivity 
for different methods [43]. 
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Figyre 12.- Transient temperature response for a slab using 
TWO) = 0 with ramps of 0 and 1 At and a consistent method 
using a modified initial surface temperature (TOLD = 50). 
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Figure 13.- Temperature at point P for the singular problem. 

lqx -. 1.560) 

Figure 14.- Heat flux at point Q for the singular problem. 
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Figure 

Figure 15.- Values of the heat flux along the 
insulating splitter plate. 
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16.- Calculation of the time dependent singularity 
strength for the problem of figure 13. 
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Figure 17.- Enthalpy and interface models for 
phase change calculations. 

IO 

E 
0.8 

w 
cl 

5 
0.6 

F 
4 
” 
‘, 04 

* 0.2 

0 

-ANALYTICAL 
A FDM - INTERFACE 
0 COMINI - ENTHALPY 
0 FISHER - ENTHALPY 
+ FISHER - INTERFACE 

1 ~~ 1 I I I 
0 0.2 0.4 0.6 0.8 IO 

Figure 18.- Solidification front position for a plane problem. 
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FINITE DIFFERENCE 

Figure 19.- Comparison of FDM and FEM results for a 
mixed boundary condition problem. 
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A METHOD TO MODEL LATENT HEAT 

FOR TRANSIENT ANALYSIS USING NASTRAN 

Robert L. Harder 
The MacNeal-Schwendler Corporation 

Los Angeles, California 

SUMMARY 

A sample heat transfer analysis is shown which includes the heat of 
fusion. The method can be used to analyze a system with nonconstant specific 
heat. The enthalpy is introduced as an independent degree of freedom at each 
node. The user input consists of a curve of temperature as a function of 
enthalpy, which may include a constant temperature phase change. The basic 
NASTRAN heat transfer capability is used to model the effects of latent heat 
with existing direct matrix output (DMI) and nonlinear load (NQLIN) data 
cards. Although some user care is required, the numerical stability of the 
integration is quite good when the given recommendations are followed. The 
theoretical equations used and the NASTRAN techniques are shown in the paperm 

INTRODUCTION 

The problem of heat transfer with latent heat or nonconstant specific 
heat is one of current interest. 
enthalpy(1) 

Methods based upon introduction of 
and upon a very high specific heat in a small temperature range (2) 

have been published. These methods can be implemented in either finite 
difference or finite element formulations. The numerical stability of the 
transient integration must be analyzed, since failure in this area makes the 
method very expensive, due to excessive time steps required. 
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Values are given in SI Units. 

A 

B 

C 

h 

K 

L 

M 

N 

Ne 

P 

T 

area, m2 

capacity matrix, J/OC 

specific heat, J/kg'C 

enthalpy, J/kg 

conduction matrix, J/s'C 

latent heat, ha - hs, J/kg 

mass, kg 

nonlinear function 

number of finite elements 

thermal load, .J/s 

temperature, OC 

time, s 

coordinate, m 

Newmark beta parameter 

stability parameter 

thermal conductivity, J/s m 'C 

eigenvalue, growth factor 

mass density, k/m3 

Subscripts: 

R liquidus 

S solidus 

W wall 

n time step 
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The derivation will be 
the method is general. The 
the diffusion equation 

MATHEMATICAL ANALYSIS 

made for one-dimensional heat conduction, however 
temperature distribution is found from solution of 

a2T 
K-= 

8X2 

pc = (1) 
at 

When this equation is analyzed by finite element techniques, it is 
written 

bI{% + [Jd id - bd (2) 

where the terms of the B (capacitances) matrix are pcMx and the terms of the 
K (finite element conductivities) matrix are AK/AX. 

In the general case the conductivity and the heat capacity are not 
constant. In the case of phase change at constant temperature (see fig. 1) 
the method fails since the specific heat is effectively infinite. 
Introduction of the enthalpy gives two simultaneous equations 

bfl{g) + [KIb) = b’) (3) 

T = N (h) (4) 

A Newmark beta numerical integration scheme is used, where the velocity 
terms are replaced by 

i;= (h,+1 - q/At 
and the constant terms by 

T - B Tn+l + (1-B) Tn 

(5) 

(6) 

This parameter S is a stability parameter. If B = 0, the method is called 
foreward differencing, and S = 1 corresponds to backward differencing. For $ 
greater than 0.5, integration of equation (2) is numerically stable for any 
mesh size and time step. Integration of (3) and (4) shows that there is a 
tendency to instability at large time steps. 
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STABILITY ANALYSIS 

The basic method of stabilizing the equations is to evaluate the terms at 
the advanced time (tn+l) rather than the time (t,). We 'replace equat-ion (4) 
by 

T- h/cmin = N(h) - h/cmin (7) 

where cmfn is the minimum specific heat. The terms on the left side of (7) 
are evaluated as shown in (6), while the terms on the right are evaluated at 
5. An entirely equivalent method to (7) is 

T - bt/cmin) i = N (h) (8) 

If (8) is derived from (7), the parameter y would be S; however, we shall treat 
y as an independent stability parameter. 

Stability analysis requires a long derivation and will not be done 
here. The two basic steps are linearization and modal analysts. The 
equations are linearized by replacing the nonlinear curve by a linear fit. 
The mode analysis replaces a multi-degree-of-freedom problem with a series of 
two -degree - of- freedom problems. The short wave length modes are most 
unstable. Introduce a growth factor 

T n+l = h Tn (9) 

h n+l =hh n (10) 

There are two roots to the characteristic equation 

1 - g-1 and 

x = -1 

l- pcL2 

4N,'tcAt 
+y- 

C min 

Since -1 c h < +l for stability, 

B > l/2 

(11) 

(12) 
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and 

pc L2 

4NErAt 
+y- > l/2 

C min 
(13) 

Thus p - y - 0.55 gives good stability for any At. For At < pcL2/2N2~, the 
solution is stable without the need of y, but this At is usually much gmaller 
than needed for accuracy. 

NASTRAN RESULTS 

The analytic solution given in reference (1) was chosen, since an exact 
solution allows analysis of accuracy. This is a one-dimensional model. The 
initial condition is ice at freezing temperature. Starting at time zero, the 
end is heated to a constant temperature. The end temperature is chosen so the 
enthalpy change after melting has the same value as the latent heat. The 
melting proceeds until such time that the water-ice interface has moved 1.24 
meters, and then the temperature profile is examined. The model is 1.3 meters 
long and has either 26 or 130 elements. This arrangement was chosen to allow 
comparison of results (see Table I). 

? 
.’ 

CONCLUSIONS 

The NASTRAN results are of good accuracy. By using the stability factor, 
the accuracy has not been degraded. These results can easily be adapted to 
other geometries with the finite element method. No changes were required in 
NASTRAN to solve problems with latent heat. 
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TABLE I. COMPARISON OF METHODS 

Dimensionless Temperature at the Final Time 

(T - Ts> / 0, - T,) 

All results are for p = y = 0.55 

Ax = 0.05 m (26 elements) 

Method Exact NASTEUN NASTRAN Ref 1 Ref 1 
Number of Steps 800 200 800 200 

DLstance 0.2 0.8184 0.8184 0.8181 0.8207 0.8242 

from hot 0.6 .4695 .4694 .4686 .4758 .4871 

end, m. 1.2 .0252 .0321 .0230 .0335 .0612 

Ax = 0.01 m (130 elements) 

Method 
Number of Steps 

NASTRAN NASTRAN NASTRAN Ref I Ref 1 
1600 800 200 20000 5000 

Distance 0.2 0.8184 0.8184 0.8181 0.8189 0.8195 

from hot 0.6 .4694 .4693 .4686 .4707 .4726 

end, m. 1.2 .0256 .0263 .0273 .0262 .0316 

88 



solidus 

liquidus 

h (enthalpy) J/kg 

Figure l.- Latent heat; typical curve of temperature as a function 
of enthalpy, showing change of phase. 

c = dh/dT, becomes infinite. 
The specific heat, 
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NOMENCLATURE 

C capacitance matrix 

DT time step size 

h" n-th time step 

K conductivity matrix 

Q thermal load vector 

SOME ASPECTS OF ALGORITHM PERFORMANCE AND MODELING 
IN TRANSIENT THERMAL ANALYSIS OF STRUCTURES 

The status of an effort to increase the efficiency 
of calculating transient temperature fields in 
complex aerospace vehicle structures is described. 
The advantages and disadvantages of explicit and 
implicit algorithms are discussed. A promising set 
of imulicit alaorithms with variable time steps, 
known'as the GEAR package is described. Four'test 
problems, used for evaluating and comparing various 
algorithms, have been selected and finite-element 
models of the configurations are described. These 
problems include a Space Shuttle frame component, 
an insulated cylinder, a metallic panel for a thermal 
protection system, and a model of the Space Shuttle 
Orbiter wing. Results generally indicate a 
preference for implicit over explicit algorithms 
for solution of transient structural heat transfer 
problems when the governing equations are "stiff" 
(typical of many practical problems such as insulated 
metal structures). 

R residual of the system of equations generated by 

the implicit method 

t time 

t" n-th time point 

T vector of temperatures 

a thermal diffusivity or coefficient in Adams- 

Moulton formula 

B coefficient in backward difference method 

INTRODUCTION 

An effort is in progress at the NASA Langley 
Research Center to improve capability to predict and 
optimize the thermal-structural behavior of aerospace 
vehicle structures. The focus of this activity is on 

space transportation vehicles such as the Space 
Shuttle Orbiter. A Principal task is to reduce the 
computing effort for obtaining transient temperature 
fields. Current activity is focused on evaluation 
and comparison of explicit and implicit solution 
algorithms. 

In reviewing current literature, a preference 
is evident among researchers for implicit algorithms 
for solution of stiff1 sets of ordinary differential 
equations (Z-7). -- Many engineering analysts, however, 
prefer to use the longer-established explicit algo- 
rithms. A partial explanation for this dichotomy is 
that the full power of the implicit approach has not 
been transferred from researchers to engineering 
analysts. In the explicit algorithms, the time step 
is limited (often severely) in order for the tech- 
nique to be stable. In the implicit algorithms, 
there is no stability-imposed limitation on step size. 
The step size is limited by solution accuracy only, 
so that implicit algorithms can, in general, use much 
larger time steps than explicit algorithms. Because 
a single explicit time step is computationally faster 
than a single implicit time step, the key to the 
advantageous use of implicit algorithms is to use the 
largest possible time step size. As presently implel 
mented in production thermal analysis computer pro- 
grams, implicit algorithms generally require a user- 
specified fixed time step (8-x). The step size must 
be determined by trial and error. 

The strategy being advocated in the solution of 
large problems by implicit methods is to use algo- 
rithms with variable step size and order and to auto- 
matically select both throughout the solution process 
(E-15). A promising set of algorithms, developed 
for the purpose of implementing the aforementioned 

1 Stiff sets or ordinary differential equations are 
characterized by solutions with widely varying time- 
constants. The typical case is when the solution t.0 
the homogeneous problem has very small time constants 
compared to those of the forcing function (1). 
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strategy, is denoted the GEAR algorithms (13-14). 
A version of the GEAR algorithms well-suited to heat 
transfer analysis denoted GEARIB has been recently 
installed in the SPAR finite-element thermal ana- 
lyzer (8) for testing. 

ThZ purpose of the present paper is to describe 
some ongoing evaluations and demonstrations of the 
use of explicit and implicit algorithms for transient 
thermal analysis of structures using the finite- 
element method. A Shuttle frame test article, an 
insulated cylinder, a metallic multiwall thermal 
protection system panel, and a model of the Shuttle 
Orbiter wing are analyzed using SPAR. Comparisons 
between implicit and explicit algorithms are pre- 
sented. The performance of the GEARIB algorithms 
and especially the value of variable step size and 
order is demonstrated. For benchmark checks, the 
cylinder is also anal 
parameter program (16 1 

zed with the MITAS lumped 
. It is a characteristic of 

thermal analysis by%nite-element and lumped- 
oarameter techniaues that modelina affects the stiff- 
;less. Since stiffness is one of ihe key factors in 
the performance of implicit and explicit algorithms, 
the paper contains a study of the effects of 
modelinq on the oerformance of the exolicit and 
implicit algorithms. The present work focuses on 
the implicit and explicit algorithms implemented in 
oroduction oroarams such as SPAR and MITAS. The 
authors do not-evaluate but are aware of and hereby 
recognize recent developments underway which are 
still at the research stage. These include, for 
examole. the mixed imolicit-exolicit techniaues (17) 
and the-use of quasi-Newton methods to solve the‘d 
nonlinear algebraic equations associated with 
implicit algorithms (18). - 

NATURE OF ALGORITHMS USED IN TRANSIENT THERMAL 
ANALYSIS 

A transient heat transfer problem when 
discretized by finite-element, finite-difference, 
or similar techniques, is governed by the following 
system of equations 

Ci = Q(T,t) - K(T,t)T = F(T,t) T(0) given (1) 

where F is generally a nonlinear function. It is 
usually impractical to obtain an analytical solu- 
tion to eq. (1) so that numerical integration 
methods are used. The simplest numerical integra- 
tion technique is the Euler method which uses the 
first two terms in a Taylor series to predict T at 
time tn+l as 

T(tn+l)‘= TW,) + h, i (t,) 

= T(t,) + h,C-1 F(T(t,),t,) (2) 

Euler's method is an example of an explicit integra- 
tion technique, so-named because T(t,+l) is given 
explicitly in terms of known quantities. Another 
approach is the backward-difference method which is 
an example of an implicit method. In this approach 

T(tn+l) = T(t,) + hn t(t,+,) 

= T(t,) + h,C-1 F(T(t,+,), tntl) 

Eq. (3) is a system of implicit equations for 
T(tntl), which is generally nonlinear. The 

(3) 

explicit algorithm is therefore easier to implement 
but must be bounded to avoid numerical instability 
(unbounded propagation of numerical errors during the 
solution). Implicit techniques are generally stable 
and thus can take larger time steps which are deter- 
mined from accuracy considerations. 

Most practical transient thermal analysis 
problems in flight structures have the following 
characteristics which profoundly affect the choice 
of a solution method: 

(1) The thermal response may be divided into 
regions of slowly and rapidly varying temperatures. 
Steep transients accompany initial conditions or 
sudden changes in the heat load. 

(2) The rapidity of variation of the transient 
portion of the temperature history is proportional to 
the quantity L2/a where L is a characteristic 
conduction length and a is thermal diffusitivity. 
During the transient, time ste s much smaller than 
L2/a must be taken no matter w at E type of integration 
technique is used. 

During a period of slowly-varying temperature 
large time steps may be taken by implicit integration 
techniques but explicit techniqu s must stil use 

5 time steps which are less than L /a. h When L /a values 
for some elements in the structure are small compared 
to the time scale of the slower temperature variation, 
the oroblem is stiff. It follows that stiff broblems 
are usually best solved by implicit methods. 'The 
effort involved in solving a system such as eq. (3) 
is usually cost-effective if a small number of large 
time steps are used. 

The Euler method and the backward-difference 
method are presented as representatives of a large 
class of explicit and implicit techniques, respective 
Higher-order methods (i.e., multistep) typically use 
more previous information to predict the temperature 
at the current time but the stability properties of 
explicit multistep methods are similar to those of 
the Euler method. Most explicit methods are unstable 
for time steps much larger than L2/a. Accordingly, 
thermal analysis computer programs generally select 
the explicit time step automatically based on the 
stability requirement. For implicit methods, the 
analyst is left to select the implicit time step and 
order without a great deal of guideline information 
and usually several trial runs are needed, There is 
an emerging consensus that the approach to take for 
integrating stiff systems of ordinary differential 
equations would be to use implicit methods which 
automatically select the order and the step size 
based on desired accuracy. One package denoted the 
GEARIB algorithms has these features and is discussed 
next. 

THE GEARIB ALGORITHMS 

Several software packages based on the work of 
Gear have been developed for general use (13). The 
package most appropriate for application tFfinite- 
element thermal analysis is denoted GEARIB. This 
package is intended to solve systems of ordinary 
differential equations of the form 

C(T,t) t = F(T,t) 

The package employs two classes of implicit multistep 
methods, Adams-Moulton and backward difference. For 
nonstiff equations, the Adams-Moulton method of order 
one through twelve is used. This method has the 
general form 

lY. 
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T(t,+,) = TN,,) + h, ; Bi f(tn+,-i) 
i=O 

(5) 

where q is the order. For stiff equations, the 
backward difference algorithms of orders one through 
iyiv are used. These algorithms have the general 

T(t,+,) = hnso t(t,+l) + z ai T(tn+l-i) 

i=l 

The coefficients ai and Bi are given in 

(Is) - The user selects the class of methods (Adams- 
Mouton or backward differences), and as described 
in (13) GEARIB automatically selects the appropriate 
timeytep and the order based on a user-specified 
error tolerance. 

Use of the GEARIB algorithms is illustrated 
using the backward difference option. Applied to 
eq. (4). eq. 

R=C IT( tn+l 

(6) gives 

I- ; ai T(t,+ 
i=l 

- h, 8, F(T(t, 

.1-i)] 

+, 1 St,+1 ) = O (7) 

This system of nonlinear algebraic equations is 
solved by the modified Newton's method. That is 

Tit1 (tntl) = Ti(tn+,) - [El-'R 

where 

[xl = C - B,h,J 

and J = aF/aT is the Jacobian of the system at a 
previous time point. Methods used in GEARIB for 
computing J are described in (13) and (19). - - 

DESCRIPTION OF TEST PROBLEMS AND RESULTS2 

Insulated Shuttle test frame 
A Shuttle Orbiter frame component analyzed and 

tested under transient heating as described in (20) 
is shown in figure 1 and consists of an aluminum- 
frame surrounded by insulation. The principal 
purpose of the study of the configuration as 
discussed in (20) was to evaluate the thermal per- 
formance of thcinsulation during a simulated Shuttle 
flight. A secondary purpose was to evaluate the 
adequacy of thermal analysis techniques applicable 
to the Shuttle. 

' Additional details of the test problems are 
given in (19).All calculations were performed on the 
Langley CDCCyber 173 computer. 

INOT TO SCALEI 

FINITE ELEMNT 

Fig.1 Finite-element and lumped parameter models of' 
Shuttle frame 

The lumped parameter model from (20) consists of 
a two-dimensional section of a symmetr= half of the 
structure and contains 118 nodes (see figure 1). The 
unknown temperatures are located at the centroids of 
the lumps. The lumped parameter model was converted 
to a finite-element model for analysis using the SPAR 
program (8). The corresponding SPAR finite-element 
model contains 149 grid points located at the ends 
or corners of the elements. The model contains 148 
elements including one-dimensional elements which 
account for conduction in the aluminum structure and 
radiation across the air gap and two-dimensional 
elements which model conduction in the insulationand 
across the gap. The difference in numbers of elements 
and grid points is due to the different modeling 
approaches of the two methods. 

Minor modifications were made to the finite- 
element model following the conversion. These con- 
sisted of eliminating or consolidating some extremely 
thin or short finite elements in the aluminum structure 
in order to.reduce the stiffness of the equations and 
to increase the allowable time step for the explicit 
solution algorithm. The properties of the aluminum 
structure are functions of temperature and the prop- 
erties of the insulation are functions of temperature 
and pressure. The pressure dependence is treated in 
SPAR as time dependence using the pressure vs. time 
variation from the trajectory data for the simulated 
flight conditions. The applied heating is specified 
by tabulations of temperatures at the outer surface 
of the insulation. 

The temperature history for the frame was com- 
puted using explicit (Euler) and implicit techniques 
(Crank-Nicholson and backward differences) and GEARIB. 
Comparisons of solution times are given in Table I. 
The explicit procedure using a time step of 0.16 s 
required 1723 s of CPU time. This time step was 
controlled by conduction through most of the aluminum 
elements along the center and front of the frame. 
Solution time using the Crank-Nicholson algorithm 
varied from 475 s to 65 s as the time step was varied 
between 1.0 and 50 s, The solution times for back- 
ward differences were close to those of Crank- 
Nicholson and are not shown. The GEARIB algorithm 
used time steps from 50 to 170 s and the solution 
time was 54 s. As indicated in Table I(b), there is 
very little loss of accuracy in either the structure 
or insulation temperatures with increased time step 
size. 
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TABLE I.- PERFORMANCE OF VARIOUS ALGORITHMS FOR TRANSIENT THERMAL ANALYSIS OF SHUTTLE FRAME 

Explicit 
Euler 

Time Step (s) 1 Solution Time (5) 

(a) Solution Time Comparison 

Imp1 
Crank-Nicholson 

Time Step (5) 1 Solution Time (s) 

1. 475 

.:i 
249 
106 

50 65 

Iic -.---- --- :1t 
t ~~._...... 

Time Step (s) 

50-170 

;EARIB -- 
l-solution Time (s 

(b) Effect of Time Step on Accuracy of Implicit Algorithms 

Step Size (s) Temp. of Node 309** at 1200 s Temp. of Node 49** at 1200 s 
K "F I K "F 

*Explicit Algorithm 
**See figure 1 

***GEARIB 

TEMPERATURE - APPLIEDOUTER SURFACETEMPERATURE (NODE291 
"F K ----- ANALYSIS (SPAR EXP.(DT=.16s). IMP. iDT=5Ds) 

TEST IGALLLGOS~ 

0 2 4 6 8 10 12 14 
TIME. set 

Fig.2 Temperature history in outer structural 
surface of Shuttle frame (Node 309) 

The accuracy of the solutions by the various 
techniques is further assessed in figure 2 which 
displays temperature histories at a point in the 
outer layer of the aluminum structure corresponding 
to node 309 (see figure 1). The solid line in 
figure 2 represents the applied temperatures at the 
outer surface of the insulation (node 29). The 
dotted line shows temperatures obtained by the SPAR 
analysis. The SPAR temperatures are plotted as a 
single curve since there is little difference 
between the results. The dashed-dot line shows 
analytical results from the lumped parameter 
analysis of (20) which are also in close agreement 
with the SPARTemperatures. The,circular symbols 
represent test data from (20). The closeness of 
all the results indicates fiat the models are 
adequate to simulate the temperature history in the 
test article. 

477.0 398.6 
476.9 398.5 
475.6 396.0 
474.8 394.7 
477.0 398.6 
477.9 400.3 

Multiwall thermal protection system panel 
The next example problem is one which grew out 

of a study of the thermal performance of a titanium 
multiwall thermal protection system (TPS) panel irhich 
is under study for future use on space transportation 
systems (21). The configuration as depicted in 
figure 3(a consists of alternating layers of flat 
and dimpled sheets fused at the crests to form a 
sandwich. The representation of a typical dimpled 
sheet is shown'in figure 3(b). For the purpose of 
this analysis, it is assumed that the heat load does 
not vary in .directions parallel to the plane of the 
panel. This assumption in addition to the regular 
geometry of the structure leads to the modeling 
simplification wherein only a triangular prismatic 
section of the panel needs to be modeled; fig. 3(a). 
The intersection of this prism with a typical dimpled 
layer is indicated by the shaded triangle in fig. 3(b). 

/MODELED REGION 

(a) OVERALL CONSTRUCTION 

(b) REPRESENTATIONOF DIMPLED LAYER (cl FINITE ELEMENT MODEL 

Fig.3 Multiwall thermal protection system panel 
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The finite-element model shown in fig. 3(c) 
contains 333 grid points located on nine titanium 
sheets (five horizontal and four inclined). The 
model contains 288 triangular and quadrilateral 
metal conduction elements, 264 solid air conduction 
elements which account for gas conduction between 
the layers and 544 triangular and quadrilateral 
radiation elements which account for radiation heat 
transfer between adjacent horizontal and inclined 
sheets. Thermal properties of titanium and air are 
functions of temperature. Radiation exchange (view) 
factors were computed and supplied to SPAR using 
the TRASYS II computer program (22). 

The temperature history of fie panel in response 
to an imposed transient temperature at the outer 
surface of the panel was computed for 3200 s. 
Results were obtained with SPAR using explicit, 
Crank-Nicholson, backward difference and GEARIB 
algorithms. Solution-time comparisons are presented 
in Table II. The explicit algorithm required a time 
step of .007 s. This time step was dictated by 
conduction of heat through the short heat paths 
between the vertices of adjacent triangular layers 
and indicates that this is an extremely stiff 
problem. Required solution time for the explicit 
algorithm was estimated to be 98368 s. 

TABLE II.- COMPARISON OF ALGORITHMS FOR TRANSIENT 
THERMAL ANALYSIS OF TITANIUM MULTIWALL TPS 

(3200 s temperature history) 

Exnlicit I Imolicit 1 
^_ 

Euler 1 Crank-Nicholson T 

28412** 

6352 : 

G 1Ej 
Time 
Step 
(s) 

ii? 

f 

\RIB 
Solution 
Time (s) 

2754 

-I 

*Extrapolated value based on 12296 s for 400 s of 
temperature history 

**Extrapolated value based on 8879 s for 1000 s of 
temperature history 

The Crank-Nicholson solution was carried out 
using time steps of 1 and 5 s which led to solution 
times of 28412 s and 6352 s, respectively. Back- 
ward difference was used with the same time steps 
and had the same solution times. GEARIB took time 
steps ranging between 1.0 and 113 seconds and 
required a solution time of 2754 seconds. This 
example shows again advantages of using implicit 
algorithms in general and the GEARIB algorithms in 
particular for thermal analysis of stiff problems. 
A plot of typical temperature histories for a point 
midway through the panel and the primary structure 
is shown in figure 4 along with the applied outer 
surface temperature. The results were obtained by 
the implicit algorithm with a time step of 5 s and 
are identical to results using a time step of 1 s 
and GEARIB. 

TEMPERATURE K 

lk - OUTER SURFACEUPPLIED) 

mm 0 4 0 12 16 20 24 28 32x 102 
TIME. WC 

Fig.4 Transient temperatures in titanium multiwall 
TPS panel 

Space Shuttle orbiter wing 
The SPAR thermal model of the Shuttle orbiter 

winq (fioure 5) consists of a relativelv coarse model 
of the structure (327 grid 

I: 
oints) augmented by layers 

of insulation attached to t e upper and lower surfaces. 
The structure is modeled by rod, triangular and quad- 
rilateral elements (K21, K31, K41 SPAR elements). 
The insulation on each surface is modeled by six 
layers of one-dimensional cond,uction elements (K21). 
Use of these elements neglects lateral heat transfer 
in the insulation--a reasonable assumption since the 
temperature gradients through the insulation are at 
least an order of magnitude greater than the lateral 
temperature gradients. The complete model contains 
2289 grid points, 1400 one- and two-dimensional 
elements in the structure and 1962 one-dimensional 
elements in the insulation. Thermal properties of 
the aluminum structure are temperature-dependent; 
thermal properties of the insulation are temperature- 
and time-dependent. 

TEMPERATURE 
“F K 

SURFACE 

I I I I I 1 I , I 
0 5 10 I5 al 1 25 30 35 40 45 x 102 

TIME. ICC 

Fig.5 Transienttemperatures in Shuttle orbiter wing 
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TABLE III.- COMPARISON OF ALGORITHMS FOR TRANSIENT 
THERMAL ANALYSIS OF SPACE SHUTTLE ORBITER WING 

(4500 s temperature history) 

3 
.ion 
(s) 

I -. 
10 2288 10 11730 I l-528 1 557( -~ 

For the purpose of this analysis, the applied 
heating on the wing is represented by a time- 
dependent temperature applied to the external surface 
of the insulation on the under side of the wing. 
The shape of this curve stiown as the solid line in 
figure 5 is roughly indicative of atmospheric reentry 
heating. The temperature history of the wing for 
4500 seconds was computed using the explicit, Crank- 
Nicholson, backward difference and GEAR15 algorithms. 
Solution time comparisons are shown in Table III 
along with the time steps used to obtain comparable 
accuracy. The explicit algorithm used a time step 
of 10 seconds--in fact stability requirements 
actually permitted a time step of over 100 seconds 
but the step size was dictated by accuracy and the 
need to periodically update temperature-dependent 
material properties and not by stability requirements. 
The large permitted time step is due to the coarse 
modeling of the structure which did not include the 
thin, high-conducting or radiating elements present 
in the previous models. The implicit algorithms 
(Crank-Nicholson and backward difference produced 
the same results) were used with a time step of 10 s 
and required about five times as much computer time 
as the explicit algorithm. The GEARIB algorithms 
performed very well for this problem. By adaptively 
varying the time step from 1.0 second early in the 
temperature history to as large as 528 seconds toward 
the end, GEARIB required only 557 seconds to complete 
the solution. Figure 5 shows the temperature. 
histories of a point on the structure and a point 
in the insulation l/5 of the distance through the 
insulation of a typical cross section through the 
wing. The explicit, implicit, and GEARIB algorithms 
produced essentially the same results. 

EFFECT OF MODELING ON ALGORITHM PERFORMANCE 

This section of the paper describes a study of 
how modeling details can affect the performance of 
transient solution algorithms--especially explicit 
algorithms. Also, the influence of alternate ways 
of including the nonlinear effects of temperature- 
dependent material properties is studied. The 
structure chosen for the study is an insulated 
cylindrical shell shown in figure 6. The cylinder 
is 18 m (720 in.) in length and 4.5 m (180 in.) in 
diameter. The aluminum is 0.25 cm (0.1 in.) thick 
and the insulation is 5.0 cm (2.0 in.) thick. The 
outer surface of the insulation is heated over a 
region which consists of one-third the length and 
half the circumference. 

Three finite-element models are used in the 
study. Due to synmietry, only half the cylinder is 
modeled in each case. In model I, solid (K81) 
elements are used exclusively--39 along the cylinder 
length, 4 around the circumference, and 3 through 
the depth (2 elements in the insulation and 1 in 
the structure). The outer surface has quadrilateral 

elements (K41) which receive the heat load and 
radiation elements (R41) which radiate to space. 
Model I contains 800 grid points and 650 elements. In 
model II, the solid elements in the structural layer 
are replaced by quadrilateral elements (K41) inwhich 
temperatures do not vary through the thickness. This 
is generally a good assumption for thin metal structures. 
Model II has an extra layer of solid elements in the 
insulation in order to preserve the number of grid 
points in the model at 800. In model III, the insula- 
tion is modeled with one-dimensional conductors (K21). 
This model neglects lateral heat conduction but as 
mentioned previously in connection with the Shuttle 
wing model, this effect is small for the class of 
insulated flight structures of interest in the present 
work. 

FINITE ELEMENT MODEL 

MODEL I MODEL II MODEL III 

Fig.6 Finite-element models of insulated cylinder 

Another aspect of the effect of modeling is 
comparison of results from finite-element and lumped- 
parameter models. To investigate this, the MITAS 
lumped parameter computer program (16) was applied to 
the analysis of the cylinder. The Unite-element 
model I was converted to a lumped-parameter model by 
use of the CINGEN program (23). The resulting 
lumped-parameter model contained 625 nodes as compared 
to 800 grid points in the finite-element model. Recall 
the unknown MITAS temperatures are located only at the 
centroids of each lump. 

TABLE IV.- EFFECT OF MODELING ON SOLUTION TIMES FOR 
INSULATED CYLINDER PROBLEM 

*Backward differences and Crank-Nicholson 

The first 2000 seconds of the temperature history 
in the cylinder in response to a time-dependent heat 
load were computed in each model. The explicit 
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(Euler) and implicit (backward difference) algorithms 
were used for all models and in addition GEARIB was 
used for the three SPAR models. Solution times are 
shown in Table IV. Model I is extremely stiff as 
evidenced by the small time step of O.Ok seconds 
required for stability of the explicit algorithm. 
The high stiffness is due to the use of K81 elements 
to model the metal layer. In model II, the stiffness 
has been essentially eliminated by replacing the 
3-D elements modeling the metal by 2-D elements. 
In this model, the explicit technique is faster 
than backward difference and GEARIB. In model III, 
due to low stiffness again, the explicit algorithm. 
is faster than the implicit but GEARIB is slightly 
faster than the explicit technique. It is observed 
that in models I and II, GEARIB despite using much 
larger time steps was only marginally faster-than 
the imolicit method. This is due to the different 
ways of handling the temperature-dependent material 
properties. In the explicit and implicit methods, 
the orooerties are represented as beinq piecewise 
constant within time intervals specified'by the 
user (bv the inout auantitv TI) in SPAR. Material 
propert;es are evaluated ai the beginning of each 
interval and the conductivity and capacitance 
matrices are regenerated at those times. Results 
for models I, II, and III in 'Table IV were obtained 
using TI = 20 s. In GEARIB, the material properties 
vary continuously and the residual R must be 
;aa:;;;;d each time an iteration in solving eq. (8) 

in computer 
The residual evaluation is much more costly 

time than the regeneration of the 
conductance and capacitance matrices. This extra 
effort is the price paid for higher accuracy. How- 
ever, this burden only shows up in problems which 
utilize solid (K81) elements due to the extreme 
cost of regenerating the matrices for those elements 
(note model III does not contain K81 elements). A 
way to eliminate the burden (for thermally isotropic 
elements) has been identified and is easily 
implemented. The method is to generate the matrices 
only once for unit values of the appropriate property 
and simply scale the matrices by the property when- 
ever it is updated. 

MITAS computation times are shown in the last 
column of Table IV. Because none of the SPAR models 
is equivalent to the MITAS model in terms of the 
number of unknown temperature or nodal connections, 
no direct comparison of MITAS and SPAR solution 
times is appropriate. However, some trends evident 
in Table IV are noted. The MITAS model is not 
particularly stiff as evidenced by the large time 
step used in the explicit solution technique. SPAR 
models II and III which begin to resemble the MITAS 
model in certain respects are also less stiff and 
favor explicit algorithms. It is noted that the 
way MITAS treats temperature-dependent material 
properties is by the scaling method cited above. 

TEMPERATURE 

ml 
AW 

2M 

i 

ARMOOELI.EXP. ILIT= 0.06s) 
P. iOT= l[kl,CEARlBlOT=1.O -83~1 

---- 
lea 

SPAR MODELlI,EXP. (DT= 2.A -1011 

300 
IMP. IDT=IOsI 

-- SPARMODELItt.EXP. IDT=3.3 -101 
IMP. lDT=lOsl 

---- MITASEXP. IDT= 1OslIMP. (DT= 10s) 

Fig.7 Effects of choice of algorithm and model 
changes on temperature history of insulated 
cylinder. Model I: all 3-D elements. 
Model II: insulation - 3-D, metal - 2-D. 
Model III: insulation - l-D, metal - 2-D. 

TIME, set 

Figure 7 contains comparisons of temperature 
histories of a point in the cylinder. Model II is 
considered to be the best of the models (recall the 
additional insulation elements used) and‘thus the 
temperatures represented by the dotted line are 
thought to be the most accurate. These results are 
bracketed by results from model I and MITAS (from 
above) and by model III (from below). There are 
negligible differences between temperatures from the 
implicit and explicit solutions for any given model. 
Results from models II and III are different from 
that of model I because of the extra layer of 
elements through the insulation. The MITAS tempera- 
ture history agrees well with that of model I (on 
which the MITAS model is based) except for some 
differences beginning at 1400 s. 

CONCLUDING REMARKS 

This paper discusses the status of an effort to 
obtain increased efficiency in calculating transient 
temperature fields in complex aerospace vehicle 
structures. Explicit solution techniques which 
require minimal computation per time step and 
implicit techniques which permit larger time steps 
because of better stability are reviewed. A 
promising set of implicit solution algorithms having 
variable time steps and order, known as the GEARIB 
package,is described. Four test problems for 
evaluating the algorithms have been selected and 
finite-element models of each one are described. The 
problems include a Shuttle frame component, an 
insulated cylinder, a metallic panel for a thermal 
protection system, and a model of the Space Shuttle 
Orbiter wing. Calculations were carried out using 
the SPAR finite-element program and the MITAS-lumped 
parameter program. Results generally indicate that 
implicit algorithms are more efficient than explicit 
algorithms for solution of transient structural heat 
transfer problems when the governing equations are 
stiff. Stiff equations are typical of many practical 
problems such as insulated metal structures and are 
characterized by widely differing time constants 
and cause explicit methods to take small time steps. 
As evidenced by their excellent performance in 
solving the test problems, the GEARIB algorithms 
offer high potential for providing increased com- 
putational efficiencv in the solution of stiff oroblems. 
Studies were also made of the effect on algorithm 
performance of different models of the same cylinder 
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test problem. These studies revealed that the 
stiffness of the problem is highly sensitive to 
modeling details and that careful modeling can 
reduce the stiffness of the resulting equations to 
the extent that explicit methods may become 
advantageous. 
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ABSTRACT 

The application of finite element or finite difference techniques to the 
solution of transient heat transfer problems in structures often results in a 
stiff system of ordinary differential equations. Such systems are usually 
handled most efficiently by implicit integration techniques which require the 
solution of large and sparse systems of algebraic equations. Most of the com- 
putation time required for the solution is spent in assembling and solving 
these algebraic equations. The present paper is mainly concerned with effi- 
cient assembly and solution of these systems using the incomplete Cholesky con- 
jugate gradient algorithm. Several examples are used to demonstrate the ad- 
vantage of the algorithm over other techniques. 

INTRODUCTION 

The analysis and design of high speed reentry vehicles such as the space 
shuttle require the prediction and optimization of the thermal-structural be- 
havior. This means that the analyst needs to solve the heat transfer equation 
in a structure with complex boundary conditions, irregular geometries and 
variable thermal properties. The finite element method is one of the more ef- 
fective approaches available for numerical solution of the transient heattrans- 
fer in complex structures. It is therefore expected that finite element sys- 
tems such as SPAR (Ref. 1) will play a growing role in the analysis and design 
of such vehicles. 

The application of the finite element method to transient heat transfer 
problems often results in a system of stiff ordinary differential equations 
(ODE’S). Stiff ODE's are characterized by solutions with widely varying time 
constants. The typical case is when the solution to the homogeneous problem 
has very small time constants compared to those of the forcing function. 

A great deal of effort was devoted in recent years to the development of 
integration techniques that are suitable for the solution of stiff systems of 
ODE's. In general, these are variable step size (and, sometimes, variable 
order) implicit techniques such as the Gear algorithms (Refs. 2,3). The ap- 

99 

I - 



plication of such techniques to structural heat transfer problems has been re- 
cently shown to be very efficient (Ref. 4) compared to explicit algorithms. 

The use of implicit integration techniques requires the repeated solution 
of large systems of algebraic equations. Because of radiation effects and tem- 
perature dependent material properties, these equations are nonlinear. These 
nonlinear equations are solved typically by the Newton Raphson method or its 
modified variant which replaces them by systems of linear equations, It is the 
assembly and solution of these large systems of equations which consumes the 
bulk of the computation time in the solution of a transient heat transfer prob- 
lem. This topic is also the focus of this paper. 

The solution of systems of linear algebraic equations can be handled by 
direct methods such as Gaussian elimination or by iterative methods such as 
successive over-relaxation (SOR). Problems in solid mechanics and structures 
are usually discretized by a finite element method and the associated systems 
of linear equations solved by elimination techniques. On the other hand, in 
fluid mechanics problems, finite difference methods are more common and the as- 
sociated linear equations are solved by iterative techniques. Two reasons for 
the preference of structural analysts for elimination techniques are worth noting. 
The first is the ill conditioning which is typical of the systems of linear 
equations generated by a structural finite element model. This ill condition- 
ing results in very slow convergence rates of iterative solution methods. The 
second reason is the typically good band structure of the system matrices which 
results from the use of one and two dimensional finite element models. This 
property allows efficient solution by elimination using band or skyline solvers. 

In applications to transient heat transfer in structures, the finite 
element codes such as SPAR (Ref. 1) tend to use elimination techniques while 
finite difference (or lumped parameter) codes such as MITAS (Ref. 5) lean to- 
ward the use of iterative techniques. However, neither approach is entirely 
satisfactory, the iterative methods because of poor convergence and elimination 
techniques because of poor performance for wide band systems associated with 
radiation interconnectivities and three dimensional elements. 

A promising new technique which is a cross between elimination techniques 
and iterative techniques is the incomplete Cholesky conjugate gradient (ICCG) 
method developed by Meijerink and Van der Vorst (Ref. 6), and extended by 
Kershaw (Ref. 7) to asymmetric matrices. The method has been successfully ap- 
plied to finite difference modeled transport problems in plasma physics (Refs. 
8-lo), to finite difference and finite element modeled boundary value problems 
(Ref. ll-13), and to finite element modeled groundwater flow problems (Ref. 
14). 

The present paper is concerned with the implementation of the ICCG method 
to transient heat transfer problems in structures modeled by finite elements. 
Because of the repeated need to assemble and solve a similar system of 
equations. it is possible to reduce the computational effort by preliminary 
calculations. The ICCG method is compared to a conventional band-matrix elimin- 
ation technique as well as to iterative techniques. A two dimensional space 
shuttle frame model and an insulated cylinder are used to demonstrate the ef- 
ficiency of the method. 
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ANALYSIS 

Numerical Integration Technique 

A discretized transient heat transfer problem is governed by the following 
system of ordinary differential equations (ODE) 

C(T,t)+ = Q(T,t) - K(T,t)T T(0) given (1) 

where T is the vector of nodal temperatures, C is the capacitance matrix, K is 
the total conduction matrix (including radiation and convection effects), Q is 
the thermal load vector and a dot indicates derivatives with respect to time, 
t. The dependence of the matrices C and K on. time and temperature i's due to 
time and temperature dependent material properties and to radiation. However, 
the cost of recalculating these matrices whenever T or t is changed is exor- 
bitant, especially when three dimensional finite elements are involved. To 
alleviate this problem, the integration time is divided into time intervals and 
the material properties assumed to be constant in each time interval. As a 
result, in each time interval the matrix C is constant and the only variable 
part of the matrix K is due to radiation effects. 

The ODE system (1) is most efficiently solved by a variable order, vari- 
able time step algorithm such as employed in the GEAR package (Ref. 3). How- 
ever, in the present work, a simple fixed-step mid-difference (Crank Nicholson) 
algorithm is used. It was shown in Ref. 15 that the performance of the algo- 
rithm is quite satisfactory for the problems solved here. 

Using a numerical integration algorithm, we evaluate the temperature T at 
a sequence of time points tl, t2, . . . . Denoting as T the approximate solution 
for T(t,) , the mid-difference algorithm replaces Eq. ?l> by 

Tn-Tn-l 
$(Tn) = 2C h + W,)T, + K(Tn-l)Tn-l 

n 

(2) 

- Q(Tn,tn> - Q(Tnsl,tn> = 0 

We assume that Tn-1 has already been calculated so that Eq. (2) is a system of 
nonlinear algebraic equations for Tn. This system of equations is solved using 
the Newton Raphson method 

101 



b+l> Cd (4 
Jb n a - Tn I=-$0, 1 

(d 
where T is the m-th iterate and J is the Jacobian n 

J=+ 
n 

(3) 

(4) 

b) 
If J is not recalculated as a function of T but is kept constant, we have 
the modified Newton method. In the presentnwork J was calculated at the be- 
ginning of each time interval (when material properties are updated) and was 
not updated inside a time interval unless the number of iterations in Eq. (3) 
exceeded three. As was noted before, the only nonlinearity in Eq. (2) is due 
to radiation. In the problems considered herein, only radiation to space was 
considered so that the Jacobian was symmetric and positive definite. 

Solution of Linear Equations - 

Eqs. (3) constitutes a system of linear equations of the form 

Ax=b (5) 

where in our case, A is symmetric, positive definite and sparse. Eq. (5) may 
be solved by elimination techniques or by iterative methods. Herein, several 
methods of solution were compared. The first is an elimination technique, the 
Gauss-Doolittle factorization, whereby A is factored as 

A = LDLT (6) 

where L is a lower triangular matrix with diagonal elements equal to one and D 
is a diagonal matrix. Once A has been factored the solution process proceeds 
easily. 

Most iterative methods proceed by splitting the matrix A into two parts 

A = M-N (7) 

and rewriting Eq. (5) as 

(1 - M-lN)x = M-lb (8) 
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From Eq. (8), the following simple fixed point iterative process can be defined 

ID+1 -1 
X = M (b + Nxm) (9) 

It is desirable to choose M so that it is close to A, so that we get. 
fast convergence (note that if M=A, N-O, a single iteration is enough). On the 
other hand, we want to choose M so that M-l or its equivalent can be formed 
cheaply. One well known choice is to take M equal to the diagonal of A (the 
Jacobi method) and another is to take M equal to the lower triangular part of 
A (the Gauss Seidel method). Asymptotically, the error in the solution is re- 
duced by a factor equal to the largest eigenvalue of KIN. For most finite 
element generated matrices, this eigenvalue is very close to one so that con- 
vergence is very slow. 

A method which is a cross between elimination techniques and iterative 
techniques is based on obtaining M from an incomplete elimination process. For 
a positive definite matrix A, the incomplete Cholesky decomposition M is de- 
fined as 

M = LLT (10) 

where L is a lower triangular matrix with the same sparsity structure as A 
(that is, no fill-up permitted). The matrix M is a good approximation to the 
matrix A so that most of the eigenvalues of MY~N are very small. Also, for 
a very sparse matrix A, the cost in computation time and storage for obtaining 
L is much smaller than that required for a complete decomposition. 
even though most of the eigenvalues of MYlN are small, 

However, 
it is possible for a few 

to be close to one so that the convergence of the fixed point iteration, Eq. 
(9), is slow. 

Another method which is sometimes used for the solution of linear 
equations is the conjugate gradient method. 

The conjugate gradient method can be used to solve the system (5) by ap- 
plying it to minimize the following error measure 

e = (x-~~)~A(x-x,) (11) 

where x e is the exact solution and x is the current approximation. Theoreti- 
cally, the conjugate gradient method should reduce e to zero in no more than n 
iterations so that it is a deterministic method like Gaussian elimination. 
Because of round-off error, however, it does not terminate in-exactly n 
iterations and may be regarded as an iterative method. Its convergence, while 
dependent on the ratio of the maximum to the minimum eigenvalues of A, is more 
favorable than those of iterative methods like Gauss-Seidel. This is because 
it tends to eliminate the error components corresponding to extreme eigenvalues 
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in the first few iterations and attain a high convergence rate later. It has a 
decided advantage over the standard iterative methods for matrices with very 
few extreme eigenvalues and a large number of eigenvalues which are bunched 
together. 

Meijerink and Van der Vorst (Ref. 6) put together a very clever combina- 
tion of all the above techniques which can be very efficient for sparse poorly 
banded matrices. The idea is to apply the conjugate gradient method to Eq. (8) 
rather than Eq. (5) h w ere the matrix M is obtained from an incomplete Cholesky 
decomposition of A, Eq. (10). 

Because the matrix M is a good approximation to A, the matrix I-M-IN is 
close to the unit matrix and most of its eigenvalues are close to one. This 
provides a good setting for a very fast convergence of the conjugate gradient 
method. 

To take advantage of the incomplete Cholesky conjugate gradient (ICCG) 
algorithm, sparse matrix storage techniques should be used for the matrix A. 
The method selected here and its implementation are discussed next. 

Matrix Storage, Retrieval and Assembly Technique 

The storage and retrieval technique used herein is due to Gustavson (Ref. 
16) and Tewarson (Ref. 17). One array EJ is used to store by row all the non- 
zero elements of the lower triangular part of the Jacobian. Another array IC 
of the same size contains the column numbers of the entries of EJ. Finally, a 
third array IA stores the position in EJ of the last nonzero entry in each row 
so that IA (i>- IA (i-l) is the total number of nonzero elements in the i-th 
row. A method for generating IC and IA from element data was developed in Ref. 
15. The use of the IC and IA arrays is compatible with an efficient implemen- 
tation of the ICCG algorithm and avoids any operations on zero elements of A or 
L. It is not convenient, however, for assembling the Jacobian from the indivi- 
dual element matrices. 

To expedite the generation and assembly of the Jacobian an additional 
storage system is used. The element conductivity matrices are calculated and 
stored for a unit value of the conduction coefficient. For each element matrix, 
another array IPLACE is generated which stores the destination of each entry of 
the conductivity matrices in the matrix EJ. During assembly the actual conduc- 
tion coefficient is computed based on the average temperature of the element 
and this value is used to multiply the unit matrices. The use of the IPLACE 
array together with the unit matrices reduces the assembly time for the Jaco- 
bian considerably. 

Computer Implementation 

A computer program that implements the analysis methods denoted SMITT 
(sparse Matrix Iterative Techniques for Thermal Analysis) was written for the 
IIT Prime 400 minicomputer (Ref. 15). A parallel program using conventional 
band matrix storage and Gauss-Doolittle solution was also implemented. The 
Prime 400 is a virtual memory machine and theoretically each common block or 
subroutine can have up to 640,000 32 bit words. In practice it was found that 
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beyond 64,000 words the program did not work, so that this limit controlled the 
maximum problem size. These programs were exercised on two example programs 
described in the next section. 

RESULTS AND DISCUSSION 

Shuttle Orbiter Frame 

The first test problem which was used for demonstrating the efficiency of 
the ICCG algorithm is a shuttle orbiter frame, Fig. 1, tested under transient 
heat loads by Gallegos (Ref. 18). The finite element model contains 190 grid 
points and 199 elements, including two dimensional conduction elements and one 
dimensional radiation elements. 

The properties of the aluminum structure and the insulation are functions 
of temperature (Ref. 18). The band width of the Jacobian is 39. 

The problem has been solved for 500 seconds of response time using the ICCG 
and Gauss Doolittle (GD) algorithms. Material properties were updated every 50 
seconds and the integration time step for the Crank-Nicholson method was 25 
seconds. The CPU times required for the solution are tabulated in Table 1. It 
is seen that the ICCG algorithm is about twenty percent faster than Gauss Doo- 
little. This is remarkable because the problem is only mildly sparse with more 
than twenty percent of the elements in the band being nonzero. 

Insulated Cylinder 

For the second test problem, a configuration was sought which was larger 
(in terms of number of unknown temperatures) than the shuttle frame and ex- 
hibited some of the characteristics of an insulated air frame structure. These 
considerations led to the insulated aluminum cylindrical shell depicted in Fig. 
2. The cylinder is 18.3m (720 in.) in length and 2.3 m (90 in.) in diameter. 
The aluminum is 2.5 cm (1 in.) thick and the insulation is 5.0 cm (2.0 in) thick. 
The outer surface of the insulation is heated over a region which consists of 
l/3 the length of half the circumference. The finite element model consists of 
a symmetric half of the cylinder and is composed of solid brick elements (K81 
elements in SPAR). Additionally, the outer surface of the insulation has quad- 
rilateral radiation elements (R41) which radiate to free space. The time-de- 
pendence of the heat load on the cylinder is shown in Fig. 3. In all calcula- 
tions, material properties of the metal and insulation are temperature depen- 
dent and are given in Table 2. The material properties were updated every 
fifty seconds. The number of nodes, the bandwidth of the Jacobian and the 
sparsity can be easily changed by varying the number of axial, radial and cir- 
cumferential elements. Thus the problem is suited for checking the performance 
of the ICCG algorithm vs. other algorithms for a wide range of these parameters. 

The cylinder problem was used to compare the performance of the following 
algorithms< 

(0 Band Gauss-Doolittle elimination 
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(ii) The conventional static over-relaxation (SOR) method with an over-re- 
laxation parameter of 1.4 

(iii) The fixed point iteration given by Eq. (9) with the matrix M given by 
the incomplete Cholesky, Eq. (11) 

(iv) The ICCG algorithm 

Three sizes of problems are considered, with the number of nodes being 
400,720 and 1100 respectively. For each size results are obtained by keeping 
the total number of nodes approximately fixed and varying the band width. The 
total CPU time for calculating 200 seconds of the response is shown in Figure 4 
for 400 nodes and in Figure 5 for 720 nodes (the SOR algorithm failed to con- 
verge for one point which is shown as a break in the curve). 

For the largest problem the core storage requirements for the Gauss-Doo- 
little elimination could not be met. An explicit formula for predicting the 
computation time for the Gauss-Doolittle algorithm was devised on the basis of 
the available data (see Ref. 15). This formula was used to estimate the run 
time for that algorithm for 1100 nodes. The other three algorithms were ac- 
tually run for 1100 nodes and the results are given in Figure 6. 

From Figures 4, 5, 6, it is clear that the iterative algorithms are quite 
superior to Gaussian elimination for this problem. The advantage increases with 
increasing number of nodes and increasing band width. The ICCG algorithm is 
superior to the other two iterative algorithms. This was due to an average 
number of iterations of about 2.75 compared to 5 or more for the two other al- 
gorithms. An examination of the detailed run times for each subroutine (Ref. 
15) revealed that most of the gains over the elimination algorithm were due to 
difference in the matrix decomposition. 

An additional advantage of the iterative algorithms over elimination al- 
gorithms results from the insensitivity to band-width. The analyst does not 
have to worry about the best numbering of the nodes to reduce band width. The 
sensitivity to nodal numbering is one of the major disadvantages of implicit 
techniques (when used with Gaussian elimination) compared to explicit integra- 
tion techniques. 

CONCLUDING REMARKS 

The system of ordinary differential equations generated by discretizing a 
transient heat transfer problem in structures is typically stiff. Such systems 
are most efficiently handled by implicit integration techniques which typically 
require the solution of large and sparse systems of linear algebraic equations. 
The generation and solution of these equations account for the major part of 
the computation in the solution of the differential equations. Traditionally, 
these algebraic equations are solved either by elimination techniques or by 
iterative techniques. Herein, it is suggested that a recently developed partial 
elimination algorithm can be more efficient for three dimensional problems 
where the algebraic equations are poorly banded. 
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The partial elimination algorithm - the incomplete Cholesky conjugate 
gradient (ICCG) algorithm is implemented in a finite element program for tran- 
sient heat transfer in structures. It is coupled with a sparse matrix assembly 
and storage systems. The techniques are demonstrated for a two dimensional 
space shuttle frame and an insulated cylinder modeled by three dimensional 
finite elements. The ICCG algorithm was compared to the Gauss-Doolittle elim- 
ination algorithm as well as to two iterative algorithms. For the cylinder 
problem the ICCG algorithm was shown to be greatly superior to the elimination 
algorithm and significantly better than the iterative algorithms. For the 
well banded two dimensional problem, the ICCG algorithm is still marginally 
better. The results indicate that the ICCG algorithm has a potential for large 
saving in computational resources when implemented in computer programs for 
transient heat transfer in structures. 
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Table 1. Solution Time for Shuttle Frame* 

DURATION GAUSS-DOOLITTLE 
TIME SEC. CPU SEC. 

ICCG 
CPU SEC. 

200. 52.54 42.95 

500. 128.92 106.12 

*Results obtained on a PRIME 400 minicomputer 

. 
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Table 2. Material Properties for Insulated Cylinder 

(a) Insulation: p = 160 kg/m3 (0.00582 ibm/in3) 

T C K 

OK OR 

200 360 

367 660 

478 860 

589 1060 

700 1260 

811 1460 

922 1660 

S/kg-'C Btu/lbm-OR W/W°C Btu/in-s-OR 
-- 

523 0.125 0.0381 5.1 x lo-' 

.0546 7.3 

.0711 9.5 

.0898 1.2 x 1o-6 

? I 

.112 1.5 

.142 1.9 

.180 2.4 

(b) Aluminum p = 2770 kg/m3 (0.0101 lbm/in3) 

T C K 

J/kg-V Btu/lbm-OR W/m-OC Btu/in-s-OR 

200 360 769 0.184 99.5 0.00133 

311 560 861 .206 125.0 .00167 

367 660 903 .216 138.0 .00185 

422 760 937 .224 154.8 .00207 

478 860 974 .233 171.3 .00229 

533 960 1012 .242 178.8 .00239 

589 1060 1045 .250 181.1 .00242 
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Figure l.- Finite element model of shuttle frame. 

Figure 2.- Finite element model of insulated cylinder. 
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Figure 3.- Heating load at outer surface of insulated cylinder. 

Figure 4.- Effect of Jacobian band width on total computation time 
for 400 node cylinder models. 
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Figure 5.- Effect of Jacobian band width on total computation time 
for 720 node cylinder models. 
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EVALUATION OF AN IMPROVED FINITE-ELEMENT THERMAL STRESS 
CALCULATION TECHNIQUE 

Charles 3. Camarda 
Aerospace Engineer, Langley Research Center 

Hampton, Virginia 

INTRODUCTION 

The accurate calculation of thermal stresses in complicated airframe 
structures often requires a refined finite-element grid and a corresponding 
large computational time. In looking toward combined thermal-structural 
design and optimization calculations, it is essential to avoid having to solve 
an excessively large system of equations since such calculations are performed 
many times during optimization procedures. 

A procedure for generating accurate thermal stresses with coarse 
finite-element grids was developed and described by Ojalvo (ref. 1). The 
procedure is based on the observation that for linear thermoelastic problems, 
the thermal stresses may be envisioned as being composed of two 
contributions--the first due to the strains in the structure which depend on 
the integral of the temperature distribution over the finite element and the 
second due to the local variation of the temperature in the element. Ojalvo's 
key idea was that the first contribution could be accurately predicted with a 
coarse finite-element mesh. The resulting strain distribution could then be 
combined via the constitutive relations with detailed temperatures from a 
separate thermal analysis. The result would be accurate thermal stresses from 
coarse finite-element structural models even where the temperature 
distributions have sharp variations. 

Although this intriguing idea was proposed in 1974, its use has not been 
documented in the open literature except for the original AIAA Technical 
Note. It has recently received attention by this author because of the 
current interest at Langley in rapid analysis and design-oriented analysis 
techniques. The range of applicability of the method for various classes of 
thermostructural problems such as in-plane or bending type problems and the 
effect of the nature of the temperature distribution and edge constraints was 
not fully documented. These questions are addressed in this paper. Ojalvo's 
method is used in conjunction with the SPAR finite-element program (ref. 2) 
and extensive calculations are carried out and are described. Results are 
obtained for rods, membranes, a box beam and a stiffened panel. 
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SUMMARY OF OJALVO'S METHOD 

The following is a brief summary of "Ojalvo's" method (ref. 1) for thermal 
stress calculations using a finite-element (F.E.) analysis procedure. For a 
detailed explanation of the following subject topics see references 1 and 3. 
The equations shown in figure 1 represent the system of matrix equations 
involved in a typical structural F.E. analysis. The system stiffness matrix 
[K] relates the vector of element node point displacements {S} and mechanical 
and thermal load vectors ({Pmech) and {PT) respectively) by the first 
equation. The stiffness matrix can be calculated from the strain shape 
function matrix [BJ and the constitutive relations [D] as shown. If a 
structure, idealized by finite elements, has sufficient nodal constraints so 
the stiffness matrix [K] is nonsingular, the node-point displacements {6} can 
be obtained from the first equation. These displacements are then used to 
calculate corresponding strains {E) and stresses {a}. 

As explained in reference 1, the dependence of {E upon the temperature T for 
a linear elastic analysis is through {PT} and {PT 1 is a function of the 
spatial integral of temperature throughout the element. Hence it appears {c} 
is related to integrals of T. The stresses {a}, however, are not only 
related to integrals of T through {E} but are also directly related to the 
local temperature. Thus, one can expect a greater accuracy in the numerical 
calculation of strain than stress in thermomechanical problems since some of 
the errors of approximations in T are self-cancelling in the integrals which 
determine strain. In essence one should calculate accurate strains with as 
coarse a F.E. grid as possible to approximate the thermal load vector. 
Theoretically one could then use a coarser structural F.E. grid than a 
corresponding thermal F.E. grid to obtain the same desired accuracies in each 
analysis. One could improve the coarse-grid F.E. stress results by using the 
coarse-grid structural results for {E} and coupling them with the fine-grid 
thermal results for T. This last statement and the last equation of the 
figure summarize Ojalvo's method. By comparison, in the conventional F.E. 
procedure there is no separation in the strain and stress calculation; the 
same F.E. grid is used to calculate consistent nodal thermal load, and nodal 
strains and stresses. Also, in most finite elements the temperature field in 
the element is similar to the displacement field; hence, sharp variations in 
temperature are not accounted for. 

FOR FINITE ELEMENT ANALYSIS: 

CKI {6} = {Pmec/,} + {‘T} WHERE {PT} = &T(~(x,y,z)[B]~ [D](a} dV 

[K] = &BIT ~D~:B~ dV 

{E} = [Bl@} = bl(kl-‘({P ,.,.,ech} 
{f~} = CD] ({E} - T{a}) 

+ @x, Y, z)CBIT [IDl{a} dv)} 

. (~1 IS RELATED TO INTEGRAL OF T 

l {a} IS RELATED TO THE LOCAL TEMPERATURE 

l THEREFORE {E} SHOULD BE NUMERICALLY MORE ACCURATE THAN {a} 

HENCE CALCULATE STRESS AS: {u} = [D] ( E} - Tq}) 

k COARSE-G ID FINE-GRID 
STRUCT. ANALYSIS THERMAL ANALYSIS 

Figure 1 
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SHUTTLE ORBITER VERTICAL FIN STRUCTURAL IDEALIZATION 
ANALYZED BY OJALVO 

To demonstrate the usefulness of Ojalvo's method, reference 1 presents results 
for a hot structure concept for the vertical fin of the Space Shuttle Orbiter 
(ref. 4). Temperatures were calculated by a detailed lumped parameter 
analysis and used as input to a coarse-grid F.E. structural analysis. As 
shown in .figure 2, only a section of the fin main structural box between ribs 
9 and 10 was idealized by finite elements using rod, membrane and shear 
elements. Rene' 41 was as the structural material at locations where the 
temperature exceeded 923K (12OOOF) and Inconel 718 was used for locations 
below that temperature. The spars were corrugated to partially alleviate 
excessive thermal stresses. 

LEADING EDGE 
(CARBON-CARBU 

CORRUCATtD 
LEADING SPAR 

SECTION A-A 

STRUCTURAL IDEALIZATION OF FIN 
BETWEEN RIBS 9 AND 10 

PRELlMltiARY HOT-STRUCTURE FIN DESIGN 

Figure 2 
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RESULTS OF OJALVO'S METHOD FOR THE SHUTTLE ORBITER VERTICAL FIN 

A chordwise temperature distribution from a detailed lumped-parameter 
transient thermal analysis is shown as a solid curve in the upper left-hand 
part of figure 3. The massive spars and spar caps act as heat sinks causing 
sharp temperature drops in their vicinity during transient heating. The 
dashed lines are the integrated average values of temperature which were used 
as input for the cover panels in the structural F.E. model. Since the fin is 
long and slender and since the section analyzed is far enough away from the 
ends beam theory may be used. If z is the coordinate direction through the 
depth of the beam (along the chord in this example), and assuming T = T(z) and 
beam symmetry in two directions, the following equation can be used to 
predict strains (ref. 1): 

JEaTdA z!EaTzdA 

'=+ET+* 
A A 

Because of the above relationship, the sharp drops in temperature near the 
spars have little effect on the strains. Hence, as shown in figure 3, the 
strain distribution in the covers predicted by coarse-grid F.E. is linear and 
very close to the predicted beam theory solution regardless of the nature of 
the temperature distribution. Thus a coarse grid is sufficient to obtain 
accurate strains for a thermal stress problem which would require a fine grid 
to predict the temperature distribution. Also, mesh refinement of the 
structural grid may not be necessary for performing quasi-static 
thermal/structural analysis. 

A comparison of stress distributions using beam theory, conventional F.E., and 
Ojalvo's method is shown in figure 3 at the right. The conventional F.E. 
procedure, using constant-strain constant-temperature quadrilateral membrane 
elements and integrated average temperature values miss large peak stresses in 
the covers. However, stress results using the strains from the coarse-grid 
structural F.E. analysis and the existing detailed temperature distribution 
(Ojalvo's method) agree closely with beam theory results. Ojalvo's method 
works well for this problem because the strain distribution is linear'and the 
thermal load vector can be closely approximated by a coarse grid (4 elements). 

I- FRONT SPAR MID SPAR 
1 

AFT SPAR 

mr 
1 

(DkTANCE FROM FRONT SdR,TOTAL CHORD LEN&h; 

80 +03 600r -BtAM THtORY 

0 .5 1.0 
(DISTANCE FROM FRONT SPAR/TOTAL CHORD LCNCTHI 

Figure 3 
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QUALIFICATION OF DJALVO'S,METHOD 

With regard to earlier statements in reference 1, it is true that the node 
point displacements {a) are directly related to the spatial integral of the 
temperature distribution as shown by the first equation in figure 4. However, 
the strains are directly rel'ated to the strain shape function matrix [8] which 
relates strains to node point displacements (6). As shown in the figure [B] 
is related to the strain operator matrix [L] which performs the operation of 
differentiation and the shape function matrix [N] which relates the 
displacement vector (u} to the vector of node point displacements {S}. The 
[B] matrix operates on the (6) and transforms it into {c); embedded in this 
operation is the differentiation of the shape function matrix [N]. The 
direction of differentiation (implied in [L]) is dependent upon the type of 
element. Hence, depending on the arguments of integration in {PT} and the 
direction of differentiation in [L] the strains may be directly related to the 
local temperatures and not their integrals as stated in reference 1. 

As stated in reference 5, deflections caused by heating were "acceptable" but 
"special attention" was necessary for the "interpolation of the stresses which 
could deviate( considerably from the true stress state." Here, reference 5 
indicates that deflections were less sensitive to temperature distributions 
than their corresponding stresses, as stated in reference 1; however, no 
mention is made of the sensitivity of strains to temperature distributions. 
It appears that for bending problems, beams, or plates, there is a direct 
relationship between E and integrals of T. The reason for this 
relationship is that for beam-type problems the argument of integration for 
{PT) is through the depth of the beam while the desired stresses are in the 
longitudinal direction. This means the direction of differentiation implied 
by [B] is along the length and hence does not affect the integration. The 
direction of differentiation for membrane-type problems, however, is the same 
as the arguments of integration in {PT) and hence the strain variation 
should be similar to the temperature variation. This reasoning suggests that 
while there appears to be an advantage in using Ojalvo's method for bending 
problems, it does not appear to be appropriate for membrane or plane-stress 
oroblems. 

{6\ q Kl-’ (fPrnech\ +lT(x,y, Z)CBlTCD3 (aldv) 

(~1 = [Bl{dt = [LlCNl@d 

WHERE FOR EXAMPLE 

CL1 q STRAIN OPERATOR (DIFFERENTIATION) 
MATRIX 

CNI bi = {u] ; N = SHAPE FUNCTION MATRIX 

HENCE CBI PERFORMS DIFFERENTIATION 

0 BENDING PROBLEM {E\ - JTdv 

l MEMBRANE OR PLANE STRESS PROBLEM (El - T 

Figure 4 
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COMPARISON OF STRESS CALCULATION METHOOS FOR CLAMPED ROD PROBLEM 

To qualify the usefulness of Ojalvo's method, analytical and numerical results 
for several classes of thermostructural problems are presented beginning with 
the simplest one-dimensional example, a rod. As shown in figure 5, an 
aluminum rod of length R is clamped at both ends and subjected to a 
sinusoidal temperature variation along its length; the governing equations are 
as follows: 

(1) $-a: =o 
X 

u(0) = U(R) = 0 

Integrating and substituting T = To sin F 

(2) u(x) = - 
a Toa TfX 

cos - - 2aTox + aTOk 

'II 11 71 71 

and 

(3) EXW 
ITX = aTOsin - - 2aTo = aT - 2aTo 

R 'II II 

0 = -2EaTo/m 

From eq. (3) and figure 5 the strain distribution is directly related to the 
local temperature T rather than the integral of T. Thus, to obtain 
accurate results for strains and stresses one would need as fine a structural 
F.E. grid as the thermal F.E. grid. Analytical results for stress from eq. 4 
give (J = -179.8 MPa (-26.07 ksi); conventional F.E. results using SPAR for 2, 
4, 8, and 16 elements per length converge from -141.18 MPa (-20.475 ksi) for 
the 2-element grid to -184.38 MPa (-26.741 ksi) for the 16-element grid. A 
comparison of analytical, conventional F.E., and Ojalvo's method for stresses 
is shown in figure 5 at the right. Ojalvo's method was employed using strain 
results from two different F.E. model, the 4-element and the 8-element 
models. From the figure note that conventional F.E. results (dashed line) are 
comparable to results using Ojalvo's method (shown by symbols). In some 
instances Ojalvo's method is more accurate than conventional results and in 
some instances (where the coarse strains are not close to exact values) 
Ojalvo's method is less accurate. For other boundary conditions similar 
results were obtained; the strains varied as the local temperature and no 
benefit was realized using Ojalvo's method. 
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COMPARISON OF STRESS CALCULATION 
FOR CLAMPED ROD PROBLEM 

Y 

1’ 
-CLAMPED ROD l-+X -EXACT 

SPAR F.E. 

.* r -----16 ELtMENTS 
--- 8 
--_- 4 

-.3 1 I I 
n .5 1.0 

xl1 

T = To sin f; 

METHODS 

To = 422K (3OO"Fl 
h 

ELEMENTS 
ELEMENTS 

dksil 
-20 

-10 

E = 72.4 GPa (10.5 X 1O'psi) 

a = 23.4 x lo6 per K 113 X lOOper "I? 

-EXACT 
----SPAR F.E. 

-o. OJALVO'S METHOD (4ELEMENTSl 
+ OJALVO'S MflHOD @ELEMENTS) 

(MPal 
-150 

Figure 5 

121 



THIN FREE MEMBRANE SUBJECT TO A PARABOLIC 
TEMPERATURE DISTRIBUTION 

The problem shown in figure 6 is that of a thin rectangular titanium plate of 
uniform thickness, free to expand, in which the temperaure is an even function 
of y: 

T = T,(l - y2/c2) 

From reference 6 

ux = & ,z, aTEdy - aTE and d = 0 

From the thermoelastic constitutive relations and the above equations 

uX 
= E [cX + vcY - (1 t v)aT] = & jz,aTEdy - aTE 

1-d 

aY 
= E [E, t V,E~ - (1 t v)aT] = 0 

1-d 

solving for ~~ and ~~ gives 

EX = 
2aTo = Constant 
3- 

~~ = (l+v)aT - $aTo 

From the above equations the strain in the x-direction is a constant, but the 
strain in the y-direction is directly related to the local temperature T. 
Hence for accurate results for ax accurate values of Ex, Ey, and T 
are needed; since the cy varies as the local temperature in the 
y-direction as fine a discretization as that used in the thermal analysis is 
needed. If accurate or converged values of ~~ are not used, Ojalvo's 
method will produce less accurate results for stresses as seen in the previous 
problem. Hence if the linear strain distribution results of the 8 x 1 grid 
(triangular symbol) are used with the fine or exact temperature distribution 
(Ojalvo's method) the results for stresses are not as accurate as the 
conventional F.E. method in regions where strains are not converged as shown 
in the right side of the figure. Also, conventional F.E. results for the 8 x 
2 grid are close to the exact solution; therefore if Ojalvo's method is used 
with this grid, it will give little improvement. 
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THIN FREE MEMBRANE SUBJECT TO A PARABOLIC 
TEMPERATURE DISTRIBUTION (REF. 6) 

T = T-(1-y*/c*) 
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CANTILEVERED TITANIUM BOX BEAM WITH 
TEMPERATURE VARYING THROUGH THE DEPTH 

A titanium box-beam was idealized as a built-up structure consisting of 
rod and membrane elements. The fine-grid F.E. model consists of 1555 nodes, 
1512 membrane elements and 216 rod elements representing one-half of the 
entire box beam. The load applied to the structure is the temperature which 
varies in the y-direction only as shown in figure 7. This temperature 
distribution (solid curve) is a least-squares fit of a fifth-degree polynomial 
curve to the temperature distribution of reference 1. The dashed lines 
represent integrated average values of temperature which were used in an 
approximate beam theory solution to compare with F.E. results from several 
different models. 
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COMPARISON OF OJALVO'S METHOD WITH CONVENTIONAL F.E. 
FOR A CANTILEVERED BOX BEAM 

The box beam is cantilevered as shown in figure 8. Finite-element results for 
strain in the membranes at Z = 0 at various stations along the X-axis using 
the fine grid (48 x 12 grid) are shown as the dashed curves. Beam theory 
results are shown as a solid line, and results of the coarSer grids are shown 
by the symbols. Far from the ends of the beam, plane sections remain plane; 
the strains are very nearly linear and results are close to'predicted beam 
theory results. At the free end (x/a = l.O), however, the strain distribution 
is similar to the temperature distribution; this is necessary to insure the 
stress-free end condition. 

Nondimensionalized stress results at the center of the beam (x/a = 0.5) are 
shown in figure 8 at the right. Notice that results from the coarse 
structural grid (diamond symbol and dashed line) miss critical (peak) stresses 
located within the element predicted by beam theory (solid curve) and the 
fine-grid F.E. results (circular symbol). The use of Ojalvo's method, shown 
by the single-dashed curve, gives a good representation of the actual stress 
distribution consistent with results of reference 1. 
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COMPARISON OF OJALVO'S METHOD WITH CONVENTIONAL F.E. 
FOR A CANTILEVERED BOX-BEAM (FREE END) 

A comparison of the exact solution (ux -0) with conventional F.E. and 
Ojalvo's method for the free edge of the beam (x/!&=1.0) is shown in figure 9. 
Since the strain distribution, at x/a=l.O is similar to the temperature 
distribution, it is not surprising that the coarse-grid F.E. results 
for E: are inaccurate. For this particular case the results from Ojalvo's 
method are worse than the results using the Conventional F.E. with a coarse 
grid. 
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TEMPERATURE DISTRIBUTION IN SKIN AND STIFFENER OF A 
HEATED STIFFENED PANEL 

Another application for which Ojalvo's method might be useful, other than for 
wing and fin-type structures , would be in the stiffeners of a heated stiffened 
panel (ref. 7). As indicated in reference 8, stresses in stiffeners can be 
critical during transient heating. Shown in figure 10 are temperature 
distributions in the skin and stiffener of a stiffened panel subjected to a 
hypersonic heating simulation (ref. 7). The specimen was cooled prior to 
heating to simulate a cold soak condition which explains the sub-ambient 
temperatures over a portion of the stinger. These temperatures were used as 
input for a F.E. structural analysis. 
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FINITE-ELEMENT IDEALIZATIONS OF A SQUARE STIFFENED TITANIUM PANEL 

One-quarter of a stringer-stiffened panel was idealized by two different F.E. 
grids (fig. 11). The fine-grid model has ten membrane elements through the 
stringer depth and the coarse-grid model has one membrane element through the 
depth. Rod elements were used to represent the upper and lower flanges of the 
stiffener. Symmetry boundary conditions were imposed along the x- and y- akes 
and the point x=y=z=O was fully constrained.' 

RODS A = 3.2cm 2 (0.5 in. 
2 
) 

t = 0.5cm (0.2 in. 

t = 0.5cm (0.2 in.) 

COARSE GRID FINE GRID 

Figure 11 

128 



COMPARISON OF OJALVO'S METHOD WITH CONVENTIONAL F.E. 
FOR A STIFFENED PANEL 

A comparison of strains of the'fine- and coarse-grid models indicates that the 
coarse grid is sufficient in obtaining a good approximation to the linear 
strain distribution. The coarse-grid results for stresses (solid symbol and 
dashed curve) badly miss the peak stresses which occur in the center of the 
element as shown in figure 12 by the solid line. However, when the coarse 
grid strains are coupled with the detailed temperatures (Ojalvo's method) a 
good representation of the actual stress distribution (the square symbols) is 
obtained. This indicates that stiffeners in a heated panel are appropriate 
applications of Ojalvo's method in thermal/structural analysis and design. 
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CONCLUDING REMARKS 

The usefulness of a thermal/structural analysis technique for improving 
thermal stress calculations termed Ojalvo's method was investigated by 
numerical examples of several classes of thermostructural problems (fig. 13). 
The problems investigated include a rod, a thin membrane, a box beam, and a 
stiffened panel. The basis of Ojalvo's method is an observation that "strains 
in heated structures idealized by conventional components are generally less 
sensitive to spatially distributed temperature variations than are their 
corresponding stresses." Results of most bending-type problems indicate that 
Ojalvo's method is useful since the strains are related to the integrals of 
temperature and hence are less sensitive to local temperature variations. 
This means that for those problems where Ojalvo's method is appropriate the 
structural F.E. idealization may be coarser than the thermal idealization and 
also that the same coarse structural representation can be used for many 
different time slices in a quasi-static thermostructural analysis. For plane 
stress or membrane type problems the strain distributions are similar to the 
temperature distribution and a finite-element grid fine enough to calculate 
accurate temperatures would be necessary to calculate accurate stresses. This 
negates the usefulness of Ojalvo's method for this class of problems. Several 
useful areas for application of Ojalvo's method include built-up structures 
which can be idealized as bending elements (beams or plates) and stiffeners in 
a stiffened panel. 

. EVALUATE OJALVO'S METHOD FOR THERMAL STRESS ANALYSIS 

. KEY FEATURE - STRAINS ARE LESS SENSITIVE TO TEMPERATURE VARIATIONS 
THAN STRESSES 

. PROBLEMS ANALYZED 

l ROD 

l MEMBRANE 

l BOX BEAM 

l STIFFENED PANEL 

0 FOR MEMBRANE AND PLANE STRESS PROBLEMS STRAINS ARE RELATED TO 
LOCAL TEMPERATURES AND OJALVO'S METHOD IS GENERALLY NOT USEFUL 

l FOR BENDING PROBLEMS STRAINS ARE RELATED TO THE INTEGRALS OF 
TEMPERATURE AND OJALVO'S METHOD IS BENEFICIAL 

Figure 13 
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STATUS REPORT ON DEVELOPMENT OF A REDUCED BASIS TECHNIQUE FOR 
TRANSIENT THERMAL ANALYSIS 

Charles P. Shore 
Langley Research Center 

Hampton, Virginia 

INTRODUCTION 

For some time researchers in structural analysis have recognized that the 
large number of degrees of freedom required in the solution of structural 
problems has often been the result of geometry and structural arrangement 
rather than complexity of the response behavior. This fact has led to 
considerable research into methods to reduce the degrees of freedom in 
structural problems and hence computer resources and costs. These methods 
have become known as reduction methods and are thoroughly reviewed in 
reference 1. One technique to reduce the degrees of freedom in static and 
dynamic problems is the reduced basis method which combines the classical 
Rayleigh-Ritz approximation with contemporary finite-element methods to retain 
modeling versatility as the degrees of freedom are reduced. The present paper 
reviews the reduced basis method and its applications to a nonlinear dynamic 
response problem presented in reference 1 and then summarizes the status of a 
research effort to apply the method to nonlinear transient thermal response 
problems. 
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SUMMARY OF METHOD FOR 
NONLINEAR DYNAMIC RESPONSE PROBLEMS 

The equation of motion for a nonlinear dynamic response problem 
neglecting damping is shown at the top of figure 1. In the 
equation [M] represents the mass matrix, {X) is a vector of nodal 
accelerations and {Q) and {F) are the applied loads and internal nodal 
forces,.respectively. The total number of degrees of freedom in the problem 
is denoted by m. The internal nodal forces are comprised of a linear portion 
and a vector of nonlinear displacement dependent terms as indicated by the 
expression for {F). The essence of the reduction method is to use a few 
known modes or global basis vectors to represent the displacements in the 
structure. Thus, {X) is replaced by the expression [r]{\y) where [r] is, a 
matrix whose columns are the known structural mode shapes and {Y) is a 
vector of modal participation coefficients which become the new unknowns in 
the problem. For practical application to dynamic response problems, [r] is 
composed of only the first few vibration modes; thus, n is much smaller 
than m. To reduce the equations, the expression for {X} is substituted 
into the equation of motion and both sides of the equation premultiplied by 
the transpose of [r]. 

EQUATIONOFMOTION: [MI(?) = (Q) - {F) 
m,m m 

MASSMATRIX 1 

NODALACCEL 

1 [ k;;;lN;;;;;;LFORCES 

WHERE: (F) = [K](X) + (G(X)) 

REPLACE {X) WITHREDUCED REPRESENTATION: {Xi = Cl-1 (#I; n<<m 
m m,n n 

BASIS VECTORS (LOWESTVIBRATIONMODES) d 

Figure 1 
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REDUCED EQUATIONS FOR NONLINEAR DYNAMIC RESPONSE PROBLEMS 

The reduced equation of motion, expressed in terms of the unknown modal 
participation coefficients, is shown at the top of figure 2. In this 
equation n represents the number of basis vectors in [r] and hence the 
number of unknowns in the reduced problem. The barred quantitites represent 
the reduced matrices or vectors and are obtained by the indicated matrix 
multiplications. As shown at the bottom of the figure, the solution process 
consists of solving eigenvalue problems to obtain the basis vectors, using the 
basis vectors to reduce the equations and then integrating the reduced 
equations to obtain the modal participation coefficients and thus, the dynamic 
response of the structure. This technique was applied to a shallow spherical 
cap subjected to a step load in reference 1 as described in the next two 
figures. 

REDUCED EQUATIONOF MOTION: [iii1 ($1 = {vi - (71 
n,n n n n 

- 

WHERE: [Ml = u-3' [MI cri 
n, n n,m m,m m,n 

lQ\ = mT iQl 
n n,m m 

n n,n n n, m m 

CKI = [riT c~i [i-i 
n, n n,m m,m m,n 

SOLUTION PROCESS1 .SOLVEElGENVALUE PROBLEM FOR BASIS VECTORS 

*REDUCE EQUATIONS 

@INTEGRATEREDUCED EQUATIONS TOOBTAIN 
DYNAMICRESPONSE 

Figure 2 
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SELECTION OF BASIS VECTORS 

As indicated in figure 3, a combination of two sets of basis vectors were 
considered for step loaded dynamic response problems in reference 1. The 
first consisted of a few eigenvectors from the solution of a linear eigenvalue 
problem based on initial conditions. The second set was comprised of a few 
vectors from the linear problem and a few from the solution of a steady-state 
(static) nonlinear eigenvalue problem where the structural stiffness matrix 
has been modified to contain the nonlinear stiffness terms associated with the 
steady-state nonlinear deflections. 

CASE OF STEP LOADING 

PW 

BAS I S VECTORS CONS I ST OF: 

0 FEW EIGENVECTORS OF LINEAR PROBLEM 
I 

IKI (Xl = hlM1 (Xl TIME t - 

. FEW EIGENVECTORS OF STEADY-STATE (STATIC) NONLINEAR PROBLEM 

Figure 3 
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CLAMPED SHALLOW SPHERICAL CAP 

The problem shown in figure 4 consists of a clamped spherical cap 
subjected to a point load of 177.93 Newtons at the apex applied as a step 
function in time. The shell is axially symmetric and the meridian was modeled 
by 10 shear-flexible curved elements with quintic interpolation functions for 
each of the displacement and rotation components (for a total of 148 nonzero 
displacement degrees of freedom). Nondimensional motion histories for the 
shell apex from the full system equations (148 degrees of freedom) and two 
sets of reduced equations (10 initial modes and 5 initial +,5 steady-state 
modes) are shown on the right of figure 4. The 10 initial or linear modes 
track the full system solution for a short time but fail to duplicate the full 
response of the shell. The combined linear and steady-state nonlinear modes, 
however, do a very good job of duplicating the response except for a slight 
shift in phase after about 200 microseconds. This good agreement has led to 
consideration of the modal reduced basis technique for nonlinear transient 
thermal analysis as outlined in figure 5. 

h = 4.003 x 10m4rn; 

f = 2.182 x 10-j m 

u o = 10.90 

W 

+ 

- FULL SYSTEM 
----- 10 INITIAL 

MODES MODAL . . . . . . . . . . . . . 5 1 N IT IAL 
5 STEADY- 
STATE MODES I 

MflHOD 

1.65 

BASISVECTORSWERE NOT UPDATED. 0 loo *al 300 400 500 
TIME (MICROSECONDS) 

Figure 4 
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APPLICATION TO NONLINEAR TRANSIENT THERMAL ANALYSIS 

Matrix equations describing heat transfer in a heated structure are shown 
at the top of figure 5. In the equations [K] is the conductance matrix, 
{T) the nodal temperatures, [C) the capacitance matrix, {t) the time rate 
of change in the nodal temperatures and (Q) the applied heat load. The 
total number of degrees of freedom is denoted by m. To reduce the 
equations, {T) is replaced by a modal representation where [r] contains 
vectors of thermal mode shapes and {Y 
pation coefficients. The vectors in i 

is a vector of unknown modal partici- 
r] may be obtained from solution of 

two thermal eigenvalue problems associated with the full system of equations. 
When {T) is replaced with the modal representation in the heat transfer 
equation and both sides of the equation multiplied by the transpose of [r], a 
set of reduced equations in terms of the unknown modal participation coeffi- 
cients is obtained. The barred quantities represent the reduced matrices and 
vectors obtained by the indicated matrix multiplications. Similar to the 
dynamic response problem, it is assumed that local temperatures can be 
represented by a few global modes or basis vectors so that n will be much 
smaller than m. 

HEATTRANSFER EQUATIONS: ;K;{;l + 

CONDUCTANCEMATRIX 

NODALTEMPERATURES j.l 

REPLACE (T) WITH (T) = [r] 11)) 
m m,n n 

-BASISVECTORS FROMSOLUTIONOF 

WHERE: CKI = rriT [Ki [i-i 
n, n n,m m,m m,n 

El = rriT [Cl Cri 
n, n n,m m,m m,n 

I$\ = ,y-iT (Ql 
, m 

AND: n<< m 

Figure 5 
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IMPLEMENTATION OF REDUCED BASIS TECHNIQUE 

Implementation of the reduced basis technique for thermal problems is 
outlined on figure 6. The SPAR Finite Element Thermal Analyzer (ref. 2) was 
used to generate full system conductance and capacitance matrices and heat' 
load vectors and save them for use in auxiliary computer programs. An 
existing eigenvalue extraction routine was used to solve the thermal 
eigenvalue problems to ,obtain thermal mode shapes used as basis vectors. 
These basis vectors were then used in a pilot computer program to reduce the 
full system equations and integrate them using the Crank-Nicholson algorithm 
to obtain the unknown modal participation coefficient (Y) and thus the 
thermal response. This process was evaluated by applying it to the sample 
problem described in figure 7. 

l OBTAIN FULL SYSTEM MATRICES WITH SPARTHERMALANALYZER 

l SOLVE EIGENVALUE PROBLEMSTOOBTAIN BASIS VECTORS 

l USETESTCODETO REDUCEEQUATIONS 

l USEA CRANK-NICHOLSONALGORITHMTO INTEGRATEREDUCED 
EQUATIONS 

Figure 6 
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SAMPLE THERMAL PROBLEM 

The problem shown in figure 7 represents a 147.32 cm segment of the lower 
surface of the Space Shuttle wing and consists of a 0.39 cm thick aluminum 
skin covered by a 3.81 cm thick layer of Reusable Surface Insulation (RSI). 
The combined structure was modeled with two-dimensional finite elements as 
shown on the left of figure 7. The RTV adhesive-Strain Isolator Pad 
(SIP)-RTV adhesive bonding mechanism used to attach the RSI to the aluminum 
was also included in the model. The grid shown has 84 node points and hence 
84 degrees of freedom since the elements used to model the structure have only 
temperature as the nodal degrees of freedom. The edges and aluminum structure 
were assumed to be adiabatic and the surface was heated by the heat pulse 
shown on the right of figure 7. The heat pulse is reasonably representative 
of Shuttle reentry and is sufficient to produce surface temperatures where 
radiation becomes appreciable and, thus, causes the heat transfer equations to 
become highly nonlinear. Thermal properties of the RSI are also nonlinear as 
indicated in figure 8. 

REUSABLE SURFACE INSULATION (RSI) 

1.8 in. 

QIN 

I! SIP ALUMINUM 
RTVl 

STRUCTURE 

500 1000 1500 2000 
TIME, set 

HEAT-PULSE 
TWO-DIMENSIONAL 

FINITE ELEMENT MODEL 
(NOTTO SCALE) 

Figure 7 
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RSI THERMAL PROPERTIES 

Specific heat and conductivity for the RSI are shown as functions of 
temperature in figure 8. The specific heat varies with temperature and 
because the RSI is very porous, the conductivity varies with pressure as well 
as temperature. The version of the SPAR Thermal Analyzer used in this 
investigation accomodates only temperature and time dependent properties. 
Consequently, the pressure dependency was converted to a time dependency by 
utilizing the known pressure history for a typical Shuttle reentry 
trajectory. Thus, the nonlinear material properties of the RSI also 
contribute to the overall nonlinearity of the problem. 
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TEMPERATURE PROFILES FOR SAMPLE PROBLEM 

A series of temperature distributions through the depth of the sample 
problem from a full SPAR analysis are shown in figure 9 for several discrete 
times during the heat pulse. These distributions indicate the type of 
behavior the basis vectors must approximate to be useful. Initially the 
entire structure is at a constant temperature of 311 K. As heating is 
applied, the RSI surface experiences a rapid temperature rise which gradually 
diffuses through the RSI and SIP to the aluminum skin. After peak heating 
occurs, the surface begins to cool while the interior of the RSI and the 
aluminum skin continue to experience a temperature increase. To be useful, 
the basis vectors used to reduce the degrees of freedom must characterize this 
nonlinear response, give accurate solutions and be easily and inexpensively 
generated. The approach used to generate basis vectors for this problem is 
shown in figure 10. 

2500 r 

T, 

0 
RSI ISIP 

ALUMINUM 

Figure 9 
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GENERATION OF BASIS VECTORS 

Since the use of eigenvectors from the structural eigenvalue problem 
proved to be a useful set of basis vectors in the dynamic response problem, a 
similar approach was taken to generate basis vectors for the thermal response 
problem. In general, the thermal eigenvalue problem indicated in figure 10 
would be solved for two temperature states of the system. The first state 
corresponds to the initial temperature condition and the second state 
corresponds to a temperature distribution from a "pseudo" steady-state problem 
for time averaged thermal properties and heating where the aluminum 
temperature was held constant at some selected value. A few thermal mode 
shapes from the first eigenvalue problem and a few from the second eigenvalue 
problem (which include the nonlinear temperature effects) would be combined to 
form a set of basis vectors. Additionally, for reasons which are explained 
subsequently, the reciprocal of the first vector from the two eigenvalue 
problems and a constant vector might also be included as basis vectors. 
Thermal mode shapes from the eigenvalue problem based on initial conditions 
are shown in figure 11. 

l SOLVETHEEIGENVALUE PROBLEM: [Kl{T\ = AL-Cl(TI 
m,m m m,m m 

. USETHETHERMALMODE SHAPES AS BASIS VECTORS 

(1) FIVE VECTORS FROM PROBLEM INITIAL CONDITIONS 

(2) FIVEVECTORS FROM PSEUDO STEADY STATE SOLUTION 

(3) RECIPROCAL OF FIRSTVECTOR FROM (1) AND (2) 

Figure 10 
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THERMAL MODE SHAPES (BASIS VECTORS) 

Normalized thermal mode shapes from the linear eigenvalue problem (in 
which matrices were evaluated at an initial temperature of 311 K) are shown in 
figure 11. Although numbered sequentially, these modes do not, in fact, 
represent the first five modes from the two-dimensional eigenvalue problem 
associated with the finite element model shown in figure 7. Because of the 
two-dimensional nature of the eigenvalue problem, most of the lower modes 
involve multiple waves in the lateral direction. A total of 84 eigenvalues 
were extracted and the five modes shown have only a single wave in the lateral 
direction with multiple waves through the depth of the structure. As a first 
attempt to approximate the temperature distributions shown in figure 9, twelve 
modes from the eigenvalue problem for the initial temperature condition were 
selected as basis vectors. Additionally, to enhance the representation of the 
diffusion character of the temperature distributions up to 600 set (see fig. 
9), the reciprocal of the first mode shape was also used as a basis vector. 
Finally, to accommodate a uniform temperature change, a constant vector was 
included for a total of 14 basis vectors. Temperatures from the reduced basis 
method are compared with temperatures from full SPAR analysis in figure 12. 
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COMPARISON OF REDUCED BASIS AND FULL SYSTEM RESULTS 

Temperature histories for the sample problem are shown for the RSI 
surface, RSI mid-point, and the aluminum structure in figure 12. The solid 
curves represent results from the full system of equations obtained with the 
SPAR Thermal Analyzer and the solid symbols are the reduced basis results 
based on the 14 modes discussed in figure 11. The results from the reduced 
basis method agree very well with those from the full SPAR analysis. However, 
it should be noted that the uniform heating and symmetry of the sample problem 
result in a one-dimensional problem in which a 14 degree of freedom model 
( i.e., a single vertical slice through the model in figure 7) would be 
sufficient for the problem. Thus, use of 14 basis vectors would be expected 
to give excellent results. 
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SUMMARY 

The effort described in the current paper is directed toward applying the 
reduced basis method to nonlinear transient thermal analysis. Quite obviously 
the success of the method depends on the choice of basis vectors used to 
reduce the system of equations. Initial efforts used a set of 14 basis 
vectors consisting of modes from a thermal eigenvalue problem where the 
matrices were evaluated at the initial temperatures. This set of basis 
vectors gave excellent results for a one-dimensional 14 degrees of freedom 
thermal problem. Future work will focus on use of additional or alternate 
basis vectors including modes from the previously described eigenvalue 
problems, time derivatives of such eigenvectors, and possibly one-dimensional 
eigenvectors (analogous to the use of beam vibration modes in plate vibration 
problems). The type and number of basis vectors needed for approximate 
solutions to more complex problems beginning with two-dimensional nonsymmetric 
transient thermal problems will be studied. 
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APPLICATIONS OF PERTURBATION TECHNIQUES TO HEAT-TRANSFER PROBLEM 

Osama A. Kandil 
Department of Mechanical Engineering and Mechanics 

Old Dominion University, Norfolk, Va. 23508 

Sumnary 

Two perturbation techniques are applied to two singular perturbation prob- 
lems in heat transfer to obtain uniformly valid solutions which can serve as 
benchmarks for the numerical techniques: finite-difference and finite-element 
techniques. In the first problem, the method of strained parameters coupled 
with the application of a solvability condition is used to obtain a uniform 
solution for the problem of unsteady heat conduction in a long nearly circular 
cylinder. In the second problem, the method of matched asymptotic expansion 
coupled with Van Dyke's matching principle is used to obtain a uniform solution 
for the problem of one dimensional conduction-convection heat transfer of a 
uniform fluid flow. 

I. Introduction 

The main purpose of this paper is to demonstrate the capabilities of the 
perturbation techniques in developing approximate closed-form solutions for 
heat transfer problems involving difficulties which preclude their solutions 
exactly or require resorting to computational techniques such as finite- 
difference, finite-element, and panel techniques. These difficulties may be 
due to nonlinear governing equations, equations with variable coefficients, 
nonlinear boundaries, and existance of boundary layers near portions of the 
boundaries. 

Although computational techniques in the areas of fluid dynamics, heat 
transfer, and structures are rapidly advancing and are capable of developing 
excellent solutions for realistic problems, one always needs bench-mark 
solutions, if experimental data are not available, to check the developed com- 
puter code or to check the accuracy o.f the computed results. In this regard, 
a closed form perturbation solution for a simplified problem which retains the 
same difficulties (weakly nonlinear equations and boundary conditions and 
weakly irregular boundaries) can best serve this purpose. 

%ong the perturbation techniques, the strai$tforward expansion in terns 
of a parameter in the problem leads to satisfactory results if one is dealin? 
with a regular perturbation problem or if its region of nonuniformity is 
avoided (ref. 1 and 2). However, for singular perturbation problems, the 
straightforward expansions yield nonuniform solutions and one has to use 
other perturbation techniques to obtain uniform solutions (ref. 3-6). Ir?fini t.6 
domains in a problem,a small parameter multiplying the highest derivative of the 
governing equation, type change of a partial differential equation, and 
existence of singularities are some 07 the sources of nonuniforaities of 
straightforward solutions. 
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In this paper, two applications in the area of heat transfer are con- 
sidered and closed-form uniform perturbation solutions are developed. In the 
first application, the problem of unsteady heat conduction in a long 
nearly circular cylinder is considered and a straightforward solution is 
shown to breakdown. The method of strained parameters coupled with the 
application of a solvability condition is used to develop a unfform 
solution. 

Similar problems in the areas of duct acoustics (ref. 7) and vibrations 
(ref. 3) were considered where the methods of multiple scales andths method 
of strained parameters were used, respectively. 

In the second application, the problem of one dimensional conduction-con- 
vection heat transfer of a uniform fluid flow in a single channel is considered. 
For small ratios of conduction to convection heat transfer, the problem 
is shown to possess a thermal boundary 1a:Ier where large temperature gra- 
dients exist. The method of matched asymptotic expansion coupled with Van 
Dyke's matching principle is used to develop a uniform solution. This problem 
was considered in reference 8 for single and merging flows by using the finite- 
element technique. Steady two-dSmenslona7 problems with different locations 
of the boundary layer can be found in reference 6. 
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L.L---~~-~~~ Unsteady-Heat Conduction in a Long Nearly Circular Cylinder --___---_ 

We consider the two-dimensional unsteady heat conduction in a long cylin- 
der whose cross sectional area is nearly circular. Initially, the cylinder is 
at temperature g(r*,@) and at any later time the surface is kept at zero tem- 
perature. The radius of the cylinder is expressed as 

27T 

c = R + a f(a) where / fC$) d 4 = 0 and a << R (1) 
0 

Dimensionless quantities are introduced by using the mean radius of the cylin- 
der R, the characteristic temperature Tc, and the time R2/o (a is the thermal 

diffusivity) as reference quantities. The dimensionless form of the problem 
is given by 

-4 

8 

l- l- 
rr + F 'r + i2 ec$f$ = ; t (2) 

e(r,At) = 0 
2lT 

on r = 1 + 0 E f($) and / f($) d$ = 0 (3) 
0 

&A 0) = gh#J (4) 

The parameter E is a small quantity characterizing the small deviation of the 
crosssectional area from the circular shape. 
rated by assuming a solution of the form 

The temporal variation is sepa- 

G(r,$,t> = e(r,@) e-B2t 

Substituting equation (5) into equations (2) and (3), we obtain 

8 rr +he r + > e@$ + B2e = 0 

(5) 

(6) 

eb,,o) = 0 on r 
0 

= 7 + E f(G) (7) 

Equation (6) is the Helmholtz equation. Although equation (6) is linear, the 
problem is not separable because the boundary condition, in the present form, 
is not separable. Since E is a small parameter, one can expand e(r,@;E) in 
the form of a power series in terms of E as follows 

ehkd = 8, (r,$) + E 8, (r,$) + ----- (8) 
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In equation (8), only two terms are considered and hence a first-order solu- 
tion is intended. Since E appears in the argument ofe, equation (7), one 
needs to extract E from this argument so that the process of equating coeffi- 
cients of like powers of E can correctly be accomplished. Therefore, the 
boundary condition of equation (17) is expanded around r = 7 using a Taylor- 
series expansion. This process is well known as the "transfer of the boun- 
dary condition." Thus, we get 

e(r,4) = e(7,G) + E f(+) e,(i,~) + ---- = 0 (9) 

Substituting equation (8) into equations (6) and (9) and equating coefficients 
of like powers of E, we obtain the following two sets of problems: 

ok”) - Problem 

8 +‘e 7 
orr r or + p eo$$ 

+ B2eo = 0 

eo(l 4) = 0 

ok) - Problem 

'lrr + ;elr+’ 0 
r2 7M + B2e7 = 0 

(JO) 

(11) 

(12) 

e7(7d = - f(+) ear (7,+) (73) 

In the perturbation expansion used above, we note that only the dependent 
variable 0 is expanded in terms of the small parameter E. Such a perturba- 
tion method is called a "straightforward-perturbation method." Straightfor- 
ward expansions break down when we deal with singular perturbation problems. 
Next, it is shown that the straightforward expansion breaks down for this 
problem. 

The solution of the 0(&O) problem is obtained by using the method of 
separation of variables. The solution is found as 

eO 
= J, (knmr) (AnmeinG + znmeBinQ) (74) 

where k,,(=f3) are the zeros of the J,(B) = 0, and Anm are complex constants. 

Setting B2 = k2nm in equation (72) and subtituting equation (74) into 
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equation (73), we get 

'lrr + r J-0 1 
lr + j-2 e144 + kfm '7 =0 

e,(l,lp) = - knm J;(knm) f(4) (An,ein4 + $.,me-in') 

(75) 

(16) 

The solution of the O(E) problem is obtained by expanding each of e7 and 
f(G) in a Fourier series as 

. 
8, b-,44 =-x Gt(r) elt@ 

f(G). =-x fp eip+ 

(77) 

(18) 

1 2lT 
where f 

P 
= z / f(4) emip@ and f. = 0 according to the condition in equa- 

tion (3). SubsFituting equation (77) and (18) into equations (15) and (16), 
multiplying the results by exp(-is+) and integrating from 0 to HIT, we get 

G;*+ ; G; + (knm d), ~0 
r2 ' 

G,(J > = - knm Ji (knm) [Anm fs,n ’ ‘nm fs+nI 

(19) 

(20) 

If s # n, equations (19) and (20) have a unique solution since the only solu- 
tion for the corresponding homogeneous problem is the trivial solution. If 
S =n , we obtain 

G," + ; G; + (knm - $) G, = 0 
r 

G,(l) = - k nm f2n 'nm Ji (knm) 

(21) 

(22) 

we note that the corresponding homogeneous problem has a nontrivial solution 
and hence the inhomogeneous problem will not have a solution unless a solva- 
bility condition is satisfied. However, a solvability condition does not 
exist and hence there is no solution to equations (21) and (22). Therefore, 
the solution of the O(E) problem breaks down. 
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The reason behind this trouble is due to the straightforward method used 
here. To obtain a uniform solution, we use the method of strained para- 
meters. In this method, we expand B, in addition to the expansion given 
by equation (8), as follows 

B = 8, + E Bl + --- (23) 

where B7 is to be determined in the course of the solution. Substituting 

equations (8) and (23) into equation (6), substituting equation (8) into 
equation (9),and eauatina coefficients of like uowers of E. we again obtain two 

by equations 
(E) problem 

sets of orobiems. The Ore') Drob7em is the same as that given 
(10) and'(77) with the exception of rep 
is given by 

lacing B2 by 8:. The 0 

‘1 rr 
1 

+Fe7r 
7 2 8 +;2e14N$+Bo 1 

= - 2 f3,+ e. (24) 

and by equation (73). 

Substituting equation (74) into equation (24) and replacing B, by k,,, 
we get 

'lrr + r le ' 8 lr + L2 
2 8 

7&#1 + knm 7 
=-2k nm B7 J,,( knmr)(A einG + znme-in@) 

nm 

(25) 

The boundary condition is still given by equation (16). 

The solution of equations (25) and (76) is obtained by substituting 
equations (77) and (78) into equations (25) and (76), multiplying the result 
by exp(-is$) and integrating from 0 to 2n. Again, we obtain two cases 
corresponding to s + n and s = n. The former case is the same as that given 
by equations (79) and (20) in which a unique solution exists. In the latter 
case, we have 

G;* r n + (kf, + 1 G' - 5) G, = - 2’ knm B7 Anm Jn( knmr) 

‘3,(7 > = - knm f2n znm J;($.,,) 

(26) 

(22) 

As we mentioned before, the problem given by equations (26) and (22) has a 
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solution if and only if a solvabilitycond'ition exists. To obtain the solvability 
condition, we write equation (26) in the self-adjoint form by multiplying both 
sides of the equation by r. Next, we multiply both sides by the adjoint u(r) 
and integrate the result by parts over the range of r. Thus, we get 

1 
I Gn [(ru*)* + (kzm r - $)u] dr + [r u Gi - r u* G,,]' 
0 0 

1 
= - 2k nm '1 Anm / r u Jn(knmr) dr (27) 

0 

The adjoint equation is obtained by setting the coefficient of G, to zero. 
Thus, we obtain 

2 n2 
(r u*)* + (knm r - r ) u = 0 (28) 

The adjoint 

u(l) = 

in equation 

boundary conditionsare obtained by choosing 

0 and u(0) < m 

(27). Equation (27) reduces to 

1 

(29) 

I./( 1) G,(l) = 2 knm B, Anm I. r u 3, (k,,r) dr 
0 

The solution of the adjoint problem, equatl'ons (‘28) and (29), is given by 

u(r) = J,($,,r) 

Substituting equations (22) and (31) into equation (30), and performing the 
integration on the right hand side, we obtain the equation defining Bl as 

61 = - knm f2n %m'Anm 

since fzn, 'nm and A,, are complex constants, we assume 

A =ianme 
ixnm 

-i x,, 

nm , Tinm = $ a,, e 

(30) 

(31) 

(32) 

(33) 
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Substituting equation (33) into equation (32),and equating the real and imaginary 
parts, we get 

x 1 
nm =yzn or ; (Ypn - d 

61 ='knmb2n Or knm b2n 

(34) 

(35) 

Substitutin equation (34) into equation (33) and substituting the result into 
equation (4 B , we get 

e(l) = a 
0 nm J,.,(k,,,r) ~0s (n Q + ~~~12) 

and 

et’) = a 
0 nm J,(k,,,r) sin h @ + y2,,/2) 

Substituting equation (35) into equation (23), we get 

&')=k Ek nm - nm b2n 

fj(‘) = k 
nm 

+ck nm b2n 

(36) 

(37) 

(38) 

(39) 

Substituting equation (36) into equation (8), substituting this result and 
equation (38) into equation (5), repeating the same process with equations 
(37) and (39), and forming a linear combination of the two, we obtain 

8 b,bt> = n'm anm n 3 J (k,,r) {cos(n$ + yzn/2) Exp[- knm(knm - 2~ b2,,)tl 

+c nm sin(n 4 + yzn/2) Exp[- knm(knm + 2~ b2,,)t]I + ---- (40) 

The constants anm and cnm are found from the initial condition. 
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III. __.. = ;m;.Lm. One Dinensipnal Conduction-Convection Heat-Transfer in a Uniform Flow _ _ -___ .__ __---~~ - 

We consider the one dimensional convective diffusion equation modified by 
a convective surface loss term. This equation has been used to model the' far- 
field behavior of thermal regime for single and merging fluid flows. Here, 
only the problem of single channel flows with specified temperatures at the 
upstream and downstream boundaries is considered. The governing equation of 
the average temperature T(x*) is given by 

-k A T” + P C A u T' + h p(T - Te) = 0 (1) 

Theboundaryconditions are 

T(0) = T1 (2) 

T(L) = T2 (3) 

In equations (1) and (Z), k is the coefficient of thermal conductivity in the 
flow direction, A is the flow cross-sectional area, p is the fluid density, C 
is the fluid specific heat, u is the flow average velocity, h is the convec- 
tion heat exchange coefficient, p is the convection perimeter, T, is the con- 
vection exchange temperature, and L is the channel length. 

Dimensionless parameters are introduced by using the pipe length L, and the 
temperature difference T -Te 

b 
as reference quantities. The dimensionbess form 

of the problem is given y 

-(l/P,) y>* + y' + (N,/P,) Y = 0 (4) 

Y(O) = 1 3 Y(l) = 3 (5) 

where P, = pCuL/k is the Peclet number, Nu = hd/k is the Nusselt number, 

d = 4A/b is the hydraulic diameter, and y(x) = [T(x) - T,]/(T,-T,). For 

large Peclet numbers (small ratio of conduction to convection heat transfer) 
we let l/P, = E, where E is now a small parameter. Moreover, we assume 

NU/Pe = b = O(1). 

Thus, we obtain the following problem describing the spatial variation 
of the temperature: 

E y" - y-- - b y = CI (6) 

Y(O) = 1 , Y(l) = 82 (7) 
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Equations (6) and (7) describe a typical boundary-layer problem where a 
small parameter multiplies the highest derivative. This problem can success- 
fully be treated by using any of the several suitable perturbation techniques, 
namely, the method of matched asymptotic expansion, the method of multiple 
scales, and the method of composite expansions, among others. In this paper, 
we develop a uniformly valid solution by using the method of matched asymptotic 
expansion. 

Since the coefficient of y* is negative in the interval 0 5 x 5 1, the 
boundary layer exists at the boundary x =l. Next, we develop outer and inner 
solutions and match them by using Van Dyke's matching principle to obtain a 
composite solution which is uniformly valid everywhere. 

Outer Solution: 

The outer solution y'(x;~) is expressed in the form 

YOhd = y,(x) + E y,(x) + ---- 03) 

Dropping the second boundary condition of equation (7), substituting equation 
(8) into equation (6) and into the first boundary condition of equation (7), 
and equating coefficients of like powers of E, we obtain the following prob- 
lems: 

O(c") Problem 

y; + b y, = 0 

Y,(O) = 1 

O(E') Problem 

Y; + b Y 1 = Yii' 

Yl(O) = 0 

The outer solution of equations (9)-(12) is given by 

y" = e -bx(l t E b2 x) + O(E') 

(9) 

(10) 

(1’) 

(12) 

(13) 

156 



Inner Solution: 

To develop an inner solution valid near the boundary layer, we drop the 
boundary condition at x = 0 and introduce the following stretching transforma- 
tion for the inner variable 

p1-x 
E (14) 

. 
In terms of the inner variable, the inner solution ~'(E;E) is governed by 

- #S 
y' + yi' - cby'=O (15) 

J(o) = e2 (16) 

Next, we expand the inner solution in the form 

Y’(W = Y,(E) -I- E: Y,(E) + ---- (17) 

Substituting equation (17) into equations (15) and (16) and equating coeffi- 
cients of like powers of E, we obtain the following problems: 

O(EO) Problem ----__I 

Y;'t Yo' = 0 (‘8) 

Yom = e2 (19) 

_4(~') Problem -- 

y;’ + Yi = b y. (20) 

Yl(0) = 0 (2’) 

The inner solution of equations (18)-(21) is given by 

. 
y L = 8, + Ao(l - e-') t E{b s[S, + Ao(l t e-')] + Al(l - ems)> + O(E') 

(22) 

We note that the outer solution is completely known while the inner solu- 
tion contains the two unknown coefficients A0 and Al. They are determined by 
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applying Van Dyke!s matching principle to the inner and outer solutions. The 
principle states that: 

the m-term inner expansion of (the n-term outer expansion) = the n-term outer 
expansion of (the m-term inner expansion) 

where m and n are any two integers. To find the left hand side, we write the 
n-term outer expansion in terms of the inner variable, equation (14), expand 
the functions of E keeping the inner variable fixed, and keep m-terms of the 
resulting expansions. An opposite procedure is applied to the right hand 
side. For m = n = 2, we obtain 

A0 = Gb - e2, Al = b2 eeb (23) 

Substituting equation (23) into equation (ZZ), we obtain the inner solution as 

. 
Y’ = e2 + (eBb _ e=)(l - e-E) t &{b <[e2 t (e-' - 6,)(1 + e-')I + b2eWb(l-e% 

+ O(E2) (24) 

Next, we express the composite expansion in the form 

. 
YC =. y” t y’ - (yO)’ (25) 

Substituting equations (13) and (24) and the result of the left hand side of 
Van-Dyke's matching principle in equation (25), we obtain the composite solu- 
tion as 

YC = (1 + & b'x)e 
-bx 

+ [(l-b+bx)(e,-emb) - E b2emble 
-(l-X)/& 

+ O(E2) ' (26) 

It should be noted that an exact solution exists for equations (6) and (7) 
which is given by 

y = [(em2 - e2k m1x _ (e ml 
- e2)emzX],(eR2 - em') (27) 

where m,,2 = [l ? ~(1 = 4 E b)"']/Z E (28) 

The solution of the unsteady flow problem described by 

-k A Tx*x* + p C A U TX* + h p(T-T,) + p C A Tt* = 0 (2% 
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T(O,t*) = Tl , T(L,t*)= T2 , T(:x*,t*) = To (30) 

is an easy extension to the steady solution given by equation (26). The prob- 
lem is divided into steady and transient problems. The steady problem with 
the inhomogeneous boundary conditions is already considered. Upon assuming an 
exponential time-decay solution, the transient problem with homogeneous boun- 
dary conditions reduces to an eigenvalue problem coupled with a.boundary 
layer. A uniform solution of the problem is obtained by using the method of 
matched asymptotic expansions (as shown before) coupled with strained eigen- 
values which are expressed as a.power series of E. 

IV. Concluding' Remarks 

The methods of strained parameters and matched asymptotic expansions are 
successfully used to obtain closed-form perturbation solutions for heat- 
transfer problems with irregular boundaries and with boundary layers, respec- 
tively. The techniques given here are applicable to a large class of similar 
problems where various geometrical shapes and three-dimensional dependence are 
considered. Nevertheless, such solutions serve as bench marks for the compu- 
tational techniques. Moreover, useful solutions can be obtained by combining 
a computational technique with a perturbation technique in a certain problem. 
The computational technique is used to solve the zeroth-order problem while 
the perturbation technique is used to solve the higher-order problems. 
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ABSTRACT 

The computational methods used to predict and optimize the thermal- 
structural behavior of aerospace vehicle structures are reviewed. In general, 
two classes of algorithms, implicit and explicit, are used in transient ther- 
mal analysis of structures. Each of these two methods has its own merits. 
Due to the different time scales of the mechanical and thermal responses, the 
selection of a time integration method can be a difficult yet critical factor 
in the efficient solution of such problems. 

Therefore mixed time integration methods for transient thermal analysis 
of structures are being developed. This proposed methodology would be readily 
adaptable to existing computer programs for structural thermal analysis. 

1. INTRODUCTION 

Over the last two decades, significant attention has been devoted to the 
development of lightweight, durable thermal protection systems (TPS) for 
future space transportation systems. Research programs are currently under 
way at the Langley Research Center to investigate various metallic TPSconcepts 
ill l One of the proposed candidates is the titanium multiwall tile (see [2] 
and references therein for a discussion). Early design procedures of the TPS 
concept involved both analytical and experimental studies. In particular, a 
degree of confidence has been established in the TPS concept due to the design 
studies by Jackson and Dixon [3] and Blair et. al. [4]. 

A titanium multiwall tile consists of alternating layers of superplas- 
tically formed dimpled sheets and flat septum sheets of titanium foil. As de- 
scribed in reference [3], this multiwall concept impedes all three modes of 

* 
~e,t~~=~~la",~999n~$g~~.NASA under Grant No. NAG-l-210 to this research is 
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heat transfer ----conduction, radiation and convection. The superplastically 
formed dimpled sheets and the long thin conduction path tend to minimize heat 
conduction. The flat septum sheets of titanium foil impede radiation. The 
small individual volumes created by the dimpled layers virtually eliminate air 
convection. The optimal design of such thermal protection systems requires 
effective techiques in coupled thermal and stress analyses. Finite element 
methods offer the greatest potential in w>deling such complicated problems. 
However, the resulting semi-discrete equations may involve many thousand 
degrees of freedom. Since the problem to be solved is transient and non- 
linear, the selection of an appropriate time integration method is an essen- 
tial step in the solution of such a complicated problem. Adelman and Haftka 
151 recently conducted a survey study on the performance of explicit and 
implicit algorithms for transient thermal analysis of structures. Calcula- 
tions were carried out using the SPAR finite element computer program [6] and 
a special purpose finite element program incorporating the GEARB and GEARIB 
algorithms. Based upon their studies, they concluded that, generally, implic- 
it algorithms are preferable to explicit algorithms for "stiff" problems, 
though non-convergence and/or wide-banding of the resulting matrix equations 
may decrease the advantage of the implicit methods. 

These difficulties are similar to those found in fluid-structure prob- 
lems. Over the past few years, several remedies have been proposed for these 
difficulties. Belytschko and Mullen [7] have proposed an explicit-implicit 
method where the mesh is partitioned into domains by nodes and the partitions 
are simultaneously integrated by explicit and implicit methods. Hughes and 
Liu [8] have proposed an alternate implicit-explicit finite element method 
where the mesh is partitioned into domains by elements and this element parti- 
tion concept simplifies the computer-implementation and enhances its compati- 
bility with the general purpose finite element software. 

Although the implicit-explicit method has been proven to be very success- 
ful in some fluid-structure interaction problems (see e.g., [8-lo]), the size 
and complexity of the program are increased because of the addition of the 
implicit method. To overcome these difficulties, 
have proposed an Em-E partition, 

Belytschko and Mullen [ll] 
in which explicit time integration is used 

throughout. However, different time steps within different parts of the mesh 
can be employed simultaneously. Partitioned and adaptive algorithms for ex- 
plicit time integration have also been proposed by Belytschko [12]. 

Recently, Liu and Belytschko [13] put forward a general mixed time 
implicit-explicit partition procedure within a linear context. It incorpo- 
rates the mentioned algorithms as special cases and is shown to have better 
s.tability properties than those in Em-E partition [ll]. Similar concepts can 
also be used in transient conduction forced-convection analysis (see Liu and 
Lin 1141). 

In the present paper, we extend these implicit-explicit concepts nodes 
and elements ( to transient thermal analysis of structures where different time 
integration thods with different time steps can be used in each element 
group. The aim of this approach is to achieve the attributes of the various 
time integration methods. 
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For example, in transient structural analysis, explicit methods require 
the size of the time step to be proportional to the length of the shortest 
element, while in transient thermal analysis, explicit methods require the 
step size to be proportional to the the square of the length of the shortest 
element. So it is more advantageous to employ this mixed time implicit- 
explicit technique for transient thermal analysis of structures since the 
Em-E partition proposed in [11,12] is often inefficient for this kind of 
problem though it is very efficient in structural analysis. 

In section 2 we review the finite element formulation for transient heat 
conduction. In section 3 we describe the mixed time integration procedures 
viz two element groups '"A" and "B" . A family of integration partitions can 
then be deduced by selecting the appropriate definitions for the quantities of 
"A" and "B". Five useful partitions which are of practical importance are 
presented. In section 4 the stability characteristic of the algorithm is 
discussed. In section 5 we generalize the mixed time methods described in 
section 3 to NUMEG element groups. A computational algorithm for this mixed 
time implicit-explicit integration is also presented. Numerical results are 
presented in section 6 and conclusions and suggestions for further research 
are presented in section 7. 

2. FINITE ELEMENT FORMULATION FOR TRANSIENT HEAT CONDUCTION 

We consider a body R enclosed by surface r which consists of two parts: 

53 and r l q 
The Cartesian coordinates of the body will be denoted by xi . 

The governing equations for transient heat conduction are: 

1 

egii = c2 
; in sZ (2.1) 

e=g for xi in r 
t3 (2.2) 

O,ini + he = q for xi in r 
Q 

(2.3) 

and 
8 = e. for xi in R and t = 0 . (2.4) 

Here a comma designates a partial derivative with respect to x ; a super- 
script dot designates time (t) derivative; n. is the component oflthe outward 
unit normal vector; C2 is the thermal diffus%vity (the ratio of thermal con- 
ductivity to specific heat times density); 8 is the temperature; h is the 
convective heat transfer coefficient; and g, q and 8 are given functions. 
Repeated indices denote summations over the appropriate'range. 

The variational or weak form of equations (2.1)-(2.4) is: 

(i,v> + a(e,v) = (q,v) in r 
q 

(2.5) 

where v is the test function; and 

<;,v) = $, L ii vd61 
C2 

(2.6) 
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a(e,v> = Jn e,iv,idn + 1, hev dr 
Q 

(2.7) 

and 

(qSv)r p Jr W dr C&8) 
Q q 

The finite element equations are obtained by approximating the trial 
functions by shape functions (Ni) so that 

NEQ v= i& Ni(xj)di"' 

g= 

(2.9) 

(2.10) 

and 

e =v+g (2.11) 

Here NDMNP is the total number of nodal points used in the finite element 
mesh and NEQ is the number of trial functions used (for this particular case 
it is equal to the number of equations to be solved). 

The resulting semidiscrete equation for transient heat conduction is 
then: 

. 
$+2=x (2.12) 

with initial condition 

$0) = e 
-0 

(2.13) 

where 

~ = [M~j J = (Ni, Nj ) = /a ~ N,Njd” 

,K = [Kij] = a(Ni,Nj) = 1, Ni,kNj,kd' + Jr hNiNj dr 
9 

(2.14) 

(2.15) 

(2.16) 

M, and 5 ase assumed to be symmetric and positive definite. The thermal para- 
meters, C and h, are in general temperature dependent. However for discus- 
sion purposes herein, they are assumed constant throughout. 

3. MIXED TIME PARTITION PROCEDURES 

In this section, mixed time integration methods are employed to solve 
equations (2.12) and (2.13). For the purpose of describing these mixed time 
integration techniques we subdivide the mesh into element groups A and B, each 
of which is to be integrated by a different method. Let n be the time step 
number, 8 , v 
spectiveG. "Z 

and F be approximations 8(t > and F(t ) re- 
et rns and At be the time steps ~e$(t~c!r'e?emkt gr&p "A and 
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element group B respectively, where m is an integer and is greater or equal to 
1. A time step cycle (mat) can then be defined by an increment of m substeps 
with a time step of At each, so that one time step cycle is defined by step n 
to step nim. The portions of the lnatrices obtained by assembling element 
grqup A and element group B are denoted by superscripts "A" and "B", respec- 
tively. fo lows that any global matrix 

Hence s+ MB and K = KA+ KB . Nodes 
is the sum of the two ms- 

trices, cf. M = 
group B areWde&edN by suFers&ipr "B", 

associated with only element 
whereas those which are in contact 

with at least one element of group A are denoted by superscript "A"; nodes 
which are connected to both group A and group B are designated by "C", so "C" 
is a subset of "A". To simplify the presentation, we further denote those 
element matrices associat e# withet least one node C by superscript "C", so 
$and,$ are subsets of M, and 5 respectively. 

&l;t!ezi;tiKaO_ 3yKE 

However, in actual coRputer 
lement group is not necessary. We further denote ,M = 

"Simila~ly,"a~l~~~tors 
parts, cf. fi = (5 ft ) , V, = 

a;;@;p ,"~d't~t~~:~~~~ofd~~l~,,'~:~,~~~,aft~::B" 

denotes the tr#pspo#. The "c;ef$ iInds$Times Brq# efined by augmented 
matrices,:=2 +e where 8 . Similar defini- 
tions are fo;V and F . Any %o%zero 

= (!J!Q 
t%ms in F obtained in a compu- 

tation of F 
wed 

are neglected: they are assumed to be z&o. 

As an example, consider a one dimensional mesh depicted in figure 1, it 
consists of 8 nodes and 7 elements. Then the set of nodes "A" will be 1,2,3, 
4,5; the set of nodes "B" will be 6,7,8; and the set of nodes "C" will be 5. 

ELEMENT e q 

. 2 z - ; - 0 

NODE i = 1234k676 

GROUP A (mAt) i GROUP B (At) 
I 

Figure I 

Let 5" , Ke and Fe be the eth element mass, stiffness and force contributions 
to the global ar'rays respectively; then 

d= .I1 Me .V 

MB= ef5 ie 

Mc ; - =M N N 

and 
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*B If we let Pi be the ith component of the global assembled vector g *B 

then 
p*B-! (o,o,o,o,P5~o,~6,P7,P8) 

With these definitions, the mixed time partition is given as follows. 
0 Governing equation 

for j=O,m; 

MV -n+j 

and 

for j=l,...,m-1; 

B *B MV - -n+j 

(3.1) 

(3.2) 

+-*x where 8 is a suitable extrapolator (and/or interpolator) of ,*x (and/or 8*x ) 
for x=?%Ad B. In actual computation, equation (3.2) is implicitly includean* 
in equation (3.1), and for j=l,...,m -1 no quantities of A are being solved. A 
family of integration partitions can then be deduced from equations (3.1) and 
(3.2) if M, is assumed to be lumped. Some members which are of practical im- 
portances are shown in table 1. 

Table 1 

For purposes of describing the computer implementation and stability 
analysis, the modified generalized trapezoidal rule will be used to carry out 
the time temporary discretization of equations (3.1) and (3.2) though other 
implicit integration methods can also be used; they are: 

l Modified generalized trapezoidal rule 
for j=l,...,m; 

zA -n+j = 2 + (1-a>jAt -f (3.3) 

for 1 < j < m define the set "C" only, 
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zB -+j = c+j-l + (I-a)At $+jml 
A 

%iul +amAt+,,, ti 

(3.4) 

(3.5) 

and 

eB 
*+j 

= gB 
-+j 

+ aAt VB 
-31+3 

(3.6) 

In the above equations, a is a free parameter which governs the stability and 
accuracy of the method. We now, illustrate some useful partitions which have 
been depicted in table 1. 

Example 1: E-E partition 

Ax In this case, m=l, G+l z %x+l for x=A and B. Equations (3.1) and (3.2) 
reduce to: 

%+1 

%l+1= 

and 

8 = 
-n+l 

Equations 

+ %+1= %l+1 (3.7) 

f&+ (l-a)At k& (3.8) 

%+1 + aAt In+1 (3.9) 

(3.7) to (3.9) represent the predictor-corrector explicit 
algorithms with equation (3.8) as the predictor and equation (3.9) as the 
corrector. 

Example 2: mE-E partition nA 
In this m>l,e -A 

= s+j 
AB -B case, -n+j and 0 -n+j - s+j l 

Equations (3.1) to 
(3.6) reduce to: 

PREDICTOR PHASE: 

and 

equation (3.3) (3.10) 

equation (3.4) 

GOVERNING EQUATIONS: 

equation (3.1) 

and 

equation (3.2) 

(3.11) 

(3.12) 

(3.13) 
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CORRECTOR PRASE: 

equation (3.5) (3.14) 

equation (3.6) (3.15) 

Examnle 3 mE-I nartition I 
In At s cas- 
A only, 9 
This is ii% 4 

= -z m > 1 ; in equation (3.1),-i:% 
_ Gti for the portion which is r 
automa 

aie$?o 
for element group 

,Kc for j=O and m. 
.tically if element group A is defined to be the implicit 

and element group-8 is d$ined to. be the explicit element group. 
< j < m, and (&+j z $.,+j, for 1 < j ( m . Equations (3.1) to 

PREDICTOR PHASE: 

equation (3.3) (3.16) 

and 

equation (3.4) 

GOVERNING EQUATIONS: 

for j=O,m; 

MV -n+j 
+ ICL8*A + K% 

- -Il+j - -n+j = %+j 

and 

for j=l,...,m-1; 

(3.17) 

(3.18) 

(3.19) 

CORRECTOR PHASE: 

equation (3.5) (3.20) 

equation (3.6) (3.21) 

Example 4: E-I partition 
This is a special case of example 3. Equations (3.1) to (3.6) reduce to: 

!En+i + All+1 + -5, = %+1 
%+1 = ,'& + (1-a)At J& 

%+1 = .%+1 +‘aAt V -II+1 

(3.23 

(3.23) 

(3.24) 
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Equations (3.22) to (3.24) represent the implicit-explicit algorithms devel- 
oped by Hughes and Liu (see e.g., [8,10]) in which equation (3.23) is the 
predictor and equation (3.24) is the corrector. 

Example 5: 
In this 

I-I partition A 
case, m=l, 8 = gA 

reduce to the usual irnplixt'fk%% &ion an t 
Equations (3.1) to (3.6) 

%+1 + %+l = En+1 (3.25) 

En+1 = tn + (1-a)At & (3.26) 

8 -n+l = %+1 + aAt &+l (3.27) 

4. STABILITY CRITERION 

Our aim in this section is to deduce the stability characteristic of 
these mixed time partition algorithms. It suffices to restrict ourselves to 
the case in which F-O and all mass matrices are lumped for purposes of sta- 
bility analysis. k-energy balance technique (see [8] for a discussion) is 
employed to carry out the stability analysis. To simplify the subsequent 
writing, the following notations will be used. 

b&J = &+m - En (4.1) 

$*,> = (En* + x,)/2 (4.2) 

[&+jl = &+j+l - x -n+j 

and for j=O,l,...,m-1 

<x 
mn+j> = (Xn+j+l + Xn+j)'2 

(4.3) 

(4.4) 

We have not made a complete satisfactory stability analysis of these mixed 
time partition procedures. However, if we assume: 

1. T C 
5 z 

*B > l/m2 where 

(4.5) 

2. (4.6) 

3. 

j=l ,...,m -1 

and let 

4. 

5. 

(4.7) 

(4.8) 

(4.9) 
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6. (4.10). 

the energy expression of these mixed time partition procedures can be shown to 
be: 

Here, K'= 
a > l/2 . 

and 

S nim < sn - 2mAt tti - 2At ;t P;+j (4.11) 

KB - 5' and the stability is governed by ,M *R and z *B provided 
Lt 

= $ - 1/2jAt $ (4.12) 

$ = f + (a - 1/2)jAt g (4.13) 

the definitions of M *R *B 
and M for the five cases discussed in section 3 are: 

Example 1: E-E partition 

!! 
*R = gR and E *B 

Example 2: mE-E 'partition 

fj*R= $ and g*B= $ 

Example 3: mE-I partition 

M*R= $ + & *B and M N =$ 

Example 4: E-I partition 

M*R= kJ$ + 9; and g *B 
= $ 

Example 5: I-I partition 

JbJXR= $ and *R M = WB -1 

Q ese mixed time partition procedures are 
and ,M are. both positive definite. A summary 

Example 1: E-E partition 

$rit = 'Erit ' 2 

Example 2: mE-E partition 

Qd mC 
crit = ncrit c 2 and .QB c2 crit 

(4.14) 

(4.15) 

(4.16) 

(4.17) 

(4.18) 

stable if a > l/2 and M "R 

of the results is as fzllows: 

(4.19) 

(4.20) 
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Example 3: mE-I partition 

mC B 
n crit (2 and n crit <2 

Example 4: E-I partition 

'Erit ' 2 and S?,ft2 

Example 5: I-I partition 

unconditionally stable 

In equaiions (4.19) to (4.22), Ojx 
where A 

is defined to be jAt Xxrit 
crit denotes a typical eigenvalue of the eigenprobfem 

M% + K% = 2 NN . ..N 

(4.21) 

(4.22) 

(4.23) 

(4.24) 

5. IMPLEMENTATION ASPECTS 

In this section, we generalize the mixed time integration methods de- 
scribed in section 3 to NDMEG element groups. Different time integration 
methods (implicit/explicit) with different time steps can be used in each ele- 
ment group. be Let AtNqG and T@E = 1 the element group time step and element 
group time respective y for ,...,NUMEG. There are NlJMEL elements in 
each element group. We denote At as the minimum time step amount for all these 
element groups. In this formulation all element group time steps are required 
to be integer multiples of At and the time steps for adjacent groups are 
integer multiples of each other. Furthermore, no two implicit groups with 
different time steps can be adjacent to each other. In addition, for each 
implicit group that element group time step must be greater than those of the 
adjacent explicit groups. The main advantage of this ml implicit - m 
explicit - m3 implicit -... etc. technique is to minimize the semi- andwidth ii 
of complicated problems especially in the three-dimensional case. To illus- 
trate the idea, consider the one dimensional mesh shown in figure 2. It con- 
sists of NUMEG element groups and NUMNP nodes. In this case NUMEG is equal to 
4 and NDMNP is equal to 12. We assumed that node 1 is an essential boundary 
condition node and hence the number of equations, NEQ, is equal to 11. The 
essence of the present development can be deduced graphically by considering 

NODE 

GROUP 

I I 1 

I 8 1 
I I I 

I(6At) ; El2Att) : I(4At) : E(At) 
I I I 

.z;*;;;;:=- 

Figure 2 

171 



the solution procedures of the matrix equations. The "active column equation 
solver" is the key to the success of this technique (see[8,13] for a descrip- 
tAon of this equation solver). The profile of the effective stiffness matrix 
,K of this one dimensional mesh is shown in figure 3. We can observe from 
figure 3 the following: 

Group 1: implicit with Atl= 6At , five words of storage (l-5), 3 elements and 
3 equations. 

Group 2: explicit with At2= 2At , two words of storage (6-7), 3 elements and 2 
equations. 

Group 3: implicit with At3= 4At , seven words of storage (8-14), 3 elements 
and 4 equations. 

Group 4: explicit with At4= At , two words of storage (15-16), 2 elements and 
2 equations. 

NODE NO EQT NO 
2 I 

3 2 

4 3 

5 4 

6 5 

7 6 

a 7 

9 8 

IO 9 

II IO 

12’ II 

IO II 
GROUP 3 (4A-t) I 12 I3 

t 

14 

GROUP4 fAt)E 
1. 

Figure 3 

The equation systems of each element group are uncoupled and hence each group 
can be integrated at its os‘n) group time step. For example, we assume the 
effective stiffness matrix._K is formed and factorized once. In a time 
interval of 6At , group 1 will be integrated implicitly once, group 2 will be 
integrated explicitly three times, group 3 will be integrated implicitly once 
and group 4 will be integrated explicitly six times. In order to handle the 
forward. reduction and backsubstitution and update procedures automatically, we 

* each has a dimension of NLJMNP. 
:~~~~r~~n~~n~r:~~~~~D~~~d s?&gEdf each node. 

At 
Nodes associated wit i! o%!?ly 

one element group NEG are assigned a time step of AtNEG , whereas those which 
are in common to other element groups are assigned to have the maximum time 
step from the adjacent groups. TNODE array contains the nodal time of each 
node. From these two arrays (AtNoDE and TNoDE ) and the boundary condition 
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codes, another time step array AhE and an equation time array T 
then be genera ed. ? have %&',I~~~ 

Both At%!kankT%$remented by the further a master time T, w 
equation systems can 
of NEQ. We require 
smallest time step At 
arrays are: 

. For this particular exazple the AtNODE and At 
NEQ 

and 

AtNEQ= (6At,6At,6At,2At,2At&At&At&At&At,At,At) 

arrays are incremented by time steps of AtNO E and 
With these definitions, the generalized m? xed time inte- 

on is to proceed over the time interval [O,Tmax] . The procedures are as 
follows: 

1. 

2. 

3. 

where 

and 

4. 

5. 

6. 

6a. 

Initialization 

Set TM, TNEG ,TNODE and T NEQ= ' 

Determine V 
“0 

V 
-0 

= -l(F - E,) -0 

Form and factorize $ 

* TG K*NEG K= 
- NEt=l '- 

*NEG 
,K =w SEC-k aAtNEsmG if implicit 

*NEG PG 5 =m which is a diagonal matrix if explicit 

T+ * 
M TM+ At ; set effective force g* equal to zero 

Loop on element groups NEGsl,...,NDMEG 

If TNEG+ AtNEG > TM go to 5a 

Loop on elements e=l,...,NUMEL 

Define predictor values E' 

If' Te 
NODE + At:ODE <T M 

then EioDE' zEODE+ (l-ddtNoDE $ODE 

If Ticks + At:O~E > TV 

(5.1) 

(5.2) 

(5.3) 

(5.4) 

(5.5) 

173 



6b. 

and 

where 

6c. 

6d. 

5a. 

7. 

7a. 

7b. 

8. 

8a. 

8b. 

9. 

---- 

then 

Form 

z*e= 

f*e= 

SODE 

element effective force g *e 

$F + aAt NE$e if implicit 

$T+ ahJEe- EeF) if explicit 

K = diagonal matrix with AtiODE along the diagonals 

Sum up effective force from element contributions 

F*+ F*+ fe N N N 

(5.6) 

(5.7) 

(5.8) 

(5.9) 

(5.10) 

End of element loop 

End of element group loop 

Solve for 2 , i.e., forward reduction and backsubstitution 
*-1 * 

g=_K E (5.11) 

Loop on equation number N=l,...,NEQ 

N N 
If TNEQ+ AtNEQ > TM go to 7b 

Forward reduction and backsubstitution for equation N 

End of equation number loop 

Update 1 and JJ 

Loop on N=l,...,NUMNP 

N N 
If TNODE+ AtNODE > TM go to 8b 

ON+ solNtioN fromNstep 7 
iN f (2 - E )/aAtNoDE 

End of nodal number loop 

If TM > TM stop, otherwise go to 4 

* “f ” means "is replaced by" 
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6. NUMRRICAL EXAMPLES 

The s.tability and accuracy of these mixed time partition procedures are 
confirmed by the following one dimensional heat conduction problem. The 
finite element mesh consists of a rod kept at a temperature of 0.0 for all 
time at the left end and insulated at the right end, and subjected to a con- 
stant initial temperature of 0.1. The finite element model consists of (from 
left to right) 10 elements, each with a length Rl = 10.0, 10 elements, each 
with a lengthof R 
thermal diffusivi y, C , is set to 200.0. % 

= 109.0, and 10 elements,each with a length of R 
A total of five h 

= 10.0. The 
compu er runs are 

being made. They are (1) explicit, (2) explicit-implicit, (3) 10 explicit- 
explicit, (4) 10 explicit-implicit, and (5) implicit. All analyses are run 
with At = 0.25 which is the critical time step based on II = 10.0. For the m 
explicit-implicit cases, the implicit elements are the midd e 10 elements 2 
(a = 100.0). The results obtained from these five analyses are compared to the 
an lytical 2 solution. They are depicted in figure 4. The temperature reported 
is at x = 100.0. The solution time ratios (normalized by the implicit time) 
for the above five cases are 0.892, 0.971, 0.578, 0.638 and 1.000 respec- 
tively. 

Figure 4. 
Fqurc 5. 

In order to demo3strate the advantages of this mixed time technique C2 
is raised to 2.0 x 10 for the implicit elements. A time step of At = 0.25 
is used for the explicit-implicit and 10 explicit-implicit runs. This problem 
would therefore not be stable with a lOE-E partition. The results are pre- 
sented in figure 5. 

All the above calculations performed with a=0.5 and lumped mass matrices 
are assumed throughout. 
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7. CONCLUSION 

In this paper, we have developed a family of mixed time partition proce- 
dures for transient thermal analysis of structures. Both the stability cri- 
terion and the implementaton aspects of these methods are described. Numer- 
ical corroboration of the stability and accuracy of these techniques is also 
presented. The implementation procedures of these new algorithms are straight- 
forward and are recommended for inclusion in current thermal analysis computer 
programs. 
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INTEGRATED THERMAL-STRUCTURAL ANALYSIS OF LARGE SPACE STRUCTURES 

Jack Mahaney, Earl A. Thornton, and Pramote Dechaumphai 
Old Dominion University 

Norfolk, Virginia 23508 

INTRODUCTION 

The flight of Columbia marks the advent of large space structures. Soon 
orbiting structures as much as 1000 meters across may be deployed or constructed in 
orbit. Many of these structures may be antennas built of a lattice-work of 
graphite/epoxy truss members. 

Optimum antenna performance requires very fine control of the shape of the 
antenna surface since the shape affects both frequency control and pointing accuracy. 
A significant factor affecting the antenna shape is the temperature of the structure 
and the resulting deformation. To accurately predict the temperature of the 
structure, it is necessary first to accurately predict thermal loads. As the 
structure orbits the Earth, the thermal loads change constantly so that the thermal- 
structural response varies continuously throughout the orbit. 

The purpose of this paper is to present the results from recent applications of 
integrated finite-element methodology to heat-load determination and thermal- 
structural analysis of large space structures (fig. 1). 

The paper will concentrate on four areas: (1) the characteristics of the 
integrated finite element methodology, (2) fundamentals of orbital heat-load 
calculation, (3) description and comparison of some radiation finite elements, and 
(4) application of the integrated finite-element approach to the thermal-structural 
analysis of an orbiting truss structure. 

.MOTIVATION 

- SIZE OF STRUCTURES 

- ACCURATE PREDICTION OF HEAT LOADS 
AND TEMPERATURE 

- CONTROL OF DEFORMATION 

.PURPOSE 

- DESCRIBE AN INTEGRATED FINITE-ELEMENT (FE) 
APPROACH FOR THERMAL-STRUCTURAL ANALYSIS 
OF LARGE-SPACE STRUCTURES 

.SCOPE 

- CHARACTERISTICS OF INTEGRATED APPROACH 

- FUNDAMENTALS OF IN-ORBIT HEATING 

- DESCRIPTION AND COMPARISON OF FINITE ELEMENTS 

- ANALYSIS OF STRUCTURE 

FIGURE 1 
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CHARACTERISTICS OF INTEGRATED FINITE ELEMENT ANALYSIS 

One approach toward integrated thermal-structural analysis capability is a 
common methodology in a single program capable of both thermal and structural 
analysis. This approach, herein called the customary approach, has the disadvantage 
of inefficient data transfer between thermal and structural analyses because of 
inherent differences between the thermal and structural models. Another dis- 
advantage of the customary approach is that basic differences between the thermal 
and structural analysis requirements are not exploited. 

To exploit the capabilities of the finite element (F.E.) method the concept of 
integrated thermal-structural analysis was proposed in references 1 and 2. An 
integrated thermal-structural analysis is characterized by: (1) thermal and 
structural finite elements formulated with a common geometric discretization with 
elements formulated to suit the needs of their respective analyses, (2) thermal and 
structural finite elements which are fully compatible, and (3) equivalent thermal 
forces which are based upon a consistent finite element force vector (fig. 2). 

Some of the benefits of the integrated approach are: (1) improved temperature 
distributions based upon new thermal elements, (2) more efficient analyses because 
of the elimination of data processing between dissimilar thermal and structural 
models, and (3) improved accuracy in the structural analysis through consistent 
incorporation of the improved temperature distributions. 

@COMMON FE METHODOLOGY 

@GEOMETRIC MODEL WITH COMMON DISCRETIZATION 

@IMPROVED THERMAL ELEMENTS 

@MINIMIZE DATA PROCESSING 

@TEMPERATURES INTEGRATED INTO STRUCTURAL ANALYSIS 

FIGURE 2 
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INTEGRATED THERMAL-STRUCTURAL FINITE ELEMENT ANALYSIS 

Figure 3 shows schematically the concepts of the customary and integrated 
approaches applied to an orbiting structure. The sequence followed in the customary 
approach is shown on the left. First, the heating loads are calculated for an 
appropriate mathematical model. Next, a thermal analysis is performed based upon a 
thermal model selected to best represent the heat transfer problem. The thermal 
model may be based on the lumped parameter or F.E. method. Next the nodal tempera- 
ture data are transferred to the structural analysis. In most cases these data must 
be processed to conform the input temperature vector to that required by the 
structural model. Often the structural and thermal models use different nodes and 
elements, and approximate thermal forces are computed from average element 
temperatures. 

An integrated analysis is shown on the right side of the figure. The heating 
loads, thermal, and structural analyses are performed on a model based on a common 
discretization. Although the discretization is common, the thermal and structural 
elements are formulated to best suit their respective analyses. The transfer of 
data is compatible, with no data processing required. Consistent thermal forces are 
computed from thermal element and nodal input data supplied directly from the thermal 
analysis. 

CUSTOMARY INTEGRATED 

c 

THERMAL 

DATA {T} ONLY 

0 STRUCTURAL 

COULD BE 

;g 

/Tdx 

FIGURE 3 
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ORBITAL HEATING RATE GEOMETRY AND SOURCES 

A surface in Earth orbit is heated by both the Sun and the Earth. The solar 
flux is approximately 1390 W/m2, but the amount of heat absorbed is a function of the 
surface absorptivity, a,, and the projected surface area normal to the flux. Thus, 
the total solar heating is 

4 = 1390(W/m2) as COSqJ (1) 

The Earth provides two sources of heat, emission and albedo (fig. 4). The 
emitted heating is computed by assuming the Earth to be a black body radiating at 
T = 289 K. The heat absorbed by a surface is a function of the surface absorptivity, 
ae9 and the view factor F. The view factor between an orbiting flat plate and a 
sphere was developed by Cunningham (ref. 3) and takes into account the altitude of 
the surface, size of the sphere, attitude 4, and other basic geometric quantities. 
The amount of heat absorbed by the surface from Earth emission is given by 

(2) 

where o is the Stefan-Boltzmann constant. 

The Earth acts as a reflector of solar radiation. The albedo factor, AF, is a 
measure of the fraction of solar energy reflected. It has been shown by Modest 
(ref. 4) that while the heat is a complicated function of altitude and attitude (e,$) 
a good approximation can be obtained by using Cunningham's view factor F in the 
equation 

'a = 1390(W/m2) AF cos 8 as F (3) 

At any point in the orbit, then, the total heat absorbed by the surface is the 
sum of the three heating rates above, or 

l = l, + 4, + i, (4) 

l-bat salmes to cxtitig.9tructure 
b. 4, 
Earth -, de 
Earthabedo(refiectionof dar).Q, 

l-bat@ rate deperd3 on 
01% and mientatim (altitude. 0,o.w 1 
surface absorptivity 

FIGURE 4 
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DEMONSTRATION OF EARTH SHADOW EFFECTS 

This  p i c t u r e  of S a t u r n  t aken  by Voyager I shows d r a m a t i c a l l y  t h e  e f f e c t  o f  a 
p l a n e t a r y  shadow ( f i g .  5 ) .  S i n c e  t h e  the rmal  l o a d  on an  Ear th -orb i t ing ,  s t r u c t u r e  i s  
reduced as much as 95% when i n  t h e  E a r t h ' s  shadow, shadow dwel l  t ime  i s  c r i t i c a l .  
The e n t r y  and e x i t  t imes  can be  c a l c u l a t e d  from t h e  p e r i o d  o f  t h e  o r b i t  and t h e  dwel l  
t ime ,  which can be  c a l c u l a t e d  from t h e  a l t i t u d e  of t h e  s t r u c t u r e  and t h e  a n g l e  
between t h e  s t r u c t u r e "  o r b i t  and t h e  p l a n e  of t h e  e c l i p t i c  ( r e f .  5 ) .  

The umbra-penumbra e f f e c t s  a r e  of l i t t l e  consequence f o r  o r b i t i n g  s t r u c t u r e s  and 
a r e  ignored .  For example, i n  geosynchronous o r b i t  a 1000 mete r  p l a t f o r m  t r a v e l s  
f a s t  enough t o  t r a n s i t  t h e  penumbra i n  l e s s  t h a n  4 m i l l i s e c o n d s .  I n  lower o r b i t s  the 
t ime i s  even s h o r t e r .  

FIGURE 5 



ORBITAL HEAT LOADS OF EARTH-FACING SATELLITES 

The heating of Earth-facing.satellites in geosynchronous and low Earth orbits is 
considered (fig. 6). A satellite in a geosynchronous Earth orbit (GEO) has a period of 
24 hours and an altitude of 35,876 km. In this orbit the effects of solar flux pre- 
dominate since the structure is so far from the Earth, and they vary as the struc- 
ture's orientation changes with respect to the Sun. Since the structure is Earth- 
facing, that is, maintaining a constant orientation with respect to the Earth, the 
amount of Earth-emitted heating is constant, although very low, less than 1% of the 
maximum solar heat. Albedo heating varies over the daylight side of the planet (over 
the night side it is zero), but due to the high altitude is also less than 1% of the 
maximum solar heating. 

The low Earth orbit (LEO) considered has a period of 90 minutes at an altitude 
of 279 km, similar to the shuttle orbit. In this orbit all incident heating rates 
are important. -As before, solar and albedo heating vary throughout the orbit while 
emitted heating is constant. In this LEO, the two Earth heating rates can be as much 
as 37% of the maximum solar heating. 

The effects of transit through the Earth's shadow are significant in any orbit. 
Within the shadow, the only heating is from Earth-emitted heat. In a GEO, however, 
this is negligible (less than 15 W/m2) while in a LEO it is significant. We will see 
later that the absence of heating during shadow transit can greatly affect the 
temperature history. 

.GEOSYNCHRONOUS (GE01 (PERIOD=24 o 
ALTITUDE’3 , !! I$!! ‘KM) 

- SOLAR FLUX PREDOMINATES AND VARIES WITH 
ORIENTATION 

- EARTH- MITTED HEATING RATE CONSTANT, LESS 
THAN 10 OF MAXIMUM SOLAR FLUX f 

- ALBEDO HEATING RATE VARIES, LESS THAN 1% 
OF MAXIMUM SOLAR FLUX 

@LOW EARTH ORBIT (LEO) (PERIOD=90 
ALT I TUDE=29!!N::!SJ 

- ALL INCIDENT HEATING RATES CONSIDERED AND 
VARY WITH ORIENTATION 

- EARTH HEATING RATE AS MUCH AS 37% OF TOTAL 

@EARTH SHADOW SIGNIFICANT 

- EARTH EMITTED HEATING ONLY 

- IN GEO, EARTH EMITTED HEATING ALMOST NEGLIGIBLE 

- IN LEO, EARTH EMITTED HEATING CONSIDERABLE 

FIGURE 6 
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ORBITING STRUCTURES THERMAL MODELING 

A truss is one of the fundamental structural concepts under consideration for 
orbiting structures. A typical truss member experiences conduction heat transfer 
combined with emitted radiation and radiation heating from both nearby truss members 
and other satellite components (fig. 7). Radiation exchange between members is neg- 
lected because computational experience (ref. 6) has shown that the member-to-member 
radiation heat exchanges in a truss are negligible in comparison with the incident 
heating and emitted radiation. Although member-to-surface radiation exchanges may be 
important, they are not considered. In general, both material and surface properties 
are temperature dependent and vary throughout an orbit. Thus the basic heat transfer 
problem is inherently nonlinear because of the emitted radiation combined with tem- 
perature-dependent properties and transient because of the strong time-dependence of 
the heat loads. Three alternative F.E. thermal models of a truss member are 
presented in figure 8. 

emitted. radiation 

solar & Earth heating 

conduction 

l Considerations 
-conduction combined with radiation 
-nonlinear, transient 
-member-to-member radiation exchanges 
-member-to-surf ace radiation exchanges 
-temperature dependence of material and 

surface properties 

FIGURE 7 
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ROD ELEMENT THERMAL MODELS 

Three thermal models of a truss member are considered: (1) a conventional two 
node element with a linear temperature distribution, (2) a nodeless variable higher 
order element with a quadratic temperature distribution, and (3) an isothermal 
element. The first two elements are useful in modeling members with significant 
member temperature gradients due to conduction, and the last element is useful for 
modeling members with negligible conduction. The isothermal element is similar to 
traditional lumped heat transfer models and does not transfer heat via conduction 
between adjacent members as with the first two elements. Thus with isothermal 
elements the solution of simultaneous equations is avoided, and the transient 
response of each member is computed separately (fig. 8). 

conventional element higher order element 

TCx,t) 
t 

t *W 

/ 

d t=t2 
St=,, 

1 Telement 

l Neglects conduction 
l No connection to 

adjacent members 

isothermal element ’ 

FIGURE 8 
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TRUSS MEMBER TEMPERATURE DISTRIBUTION 

To determine the element to best model a typical space structure truss member, a 
repeating module of a space truss was analyzed at the noon orbit position. Member 
properties were representative of a tube fabricated from graphite-epoxy. Radiation 
equilibrium temperature distributions were computed for all members of the repeating 
module, but because of geometric and heat load symmetry typical results are repre- 
sented by the three highlighted members (fig. 9). BY symmetry, all joint temper- 
atures are equal. 

The repeating module was analyzed with: (1) one conventional element per 
member, (2) ten conventional elements per member, (3) one higher order element per 
member, and (4) one isothermal element per member. 

Using the ten conventional element solution as the "exact" solution shows that 
a single conventional element predicts correct nodal temperatures but incorrectly 
predicts the temperature distribution within an element. The isothermal element, 
however, does an excellent job of predicting the nearly uniform member temperatures 
but does not predict nodal temperatures. The higher-order element (results not 
shown) did better than the single conventional element but tended to overestimate 
member interior temperatures. 

For computation of the structural response, the results from the isothermal 
elements are superior for this low conductivity material since the average member 
temperature is predicted quite well. Use of these elements gives improved structural 
accuracy and also allows smaller, uncoupled thermal models with significant 
computational advantages. 

Single conventional element per member 
-good nodal temperatures 
-inaccurate member temperatures 

Single isothermal element per member 
-good average member temperatures 
-permits significant model size reduction 

FIGURE 9 
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STRUCTURAL MODEL 

The structural element employed is the standard two-node linear rod with a 
linear displacement distribution. Structural mass is neglected, so that at each 
point of interest in an orbit a linear quasi-static displacement analysis is 
performed. The average member temperatures computed by isothermal elements are used 
to compute equivalent thermal forces. 

Note that for the heat load, thermal, and structural analyses one common 
geometric model has been employed (fig. 10). In each of these analyses, the 
analytical models have employed the geometry of the common discretization but each 
analysis has been "tailored" to best suit the problem. These features are funda- 
mental characteristics of an integrated analysis. 

T(x) I, 4 isothermal 

jLF.-.Jf-ex~~ conventional 

Thermal-stress model 

l quasi-static, no structural mass 

l use isothermal member temperature 
for equivalent thermal forces 

FIGURE 10 
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36-MEFlBER OCTETRUSS 

To illustrate the integrated thermal-structural analysis approach, the octetruss 
designed and fabricated at LaRC is analyzed. The LaRC octetruss is a 36-member space 
truss designed and constructed for buckling tests (ref; 7). Each member consists of 
two truncated cones made of graphite-epoxy members connected with aluminum joints. 
Each member is 5.42 meters (213.4 inches) long from end to end. 

The following assumptions were made in modeling and analyzing the octetruss: 
(1) each member was considered to be a uniform graphite-epoxy tube, (2) the aluminum 
joints were disregarded, (3) each member was considered to be isothermal (conduction 
between members was disregarded), and (4) material properties were considered 
constant (fig. 11). 

LABORATORY ~ 

TYPICAL TRUSS MEMBER 

- COMPOSITE MEMBER 

- ALUMINUM JOINTS 

FINITE ELEMENT MODEL 

- ISOTHERMAL MEMBER 

- ALUMINUM JOINTS NEGLECTED 

FIGURE 11 
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TRUSS IN ORBIT 

The.Earth-facing octetruss is in a geosynchronous orbit in the ecliptic plane. 
In this orbit, the structure is in the Earth shadow for a longer time than for low 
Earth orbit, so that effects of the shadow on the thermal-structural response are 
most noticeable. 

The heat load, thermal, and structural responses of the truss are computed in 
time increments starting from the satellite noon position (a = 0 in fig. 12). The 
member temperature initial conditions are first computed from a steady-state radia- 
tion equilibrium analysis. These temperatures are used as reference temperatures for 
the structural analysis. 

FIGURE 12 
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TYPICAL ELEMENT HEAT LOADS 

Heating histories through one geosynchronous orbit are shown in figure 13 for 
three representative members of the octetruss. Note that the variation of heating 
rates is due solely to different member orientation with respect to incident solar 
heating. Because of geometric symmetry, there are six sets of members with each 
member of a set having the same heating history. The geometric symmetry and multi- 
plicity of the same member heating histories occur because the octetruss is flat. 
In a curved space truss, such as a parabolic antenna structure, all member heating 
rates would differ. 

The abrupt drop and rapid rise in heating occur during passage through the Earth 
shadow. The very low heating during shadow passage is due to Earth-emitted radiation. 
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TYPICAL ELFBENT TEMPERATURE HISTORIES 

Typical member temperature histories computed from the isothermal elements are 
shown in figure 14. The same member families are used in temperature histories as 
were used in the preceding heating histories. The member temperatures follow the 
heating rates very closely becaus,e the members have low thermal capacitance and so 
stay close to radiation equilibrium. The only exception to this is the period of 
shadow transit, where the heating falls to almost zero abruptly and the temperatures 
fall more slowly toward radiation equilibrium. Upon reentering the sunlight, each 
member experiences a high heating with a temperature rise in the neighborhood of 6 K 
per second. 

FIGURE 14 
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STRUCTURAL RESPONSE 

Shown in figure 15 are outlines of the structure's shape at various points in 
the orbit. The structural response can be characterized by two features: (1) there 
is no out-of-plane bending due to the symmetry of the structure, and (2) the only 
distortion is a shearing of the top surface with respect to the bottom surface. 

Notice that once the structure enters the Earth's shadow, the structure returns 
to its original shape. As it g.oes further into the shadow, however, it shrinks, 
getting smaller and smaller. Once the structure has reentered the sunlight, the 
shear deformation returns almost instantly. 

Deformations shown here are greatly exaggerated; the actual deformations are 
just a few millimeters (the diameter of the truss is 10.8 m) due to the low thermal 
coefficient of expansion of the composite material. Recall, also, that the effects 
of aluminum joints have been neglected. Preliminary computations (not presented 
herein) suggest that aluminum joints with their relatively high coefficient of 
thermal expansion should be considered. 

Member stresses exist because the truss is statically indeterminate, but they are 
quite small and can be neglected. 

FIGURE 15 
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STRUCTURAL DEFORMATIONS 

TWO views of the octetruss structure are shown in figures 16 to 22 at the same 
points in the orbit that were highlighted in figure 15. 

FIGURE 17 
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STRUCTURAL DEFORMATION 

FIGURE 18 

FISURE 13 
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STRUCTURAL DEFORMATION 

FIGURE 20 

FIGURE 21 

FIGURE 22 



CONCLUDING REMARKS 

This paper demonstrates the characteristics of an integrated thermal-structural 
analysis approach which employs a geometric model with a common discretization for 
all analyses. It allows the use of improved thermal elements and uses the results 
from the thermal analysis directly in the structural analysis without any intervening 
processing of the data. 

Comparative calculations for three thermal elements show that an isothermal 
element works best for low thermal conductivity materials. The isothermal element 
gives a good representation of the member temperatures and yields the best member 
forces. 

An illustrative example with the LaRC octetruss gives typical thermal effects on 
an orbiting truss structure and shows that the integrated finite element approach is 
an attractive method for the thermal-structural analysis of large space structrues 
(see figure 23). 

l CHARACTERISTICS OF INTEGRATED APPROACH 

- GEOMETRIC MODEL WITH COMMON DISCRETIZATION 

- IMPROVED THERMAL ELEMENTS 

- STRUCTURALLY INTEGRATED THERMAL RESULTS 

@THREE TRUSS THERMAL ELEMENTS DESCRIBED FOR 
CONDUCTION COMBINED WITH RADIATION 

l kOTHERMAL ELEMENT BEST FOR LOW CONDUCTIVITY MATERIAL 

- GOOD REPRESENTATION OF MEMBER TEMPERATURES 

- BEST MEMBER FORCE 

.OcTETRUSS EXAMPLE ILLUSTRATED TYPICAL ORBITING 
STRUCTURE RESULTS 

@INTEGRATED FINITE ELEMENT APPROACH ATTRACTIVE 
FOR ORBITING STRUCTURES ANALYSIS 

FIGURE 23 
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INTERACTIVE MODELING, DESIGN AND ANALYSIS OF LARGE SPACECRAFT 

L. Bernard Garrett 
NASA Langley Research Center 

Hampton, Virginia 

INTRODUCTION 

Large space systems on the order of tens to hundreds of meters in size are 
projected to be operational in the future. The sizes will be driven by one or two 
principal considerations: economy of scale (e.g. antenna or sensor farm mounted on 
platforms with shared central utility supporting subsystems) or advanced systems 
which require large physical areas (e.g. high power solar arrays or remote sensing 
microwave radiometer antenna systems). These future spacecraft, unlike today's 
spacecraft which are generally enclosed monoque structrues with a few appendages, 
will have large-expanses of lattice (truss-like) structures with hundreds or 
thousands of individual connecting members. The lightweight, flexible structures 
will be subjected to on-orbit environmental loads (gravity gradient, thermal, low- 
frequency transient vibrations, etc.) which usually were ignored in past spacecraft 
designs. Unless efficient design and analysis capabilities are developed for these 
advanced structures, the engineers will be severely taxed by the modeling, design, 
and analysis efforts. Further, computer resources will be rapidly consumed by the 
use of the prevalent large, single-discipline design and analysis codes. 

The purpose of this presentation is to describe an efficient computer-aided 
design and analysis capability which has been developed to relieve the engineer of 
much of the effort required in the past. The automated capabilities can be used to 
rapidly synthesize, evaluate, and determine performance characteristics and costs 
for future large spacecraft concepts. The Interactive Design and Evaluation of 
Advanced Spacecraft Program (IDEAS) is used to illustrate the power, efficiency, and 
versatility of the approach. Although the IDEAS capabilities are by no means com- 
plete, the program has reached a certain level of maturity in the use of interactive 
data processing capabilities and spacecraft systems analysis oriented software to 
guide the design of future large space systems. , 

The coupling of space environment modeling algorithms with simplified analysis 
and design modules in the IDEAS program permits rapid evaluation of completing 
spacecraft and mission designs. The approach is particularly useful in the con- 
ceptual design phase of advanced space missions when a multiplicity of concepts must 
be considered before a limited set can be selected for more detailed analysis. 
Integrated spacecraft systems level data and data files are generated for subsystems 
and mission reexamination and/or refinement and for more rigorous analyses. 
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COMPUTER-AIDED.DESIGN AND ANALYSIS CAPABILITIES - 
IDEAS PROGRAM OVERVIEW 

The IDEAS program consists of about 30 interdisciplinary applications modules 
that include structural, thermal, and control system modeling; on-orbit static, 
dynamic, and thermal loading analysis; structural element design; surface accuracy 
analysis; antenna RF performance; and cost approximations. These modules are 
described in detail in references l-3. They reside on both mainframe and super mini- 
computer systems. Data files are transferable between the two computer systems. 
These modules are executable from remote interactive graphics terminals. Processing 
and data control are accomplished via simple efficient executive and data base 
programs and file management routines. User prompts for file names and unformatted 
data inputs are provided. CRT graphic displays of finite element models and of 
summary information (temperature contours, element loading histograms, mode shapes, 
etc.) are presented to the user for immediate assessment and interactive modification 
of the spacecraft and/or mission as necessary. 

The primary IDEAS modules and basic functions of each module are shown in 
Figure 1. The Aerospace Vehicle Interactive Design (AVID) program, developed by 
Wilhite (ref. 4) provides executive control and data base management capabilities for 
IDEAS. Additional procedure files and data file management routines reside in the 
individual IDEAS modules. 

IDEAS was developed for multidiscipline spacecraft systems analysts as opposed 
to single discipline specialists or computer systems experts. The executive, data 
base/file management routines and applications modules were selected to provide a 
rapid, cost-effective computer-aided design and analysis capability for future large 
spacecraft systems concepts. The program is user friendly, prompting the analyst 
with queries or requests for unformatted input data, file names, processing paths, 
etc. The applications modules have been integrated to pass compatible, properly 
formatted files and data base information between single-discipline programs. 

t t t c- t 
DISH/PLATFORM 
STRUCTURE 

APPENDAGE RIGID-BODY 
CONTROL ORBITAL COST 

SYNTHESIZERS SYNTHESIZERS DYNAMICS TRANSFER ANALYSIS 

STRUCT. SYNTHES 

STRUCTURE - 
SYNTHESIZER 

'UNDER 
DEVELOPMENT 

Figure i 
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,: IDEAS MENU 
i 

The small executive program (50 to 100 lines of coded instructions) allows the 
analyst to run the applications modules individually or in any desired sequence by 
menu selection. The menu of spacecraft programs currently available is shown in 
Figure 2. ill modules are set up to run in the interactive mode except for the ones 
prefaced with the word batch and the static and dynamic structural analysis modules. 
Note that all batch modules with the exception of the structure analysis modules have 
an interactive counterpart. Only the structural analysis programs have to be run in 
the batch mode because of the Langley Research Center 70,000 word memory interactive 
constraint for the mainframe computers. (Typical structural models analyzed to 
date require 150-200 K memory for these modules.) The minicomputer system does not 
have this constraint. 

.:. ~~~~.~.:.*~~~~.:.oo*.:.o.:.~~.~~~.:..~~~.~~. .:..~~~..~~..:..:.~.900.:..:.*4.2.:..:..:.~..:.~..:..:..:..:..:..:..:..:..:..:..:..:..:. .:*.~..:..~..~..:..~..~..~..:..~..~”: 

IDEAS PROGRAM i 

1 INTERACTIVE DESIGNANDEVALUATION OFADVANCED SPACECRAFT f 
00.:..:.96~~*~.:.~~~..~~~..~.:..:.~.~ * * .:. . . . . . . . ~.:..:..:..:..:.9.:..:..:..:.9.~9800900*0000090 .:* .:. .:. 0.:. .:a .:..:..:..:. .:..:. .:..:.<. 0.:. .:. .:..:.<..:. 0.:. .:..:.<. 

INPUTLETTER OF PROGRAMtS! TO BEEXECUTED 

A -AVID DATAMANAGEMENTPROGRAM -AVID DMP 
B -LASS PREPROCESSOR -ANALOG 
C -TETRAHEDRALTRUSS STRUCTURE SYNTHESIZER 

-l-KS 
D - GENERALTRUSS SYNTHESIZER -GTS 
E -RIGID-BODYCONTROL DYNAMICS -RCD 
F -THERMALANALYSIS -TA 
G -STATIC LOADS - SL 
H -STRUCTURAL ANALYSIS PROGRAM 

(STATIC, DYNAMIC) - SAP 
I -SURFACEACCURACY-SA 
J -ACTIVE DAMPING -ACTD 
K-DYNAMIC LOADS - DL 
L-LASS POSTPROCESSOR -POST 
M-LASS COSTPROGRAM -COST 
N -EXlTLASS PROGRAM 

0-BATCHTTSS 
P -BATCHRCD 
Q-SYSTEM DESIGNANDCOSTMODULE - 

-SDCM 
R -BATCH GTS 
S -GENERALTRUSS SYNTHESIZER 

(NON-DISH) 
T-BATCHTA 
U - INTERACTIVEMODE PLOlllNG MODULE 
V-BOXRING 
W-RADIAL RIB 
X -HOOP AND COLUMN 
Y -CONTIGUOUS BOX TRUSS 
Z -MASS PROPERTIES 
1 -ORBITAL TRANSFER 
2 -RF ANALYSIS 

Figure 2 



STRUCTURE SYNTHESIZER MODULES 

The Tetrahedral Truss Structure Synthesizer (TTSS) module, developed by W. D. 
Honeycutt of the General Dynamics Corporation, Convair Division, is used to rapidly 
model flat or curved tetrahedral truss structrues and to initially size the struc- 
tural members. The module automatically generates the nodal geometry; the member 
connectivity, cross-sectional areas and masses; and the resultant finite-element 
model of the structure for a specified dish diameter, shape, number of bays, and a 
diagonal angle which defines the truss depth. The tetrahedral truss configuration 
and major hardware components are shown in Figure 3. 

The truss structural members are assumed to be circular tubes, isogrids, or 
triangular truss struts. The surface and diagonal members are sized separately for 
Euler buckling from input material properties and initial loading conditions. Upper 
and lower surface members are pinned; diagonal elements may be pinned or clamped at 
the user's option. Structural members can be constrained to minimum material thick- 
nesses and tube diameters so that the column buckling equations will not design 
members too small for practical use. An option also permits the sizing of the member 
(diameter and thickness) from user specified length over radius of gyration and a 
tube radius over thickness inputs. 

The folding hinges, spiders, bearing, and end fitting masses are computed as 
functions of the structural member diameter. A mesh-reflective surface and the sup- 
port system may be optionally included in the calculations and is automatically 
distributed at each nodal point on one of the surfaces. The mesh control system, 
used to maintain contour, is computed as a percentage of the mesh weight. A con- 
tingency mass is included which is defined as a percentage of the mass of all the 
structural components. 

A total of 45 input variables is needed to run TTSS. The module calculates and 
outputs the mass of the structural components, mesh system, and total system; the 
center of gravity; and mass inertia properties. The displayed outputs also included 
structural member dimensions, hardware part counts, unit masses, total group masses, 
mesh area, and configuration packaging dimensions for inward and outward folded 
deployable surfaces. 

Uniquely nameable data base and files, including a complete finite-element model 
of the tetrahedral truss, are created in TTSS for later use in other modules. 

Structure synthesizer modules which have similar modeling characteristics as 
that of the tetrahedral are also incorporated in IDEAS. They include contiguous box 
trusses, box truss ring, radial rib, and hoop and column synthesizers. Some of these 
finite-element models are shown in Figures 44. 
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CONFIGURATION DEFINITIONS FOR THE TETRAHEDRAL 
TRUSS STRUCTURE SYNTHESIZER MODULE 

"CARPENTER" LEAF SPRING 

HINGED STRUCTURE MEMBER 

FULLY DEPLOYED 

BAY DEFINITIONS 

Figure 3 

BOX TRUSS RING ANTENNA STRUCTURE 
FOR A MICROWAVE RADIOMETER SATELLITE 

Figure 4. 
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RADIAL RIB ANTENNA STRUCTURE 
FOR A LAND MOBILE COMMUNICATION SATELLITE 

Figure 5 

HOOP AND COLUMN ANTENNA STRUCTURE 
FOR A LAND MOBILE COMMUNICATIONS SATELLITE 

Figure 6 
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APPENDAGE SYNTHESIZER MODULE 

The Appendage Synthesizer Module is used to complete the definition of the 
spacecraft structure, materials, and supporting subsystems. Required inputs include 
dish data files from the appropriate Structure Synthesizer Module; added structural 
members and connectivity, member design loads; subsystem locations, masses and areas; 
and mesh blockage factor. Hollow tubes, isogrids, 'triangular trusses (see Fig. 7), 
cables, and deployable astromast members are available structural appendage types. 
Outputs include the design of the,added members; a finite-element model of the total 
spacecraft; an atmospheric drag approximation model; and updated mass, inertia, 
centers of gravity, and pressure properties. The mass-per-unit area of all elements 
needed for the thermal analysis is also generated in this module. The Appendage 
Synthesizer can be used to create spacecraft designs from keyboard input when no 
synthesized structure is desired. Alternatively, finite-element model data formatted 
by external structural analysis programs can be preprocessed and read directly into 
the module to save labor and time. 

1 2 

HOLLOW TUBE ISOGRID 

Figure 7 

TRIANGULAR TRUSS 
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RIGID-BODY CONTROL DYNAMICS MODULE 

The Rigid-body Control Dynamics (RCD) module calculates the on-orbit environment 
and maneuver forces and torques at user-specified circular orbital altitude and 
spacecraft orientation. The module then determines the momentum storage and 
desaturation requirements, and iterates the masses of the control systems, propellant, 
and tankage to meet the orbit-keeping, attitude control, and maneuver requirements of 
the spacecraft. Principal features of RCD are shown in Figure 8. The total torque 
and force time histories are analyzed to determine cyclic momentum for momentum 
exchange system sizing and accompanying momentum desaturation requirements. Momentum 
desaturation is accomplished by reaction control system (RCS) thrusters. RCS require- 
ments for orbit keeping are also determined. Finally, RCS requirements are computed 
assuming RCS control in lieu of the momentum exchange plus desaturation systems. 
Technical capabilities for this module were provided by Chiarappa and Eggleston 
(ref. 5). References 6 and 7 also provide supporting information on satellite drag 
and referenced atmospheric data. 

Spacecraft mass, inertia, areas, centers of gravity, and pressure are input from 
the synthesizer files. Those parameters are updated in RCD in accordance with the 
momentum exchange and propulsion systems sizing and mass computations. A total of 
34 addition input variables plus a thruster force matrix are needed to run RCD. In- 
put categories include the orbital parameters; the spacecraft orientation (inertial 
or Earth oriented), maneuver requirements, and pointing accuracy; the control system 
location and performance characteristics; and the propellant resupply periods. An 
arbitrary number of RCS thrusters may be located at multiple nodes. The thrust level 
and direction for each individual thruster is user specified. The program assumes 
that individual thrusters can fire in either a positive or negative direction along 
one of the principal axes. 

INPUT* 

SLEWREQT_ MOMENTUM 
EXCHANGE 

- 
ssr;sKi 

,PREDESIGN DATA 

CYCLIC MOMENTWI 

1 
MO'MENTUM 

CALCULATE 
ENVIRONMENT 

TORQUEANDFORCE 
ATMOS DRAG 
GRAVGRAD 

OTHER 

Figure 8 
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THERMAL ANALYSIS MODULE 

The Thermal Analysis (TA) module is used to compute the radiation equilibrium 
temperature for each structural member at a given position in the spacecraft orbit. 
Technical capabilities for the module (fig, 9) were developed by G. A. Howell of the 
General Dynamics Corporation, Convair Division, from the original work of Ballinger 
and Christensen (,ref. 8). Heat sources are solar radiation, Earth albedo, and Earth 
radiation. The thermal response of each is determined from the balance between 
absorption of energy from the three heat sources and reradiation of energy from the 
elements to deep space. The position of the members relative to. the Sun and the 
Earth are varied at 36 intervals in the orbit. Earth shadowing is included, The 
members may be single or double shadowed by a translucent mesh. There is no radia- 
tion exchange or conduction between members and no shadowing of members by other 
members. Inputs to TA include the thermal properties of the members and,mesh trans- 
missivity constants; the finite element geometry and unit area data files from 
Appendage Synthesizer and/or RCD; and Sun-Earth-spacecraft geometry inputs from RCD. 
Outputs include the temperature of each member at a user-specified location in orbit, 
temperature contours of the dish upper and lower surface members, and a temperature 
file, TATMPS. Since one isothermal temperature is computed per member, the thermal 
model is completely compatible with the structural finite element model. Tempera- 
tures for each member are read into the static loads module from the TATMPS file for 
use in conjunction with the Structural Analysis Program for the generation of thermal 
loads and deflections. For 439 members, evaluated 12 minutes apart in the orbit, TA 
executes in 16 seconds CP time and in about 10 wall-clock minutes. 

PURPOSE: 

. TO COMPUTE EQUILIBRIUM HEATING RATES AND ISOTHERMAL 
TEMPERATURES OF EACH MEMBER IN ORBITAL ENVIRONMENT 

HEAT BALANCE: 

l SUN, EARTH ALBEDO, EARTH THERMAL RADIATION AND STRUCTURAL 
MEMBER ABSORPTlON/RERADlATlON 

. VARIES POSITION OF MEMBERS RELATIVE TO SUN AND EARTH AT 36 
INTERVALS WITHIN THE ORBIT (EARTH SHADOWING INCLUDED) 

. MEMBERS ARE SHADOWED OR DOUBLE SHADOWED BY MESH 

INPUTS: 

. THERMAL PROPERTIES OF MEMBERS 
l FINITE ELEMENT GEOMETRY, MASS/UNIT AREA DATA FILES 
. SUN-EARTH-S/C GEOMETRY INPUTS FROM RCD 

OUTPUTS: 

. TEMPERATURE OF EACH 
l THERMAL CONTOURS 
l TTAMPS FILE FOR SAP 

MAINFRAME STATISTICS: 

MEMBER 

STATIC 

l 16 SECONDS CP TIME\ 
. 10 MINUTES 

,439 ELEMENTS 
12 ORBITAL MINUTES 

Figure 9 
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RADIAL RIB ANTENNA TEMPERATURES 

Temperature contour data are shown in figure 10 for a 55-meter diameter radial 
rib antenna. This is one of several concepts under study for a Land Mobile Communi- 
cation Satellite mission. The satellite is in a circular equatorial orbit at geo- 
synchronous Earth orbital altitude. The satellite has been in the sunlight about 
1.5 minutes after a 1.3-hour cold soak in the Earth shadow. 

RADIAL RIB ANTENNA TEMPERATURES, K 

LY n \w SUN VECTOR 
> 9rn 

Figure 10 
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SELECTED MISSION AND SPACECRAFT DESIGN DETAILS 

The capabilities of the IDEAS program to deal with the multidiscipline aspects 
of spacecraft preliminary design are illustrated by examples in the design-, analysis, 
and parametric evaluation of an advanced spacecraft-- the passive Microwave Radiometer 
Spacecraft (MRS) designed to perform soil moisture measurements ‘from low-Earth orbit.. 

The MRS structure and supporting systems are shown schematically in Figure 11. 
The structure consists of a relatively stiff double-layered 750-m diameter tetra- 
hedral truss dish (graphite epoxy composite structural members) with an RF reflective 
mesh (aluminized Kapton with a unit mass of 0.03 kg/m2) attached to offsets on the 
concave surface. Support beams (graphite epoxy composite) and tension cables (Kevlar) 
provide stabilization and boresight control for the feed horns mounted on a curved 
beam located at the focal arc of the reflector. The spacecraft operates at a nominal 
altitude of 750 km. The dish points toward nadir with the feed beam oriented normal 
to the spacecraft velocity vector. 

Attitude control is provided by a dual-ring annular momentum control device 
(AMCD) and eight one-newton liquid oxygen/liquid hydrogen thrusters. The AMCE rings 
are magnetically supported in races at the outer periphery of the convex surface of 
the dish to provide pitch, roll, and yaw control. Orbital velocity makeup is pro- 
vided by four larger liquid oxygen/liquid hydrogen thrusters. Two are located on the 
dish structure providing 1,500-newtons thrust each and two are located at the 
extremities of the feed beam providing 500-newtons thrust each. Three propellant 
tanks are located on the convex side of the dish in a triangular arrangement at the 
three center-most nodes. Other subsystems included in the analysis are shown in 
Figure 11. 

n PRdPELLANT TANKS 
GYRO DAMPERS 

(2) 
w-RCS THRUSTERS 

(8) 
/ \r. 

%6iiD / bERVICE MOD 
.- -.~ .~. 

dGRAP-HITE COMPOSITE ,-KEVwR 
II\\ 

(2 RINGS) 

TETRAHEDRAL TRUSS STRUCTURE. TENS ION / 

FEED ARRAY BEAM 
GRAPHITE COMPOSITE 
FEED SUPPORT BEAM 
(TRIANGULAR STRUTS 

ORBIT KEEPING fmni 11 c 

NOTE: ALUMINIZED KAPl 

- (2)) 

‘ON 

lULES 

ANTENNA MESH NOT SHOWN 
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MICROWAVE RADIOMETER SPACECRAFT TEMPERATURE CONTOURS 

Selected thermal contours for MRS dish members oriented in the same direction 
are shown in figure 12. The solid lines denote the structural members for which the 
temperature contours are applicable. Similar contours are also plotted for both con- 
cave surface members oriented in the other directions. The contours aid the analyst 
in rapidly visualizing approximate temperature ranges and distributions for the 
entire structure and are preferable in the interactive analysis to review of tempera- 
ture printouts for hundreds of members. 

BASELINE CASE 

SUN 

tY 

Y 
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MlNUTESCOLDSOAK 
IN SHADOW 

(2) CONTOUR LINES ARE 
FOR SOLID ELEMENTS 
ORIENTED INSAME 

r). 
X DIRECTIONS RELATIVE 

TOSUNANDTOEARTH 

Figure 12 
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TEMPERATURE VARIATIONS OF THE 
MICROWAVE RADIOMETER SPACECRAFT THROUGHOUT THE ORBIT 

Thermal loads on the individual elements will vary throughout the orbit and it 
is not generally known a priori where in the orbit the loads reach the maximum. How- 
ever, some insight on maximum thermal loading can be gained by calculating element 
temperatures and temperature differentials at selected orbital points. In this 
study, heating rates and temperatures of each MRS structural member were calculated 
in the IDEAS Thermal Analysis (TA) module at four points in the orbit: 

Point a. Orbit Anomaly Angle = 1.5 radians, time = 0.40 hours 
(just prior to S/C entry into Earth shadow) 

Point b. Orbit Anomaly Angle = 3.7 radians, time = 0.98 hours 
(just prior to S/C exit from Earth shadow) 

Point c. Orbit Anomaly Angle = 3.9 radians, time = 1.03 hours 
(just after S/C exit from Earth shadow) 

Point d. Orbit Anomaly Angle = 5.8 radians, time = 1.53 hours 
(midway in sunlight portion of orbit) 

Start and end of Earth shadow were at anomaly angles of 1.6 and 3.8 radians (time 
0.4239 hours and 1.005 hours), respectively. The orbit period was 1.667 hours at 
the 750-km altitude. Figure 13 gives summary results of maximum and minimum 
temperatures of the various members at each point in the orbit. 

Element temperatures for Point c (just after exit of the spacecraft from Earth 
shadow) were selected for use in the static loads analysis. This point was selected 
on the combined basis of near-maximum temperature difference between elements and 
relatively low temperatures for all the elements. 

MAXIMUM/MINIMUM ELEMENT TEMPERATURES, K 

CASE 
FEED FEED SPT TENSION 
BEAM BEAM CABLES 

A 3121232 3121237 3121236 

B 1911183 1841183 1791176 

C 251/201 2641196 2551214 

D 3321324 3281324 3251300 

313 3121308 310/286 

191 1791179 180/180 

267 2611256 2621229 

321 2981271 301/275 

Figure 13 
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MICROWAVE RADIOMETER SPACECRAFT ENVIRONMENTAL LOADS 

SAP Static. The static-load-carrying capabilities and internal stresses in the 
individual structural members are evaluated in the Structural Analysis Program (SAP, 
ref. 9), which was originally the work of Professor Edward L. Wilson of the 
University of California at Berkeley, and the Static Loads (STLO) module. SAP is a 
general purpose structural analysis program for static and dynamic linear analyses of 
three dimensional structural systems. SAP static calculates nodal displacements and 
rotations, member forces and moments, and internal stresses for up to five separate 
load conditions and for the linear combination of all loads acting simultaneously. 
However, the program requires loading inputs to perform the analyses which are pro- 
vided by the SILO module. 

STLO. The STLO module operates in two parts. STLO, part 1 collects all the 
appropriate static loads data in a properly formatted file for SAP and generates 
environmental and spacecraft-induced loads for the following five loading conditions: 
(1) pretension; (2) thermal; (3) gravity gradient; (4) atmospheric drag; and 
(5) static thrust. The structural finite-element model is included in the STAMOD 
file. Inputs to STLO, part 1, include a full description of the mass points for the 
gravity gradient computations from the DYML file, the projected area approximations 
for the atmospheric drag loads from the Appendage Synthesizer files, the isothermal 
member temperatures from the Thermal Analysis module, and thrust and pretensioning 
forces. Following the SAP run, STLO, part 2 outputs summary data of the actual 
loads on the structural members, compares them to the design loads, and permits the 
user to redesign the elements if the actual loads differ considerably from the design 
loads. If many members are poorly designed, the user can instruct the program to 
recycle through the appropriate synthesizer modules with the updated design loads 
and revise the member sectional areas. If the spacecraft mass and inertia properties 
are significantly modified, the RCD module can redefine the control system require- 
ments. Continuous iterations can be performed under user control until a satis- 
factory solution is obtained for the structural loads, member sizes, spacecraft mass, 
inertia and drag properties, and the control system requirements. At any step in the 
design and analysis process, the user may decide that he has a poor design and may 
revise the design or change subsystems (which may either be current space-qualified 
hardware or advanced technology subsystems) and continue with the design process. 

The contributions of various environmental load conditions are illustrated in 
figures 14 and 15 for the three-load case (thermal, gravity gradient, and atmospheric 
drag) and for thermal load only. Note that there is little change in the loads 
levels or distribution from the thermal-only case to the three-load case. The 
environmental loads are extremely small. Minimum gage structural members designed on 
the basis of practical ground fabrication and handling loads are expected to have a 
much higher load-carrying capability. 
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MICROWAVE RADIOMETER SPACECRAFT SURFACE ACCURACY 

Performance must also be factored into the design evaluation process. For 
example, in the case of large aperture systems, surface distortions, boresight off- 
set, and defocus are important parameters leading to the establishment of RF antenna 
or solar concentrator performance and figure control requirements, The IDEAS Surface 
Accuracy (SA) Model establishes these first-order effects on performance. SA com- 
putes the overall surface roughness (rms displacement), lines of constant derivation 
from an ideal surface (distortions), and changes in focal length, boresight direc- 
tion, and boresight displacement for reflective surfaces. The SAP static module 
files supply SA with finite element model data for all original and statically 
displaced node point locations. SA plots the local normal displacement and dis- 
tortion contours for the mesh surface nodes. The shapes of surfaces available are 
parabolic, spherical, or flat. 

It should be noted that most spacecraft are free-free structures which require 
nonredundant translational constraints for purposes of static analysis. The STLO 
module has been coded to automatically provide nonredundant constraints at three 
node points on opposite comers of a tetrahedral truss dish structure (one node 
restrained in x, y, and z, one node restrained in x and z and one node restrained in 
z only) to arrive at static loads. The calculated loads and stresses are valid for 
the real free-free spacecraft; however, resulting static deflections at individual 
node points are sensitive to the method of restraint and the nodes which are re- 
strained. The program is used to convert the artificially constrained nodal deflec- 
tions into distortions that are independent of the constraints. 

The MRS surface distortion contours due to the environmental loads are shown in 
figure 16. Defocus and boresight offset data are also shown. The resulting surface 
rms roughness is well within the 6-mm tolerance required for good microwave radi- 
ometry performance. 

+X 

/\ /\ CONTOUR LEVELS, cm ( 

A -.050 D t.025 
6 -.025 E t.050 
C 0 F t.075 

G t.100 

7Ti7 3.5x lo-‘cm 

RMS ROUGHNESS 
-3 

+ Z-AXIS DISPLACEMENT 
x 10-2 cm 

\TIONABOUTX-AXIS 
.7.5 x 10-7 RAD 

ROTATIONABOUTY-AXIS 

.-1.3x lo+ RAD 

Figure 16 

214 



MICROWAVE RADIOMETER SPACECRAFT DYNAMIC ANALYSIS 

In the IDEAS program the SAP Dynamic Analysis Module is used to generate modal 
frequencies, normalized forces, and stresses. The deflections in all cases are 
normalized to unit-generalized masses. All appropriate dynamic analysis data, 
accumulated from the structural synthesizer and other analysis modules, are combined 
in a properly formatted input file (DYML) for the SAP Dynamic Analysis module. An 
automated eigenvalue shift procedure has been employed in IDEAS to overcome most 
numerical instability or singularity problems associated with rigid body modes 
(normally there are six of these zero roots for the free-free structures). SAP 
outputs data on the number of modes requested by the user, including the first six 
rigid body modes for the linear system. A post-processor has been added to the 
Langley version of IDEAS to scale and plot flexible body mode shapes for the space- 
craft structure. 

Mode shapes for the first and fourth flexible body modes of the MRS are shown 
in figures 17 and 18. These figures were generated in the Interactive Plotting 
Module from SAP (Dynamic) solutions. The low frequencies noted in the figures are 
due to mast and feed beam action. The tetrahedral truss dish first flexible body 
frequency is an order-of-magnitude (Q 0.5 Hz) higher than the fundamental mast fre- 
quency. Although this study did not address minimum vibrational frequency or 
flexible-body-control-system requirements for the MRS, it should be noted that the 
triangular truss beams could be replaced with somewhat stiffer structural members to 
provide moderate increases (possibly a factor of 2 or 3) in the lower-order fre- 
quencies. However, even with technology advances in stiff, lightweight materials and 
structural design concepts, it is likely that these low frequencies and possibly 
high-amplitude vibrations will be typical of large future systems. Frequencies on 
the order of 0.01 to 0.1 are far below the design capabilities of space-qualified 
controllers/actuators and will require innovative control concepts and much more 
detailed analyses. 
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ADDITIONAL IDEAS CAPABILITIES 

The IDEAS program has several additional capabilities for design, analysis, and 
evaluation of future large spacecraft concepts. These capabilities are summarized 
below. 

Orbital Transfer. This module is used to compute the propellant required to 
perform an orbital plane change maneuver or to raise or lower a satellite orbit. 
Inputs include the satellite mass, thruster specific impulse, and initial and final 
orbit parameters. 

RF Analysis. This module calculates the db loss for random distortions in an 
antenna surface. Inputs required include node point displacements or overall surface 
rms errors and the antenna operating frequency. 

Dynamic Loads and Active Damping. Other capabilities include the Dynamic Loads 
(DYLO) module developed by Leondis (ref. 1) to provide dynamic deflection data at 
node points and dynamic loads on each member. Inputs include the flexible body modes 
from SAP dynamic, the finite-element files (DYML), and user-specified transient-force 
functions and structural damping characteristics. The use of active damping systems 
can be evaluated in this module. 

cost. Developmental and first unit costs are computed in the COST module prin- 
cipally from cost-estimating relationships. Subroutines calculated costs associated 
with large space structures comprised of many structural members of various types of 
materials and design complexity. Spacecraft subsystem costs are approximated from 
subsystem masses or performance data. Shuttle launch costs are based on both space- 
craft/subsystem mass and on packaging volumes. On-orbit construction costs may be 
estimated from user inputs on construction time and crew size. All cost-estimating 
relationships are in 1976 dollars; however, totals costs are updatable to any 
subsequent year with appropriate inflation factors. 

PROGRAM RUN TIMES AND THROUGHPUT STATISTICS 

A 32-bay tetrahedral truss dish structure (6864 structural members) of any 
diameter, curvature, and truss depth can be mathematically synthesized in the 
Tetrahedral Truss Structure Synthesizer module in about 5 wall-clock minutes on the 
minicomputer system. The program incorporates all joints, pins, hinges, and mesh 
system and designs the structural members for a user-specified Euler buckling load. 
Then it generates and displays the finite-element model and summary data and writes 
the data and files to retrievable dish storage. The corresponding 8 Bay case (420 
members) executes in 1 to 2 wall-clock minutes on the minicomputer (at 9600 Baud line 
rate) or about 6 wall-clock minutes and 27 seconds CP time on the mainframe (at a 
1200 Baud line rate). 

In general, for a typical case with about 500 structural members, the CP times 
for each applications module range from a few seconds to 2 minutes on the mainframe. 
Corresponding wall-clock times vary between 1 and 15 minutes. All modules can be run 
in series in 2 to 3 wall-clock hours on the mainframe. (See ref. 3 for more infor- 
mation on run time statistics for the individual modules.) 
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CONCLUDING REMARKS 

Capabilities, performance, and advantages of a systems-oriented interactive 
computer-aided design and analysis system have been presented. A single user at an 
interactive terminal can create, design, analyze, and conduct parametric studies of 
Earth-orbiting spacecraft with relative ease. The approach is shown to be partic- 
ularly useful in the conceptual design phase where various missions and spacecraft 
options are to be evaluated in a timely, cost-effective manner. 

The Interactive Design and Evaluation of Advanced Spacecraft (IDEAS) program was 
developed specifically to provide spacecraft system analysts with the interactive 
capabilities to rapidly analyze and evaluate spacecraft performance across several 
disciplines. The primary emphases are on structures, thermal analyses, and controls. 
Simple and efficient executive data base and file management systems relieve the 
analyst of much of the tedium associated with computer system command protocol. 
Formatted data inputs reduce the possibility of input errors and greatly increase 
throughput capabilities. Extensive graphical displays let the analyst rapidly eval- 
uate the results, make timely design changes, and continue in the interactive proces- 
sing mode. Although the IDEAS capabilities are by no means complete, the program has 
reached a certain level of maturity in the use of interactive data processing capa- 
bilities and spacecraft systems analysis oriented software to guide the design of 
future large space systems. The coupling of space environmental modeling algorithms 
with first order design and analysis modules permits rapid evaluation of competing 
spacecraft and mission designs. Spacecraft redesign is easily accomplished and 
baseline designs can be altered in an orderly manner for subsystem and mission design 
trades. Integrated spacecraft systems level data and finite element model files are 
generated for more rigorous analysis. 

Example problems of large flexible spacecraft in low-Earth and geosynchronous- 
Earth orbits have been used to illustrate some of the IDEAS capabilities. Study 
results lead this author to conclude that the space environmental loadings on most of 
the future spacecraft will be small. The structural strength requirements will be 
dictated by either ground-based manufacturing, assembly and testing, or launch or on- 
orbit deployment. 

Optimally designed structures with physical sizes approaching 100 meters may 
have fundamental frequencies on the order of 0.01 to 0.1 Hz, which are below current 
control system capabilities. The desire on the part of the dynamicists to increase 
the structural stiffness will penalize the spacecraft design on both volume and mass 
basis. Further work is required in this area to achieve reasonable design compro- 
mise. 

This author is also concerned with the application of some of the existing 
thermal analysis codes for these large structures which may have thousands of 
individual structural members. If some of the large conduction and radiation heat 
exchange computer programs are used the computer run time costs can become expensive. 
It is not clear that this concern has been adequately addressed by the thermal 
prohibitively analysis community. 
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INTERACTIVE COMPUTATION OF RADIATIOti VIEW FACTORS* 
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ABSTRACT 

The development of a pair of computer programs to calculate the radiation 
exchange view factors is described. The surface generation program is based 
upon current graphics capabilites and includes special provisions which are 
unique to the radiation problem. The calculational program uses a combination 
of contour and double area integration to permit consideration of radiation 
with obstructing surfaces. Examples of the surface generation and the 
calculation are given. 

INTRODUCTION 

The calculation of the radiation exchange between two surfaces by the 
usual engineering method 

o(T; - T; ) 

l-E1 1 l-E* 

ElAl + AlF12 + E2A2 
0) 

first requires the evaluation of the view factor, F12 , which represents the 
fraction of energy leaving one diffuse surface which is intercepted by the 
second surface. F12 is defined by[l] 

A1F12 = 
cost+ coso2 dAld/i2 

(2) 

*This work was supported by NASA grant NAG-l-41. 
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Although the equation is simple in appearance, its evaluation is fraught 
with difficulties since it requires a full and precise description of both 
surfaces. In addition, if the view from surface 1 to surface 2 is obscured by 
an interposed surface or object, some provisions must be made to account for 
that porion of the view which is occluded. It is important to recognize that 
the obstructed view is not a constant, but varies, depending upon the position 
of the elemental area dA, . 

The calculation of the view factor is thus really two problems in one: 

1. To devise an efficient way of describing the surfaces and their 
spatial relationship to each other. 

2. To calculate the resulting view factors. 

This paper describes the development of a pair of computer programs to do 
this. The calculational program was developed first and used with hand input 
in a batch mode. It later became apparent that efficient use of the program 
required some form of automatic surface generation and the appropriate 
subroutines were added. It also became painfully obvious that the average user 
made so many errors (both in key punching and in defining the surfaces) that an 
interactive program, with graphic capability, was necessary. 

SURFACE GENERATION 

The first impression was that a standard CAD/CAM program could be easily 
modified to provide the needed interactive capability. However, some of the 
unique requirements of the view factor calculation program led us to conclude 
that a special program would be more appropriate. This program was based upon 
the following assumptions: 

1. Surfaces would be only 3 or 4 sided with straight sides 
2. To sirnplify the obstruction calculations, all surfaces would be planar 
3. A surface would radiate from one side only. Thus every plate, no 

matter how thin, would require 2 surfaces. 
4. The direction of the surface normal must be uniquely and simply 

defined. 
5. Surfaces could not penetrate one another. 

Some of these requirements were needed to calculate the view factors. 
Others were imposed to simplify the surface generation. Several additional 
requirements were found to be useful, although not absolutely necessary, 
namely: 
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1. 

2. 

3. 

4. 

All surfaces are initially generated in the x,y plane, facing upwards. 
Three dimensional surfaces (cylinders etc) would be oriented along the 
z axis 
Only a global coordinate system would be used. Individual surfaces 
would not carry along an embedded coordinate system. 
Surface corner nodes would always be numbered in a counter clockwise 
direction to specify the surface normal. 
Curved surfaces would be represented by a combination of triangles and 
quadrilaterals, the size of each adjusted by the user to give the best 
representation. 

The different capabilities of the generation program are illustrated in 
figure 1. Because radiation is a surface phenomena, the surface orientation 
( i.e., the direction of the surface normal) must be uniquely defined. In 
testing the program, particularly with inexperienced users, we have found that 
it must not only be interactive but must permit the user to modify any command 
at any time and must have a very complete graphics capability. The following 
sections describe the different features of the program. 

A. Surface Types 

Three different surface types are used: minor, major and groups. A major 
surface is one that is generated by a single command. Typical major surfaces 
are listed in table 1. A major surface can be manipulated as a single entity. 
A group is a collection of major surfaces and is also a single entity. When 
the major surface is generated, it may be cornposed of many minor or 
sub-surfaces. Figure 2 illustrates the development of a group and shows the 
minor surfaces. Minor surfaces cannot be treated as independent entities since 
this would lead to possible erratic and unacceptable distortions of the major 
surfaces. 

TABLE 1 
Typical Major Surfaces 

Two Dimensional 

:: 
Triangle 
Rectangle 

2 
Quadrilateral 
Circle (annulus, sector) 

5. Ellipse (annulus, sector, orientation) 

Three Dimensional (inside or outside radiation, top and/or bottom) 

:: 
Box 
Cylinder (right, slant, annular, sector) 

3. Cone (right, slant, frustrum, annular, sector) 
4. Sphere (sector, cutting planes) 
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B. Command Data Base 

Because even experienced users tend to make many mistakes or desire to 
make a substantial number of modifications, it is important that all commands 
be stored for future use and modification. Comnands are either informative or 
functional. All functional commands are stored in a data base and the user 
can: 

:: 
List any or all of the commands 
Insert new commands between existing commands. 

3. Delete commands 
4. Temporarily suspend commands 
5. Repeat the commands 
6. Interrupt the repeat 
7. Call for information or graphical display at any time during the 

repetition of the commands. 

Since surface movements are non-commutative and because the current structure 
cannot be generated by only a portion of the commands, any changes in the data 
base must be accomplished by restarting the command sequence (i.e. repeating) 
and modifying during the subsequent generation process. 

c. Surface Manipulation: 

The user must be able to manipulate each entity (major or group) by such 
movements as: 

1. Translation 
2. Rotation 
3. Replication (i.e, duplicating an original set of surfaces and 

manipulating the new set) 
4. Scaling in x,y or z coordinates 

In addition, all surfaces (including minor surfaces) must be subject to: 

1. Deleting (temporary or permanent) 

32: 
Adding 
Restoring (if previously deleted) 

4. Joining to another surface to form a new entity 
5. Separating from another 
6. Reversing the normal direction 
7. Combining with others to form a single radiating surface but still 

capable of independent manipulation. 
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D. Graphical Display 

The key to effective surface generation is a high speed graphical display. 
Our experience has been that the typical user will call for a display after 
every one or two functional commands. Furthermore, the user will generally ask 
for more than one view. Thus the graphics must be fast and versatile. The 
minimum number of graphical views and commands appears to be: 

1. Orthographic views (top,bottom,left,right,front,back) singly or in 
groups 

2. Perspective or isometric views 

43: 
Hidden line removal from any or all views 
Variable field of view 

5. Rotation and translation of the object. 
6. Deletion of selected surfaces from the view 
7. Numbering of selected surfaces or corner nodes 
8. Display of surface normals 
9. Views as seen from one surface to another 

Although the isometric view gives the best overall picture, the 
orthographic views prove to be the most useful when precisemovements are 

exchange, 
any other 

1 to yield 

necessary. Because obstructions so completely change the 'radiation 
it is critical that the user be able to look from any one surface to 
to check for obstructions. This must be done with hidden line remova 
the maximum information. 

Figure 3 illustrates the incorrect movement of panels on a cy 
shown by an isometric view and an orthographic view--the latter being 
for the correct placement. 

linder as 
necessary 

Although a wire frame display is useful, the usual structure has so many 
surfaces that a hidden line removal is necessary. Unfortunately hidden views 
are very time consuming and consequently the program incorporates a somewhat 
inexact, but very fast, routine. Part of its speed is based upon the use of 
planar, straight sided surfaces with counter clockwise numbering. Any other 
surface requires some type of raster scan hidden surface algorithm with an 
unacceptable increase in computing time[2]. It is interesting to note that a 
fast graphics display may not give the desired information. We have found that 
if the lines are drawn slowly enough so that the viewer can get a feeling for 
the order of generation, it is easier to visualize the structure. On the other 
hand, if the display is nearly instantaneous, many viewers cannot recognize the 
structure. This is particularly true if an old command data base is being 
reused. Finally the surface normals must be displayed since a surface has only 
one active side. Most user errors appear to be related to an incorrect 
orientation of a surface after a series of manipulations have been made. 
Figure 4 illustrates a set of double surfaces to represent.panels and the 
erroneous orientation of the replicated set is clearly seen. 
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E. Surface Refinement 

After the basic structure has been constructed, three additional functions 
are needed: 

1. Refinement by subdividing surfaces 

P: 
Assuring planarity of surfaces 
Condensing nodes 

Refinement is simply the subdivision of surfaces into triangular 
sub-surfaces. Since triangles are always plane, planarity is assured by 
dividing any non-planar quadrilateral into 2 triangles. Obviously, refinement 
also guarantees planarity. Finally, upon exit any two nodes which are within 
a prescribed distance E are condensed into one node; all inactive surfaces and 
unused nodes are deleted. The data file is created for use by the view factor 
calculating progam and for subsequent plotting. The command data base is 
closed for future use. 

CALCULATING THE VIEW FACTORS 

Because analytical expressions for F.. exist only for simple surfaces [3], 
the computation of theview factors for coi$ex structures is practical only by: 

1. Double area integration 

5: 
Contour integration 
Nusselt projection 

4. Monte Carlo 

The Monte Carlo method[4] tends to be too expensive for most surfaces even 
if one of the adaptive techniques [5] is used. Nusselt projection (i.e., 
the use of the unit sphere) generally produces a curved projected surface and 
consequently requires a complex integration to find the projected area. In 
addition, obstructions will distort the contour of the viewed surface, 
rendering the calculation of the projected edges very difficult. In this case, 
one simply projects the position of an elemental area, not the edges of the 
contour. Since the projection must be done from every point on the viewing 
surface, it essentially reduces to the double area integration method. 
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A. Double Area Integration 

The doublearea integration is performed in two steps (figure 

1. Mapping the surface onto a unit square by 

The functions Ni are the usual finite element 
functions[6]. 

2. Evaluating the integral 

"i, "j 
AiFij ij 

=kil eE, hk hi Itpk,‘L) J’i Ip,) Jj (p,, 

5). 

(3) 

isoparametric 

(4) 

where Pk (c,n) are the Gaussian points in the unit square,J*(Pk) 
b 

are 
the Jacobian of transformation evaluated at these points, k are the 
Gaussian weights and the superscripts i and j refer to the surfaces 
and 

l(p,& = 
COSOk COSOQ 

71hi! (k,L) 
(5) 

B. Contour Integration 

The double area method is the best of the three, but it is not 
sufficiently accurate when portions of the surfaces are close to each other 
since the denominator of equation 1 becomes very small and the integral nearly 
singular. For these reasons we adopted the contour integration method as 
described by Mitalas and Stephenson [7]. In this method, the double area 
integration can be replaced by 

AiFij = & EM ‘tij (dXi dXj + dyi dYj + dzj dzj) 
(6) 

If the edges of all surfaces are straight lines and divided into short 
segments, equation 6 can be expressed as 

AiFij = & 1 1 D(k,l) (L$nLcr coscl + LB&LB COSB + Py-L)dt (7) 
k 1 
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where the various terms are defined on figure 6 and 

D(U) = lhlX + rnhmX + nhnX (1 m M ='direction cosines) 

This formulation is not sensitive to the separation distance of the edges since 
the term L,&L, is not singular as the distance r goes to zero. We note that 
planar or non-planar surfaces can be treated equally well. 

c. Comparison 

In general, when numerically implemented, either Contour integration or 
Double Area integration will produce acceptable results. However, when two 
surfaces have a common edge (the adjoint problem) the Double Area integration 
method may perform very poorlyC8, 91. Table 2 lists comparable values obtained 
by the two methods for the surface shown on figure 7. Because the greatest 
portion of the radiation occurs in the corner, where the surfaces are the most 
proximate, the Double Area method tends to be inaccurate. By contrast the 
Contour integration method is very accurate, even with very few edge elements. 
When the surfaces are separated slightly, there is some improvement in the 
Double Area results, but not sufficient to justify its choice over the contour 
method. 

TABLE 2 
Percentage Error in the Numerical Calculation of the View Factor 

between Two Surfaces of Equal Breadth (L=H) 
(see figure 7) 

Contour Integration 
Infinite Finite Area 

Strip 
d/L s=o.o s=o.o 
1.0 0.2% 3.7 
0.5 0. 0.8 
0.3 0.4 
0.2 0.1 
0.1 0. 
0.05 

Double Area Integral 
Infinite Finite Area 

Strip 
s=o.o S=O.l L s=o.o S=O.l L 

20.7 21.5 59.1 57.6 
12.9 11.2 32.0 24.1 

9.1 6.6 21.8 12.1 
5.7 2.8 13.2 4.9 

2.9 6.7 1.5 ii:: 3.4 i:: 

d = dx=dy=dz for the Double Area Integration 
edge segment length for the Contour Integration 

S = Separation distance along the x coordinate 

We note that the use of the Contour integral with as few as 5 segments on an 
edge gives acceptable results, while the use of the Double Integral with a 
corresponding spacing is quite unacceptable. 
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D. Program Structure 

The basic program structure is illustrated in Table 3. 

TABLE 3 
PROGRAM FLOW 

:: 
Geometrical Input (definition of surfaces) 
Unobstructed View Factor Computations using contour integration 

3. Obstructed View Factor Computations 
1. determining if two surfaces, i and j, can see each other 
2. determining if a 3rd surface is interposed between the pair 

i: 
subdividing surfaces i and j into elemental areas 
constructing a ray between points on surfaces i and j and 
determining if it is intercepted 

5. computing Fti using the double area integral 

Each of thethreemajor functions of the program will be described in 
detail in the following sections. 

Dl. Input 

Data input is from the output file of the Surface Generation program. 

D2. Unobstructed View Factor Calculations 

The val ;y;a;\$nal are computed directly by using the Contour Integration 
equation. time is reduced by the use of the reciprocity 
relationship, at the cost of the loss of some additional information. 

D3. Obstructed View Factor Calculations 

(A) Elimination of non-obstructing Surfaces 

-. when one or more surfaces are The c;lc;i;tign pz F1. interposed between 
surfaces e most difficult and time consuming part of the 
calculation. In order to accelerate this calculation, every possible effort 
must be made to eliminate all non-obstructing surfaces from consideration. 
Consider the situation schematically shown on figure 8. The best calculational 
procedure found to date is: 
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1. Using the original x,y,z coordinate system, define the smallest 
rectangular parallelepiped (the view prism) which contains surfaces i 
and j (indicated by the dashed lines). Eliminate all surfaces which 
do not penetrate this view prism. This process is usually referred to 
as 'clipping". Check to see if any surface completely fills the view 
prism, since if the view is totally obscured no further computations 
are needed. 

2. Define a new coordinate system, X,g,r, with the 7 axis directed along 
the line connecting the centroids of surfaces i and j and eliminate 
all possible surfaces by another clipping pass. Again test for total 
blockage. = = -- 

3'. Define a third coordinate system, x,y by rotating the x,y coordinate 
system until the rectangular area which encloses both surfaces i and j 
is a minimum (figure 8b) and perform another clipping test and test 
for total blockage. 

It cannot be emphasized too strongly that acceptance or rejection of a 
possible obstructing surface can only be done by the simple clipping operation 
associated with view prisms which are constructed from rectangular 
parallelepipeds. Any other procedure to test for penetration of the view prism 
calls for.geometric calculations which are unacceptably expensive. Since the 
transformations involved in steps 2 and 3 require matrix operations on all of 
the corner coordinates of all candidate obstructions, it is imperative that 
each successive step eliminate as many obstructing surfaces as possible. We 
have considered using the graphic capability of the generating program to 
detect the obstructing surfaces, but it has proven to be too time consuming and 
inefficient. 

Once the final set of possible obstructing surfaces has been determined; 

FY 
" can be calculated in two ways. Consider the view of surface j as seen from 

a egment on the contour of surface i as shown in figure 9. The obstructing 
surfaces obscure part of surface j, leading to the formation of the two visible 
sub-areas indicated by the dotted line contours. We note that: a) the 
determination of the unobstructed part of the surface is the classical hidden 
surface problem of graphic display for which, currently, there are no efficient 
methods; b) the number of non-contiguous visible sub-areas and the number of 
straight line segments encompassing these sub-areas may vary considerably as 
seen from different points of the contour of surface i. For this reason, 
Contour Integration is not an acceptable method; hence, we must utilize Double 
Area Integration. 
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(B) Ray Interception 

We express Fij as 

AiFij = 
'? i "j 
1 1 f,& I(k,k%AkdAx 

k=l L=l 

(8) 

where fka= 1 if the ray between dAkand d$,is unobstructed 

= 0 if obstructed. 

Since fkRis a discontinous function of position, the higher accuracy of 
Gaussian .quadrature is not always realized; and since Gaussian quadrature 
requires substantially more numerical operations, it has proven best to use 
Newton-Cotes integration. 

Once each surface has been divided into elemental areas, the centroids of 
these areasdetermined,and the rays between each of the points on surface i to 
each of the points on surface j defined, 
follows (figure 10): 

the calculation of fkRproceeds as 

1. Determine if the angle between the outward normals to surfaces i and j 
and the ray his greater than 90 degrees. If so, set fka=O Since the 
surfaces cannot see each other. Note that this must be done for every 
ray, since the inability of one point on surface i to see any given 
point on surface j does not ensure that other parts of the two 
surfaces cannot see each other. 

2. Determine the intersection of the ray Pkp,with each of the possible 
obstructing surfaces by examining each in turn. This is done by: 

1. Finding the intersection of the ray Pkwith the infinite surface 
which contains the surface. Because the intersection requires an 
iteration for arbitrary surface, but not for planes, only plane 
surfaces are permitted. The determination of the intersection is 
best effected by pre-calculating the equation of the plane of each 
surface and the transformation R 

(9) 

which produces the coordinate system x',y',z' for which x' and y' 
are in the plane of the obstructing surface and z' normal to it. 
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2. Determining if the point of intersection is within the surface or 
not. If it is, fkfi=O; if not,f &=l. Determining whether the 
intersection point is within the sur ace by mapping the surface to c 
a square and checking the values of<and n is not efficient 
because the non-linear mapping requires an iterative solution for 
5 and n . The most efficient way appears to be by computing the 
angle between the line drawn from the corner node to the 
intersection point and between the corner node and the next corner 
node. For convex surfaces, if this angle is negative for any 
corner, the point is not within the surface and the ray is not 
blocked. 

The most efficient calculation is one in which the obstruction is detected 
early, thus eliminating the consideration of the remaining surfaces. This is 
only possible if the candidate obstructing surfaces can be sorted in the order 
of their included angle as seen from the elemental area, dA . Unfortunately, 
this determination of the included angle is equivalent to 5 inding the view 
factor from the elemental area dAk to that portion of the obstructing surface 
which is within the view prism between points dA 

8 
and dAg . Thus far we have 

not found a sorting method which gives a net re uction in computational times. 
Our experience is that maintaining a fixed order of checking the rays for 
interception in a single view prism is an effective method. (It should be 
noted that this entire problem can be compared to the usual graphical display 
problem for perspective views of hidden surfaces, but since in essence the 
viewing point must range over the entire surface i, calculationally it is the 
square of this classical problem.) 

That the Double Area Integration is inaccurate for surfaces with a common 
edge has already been discussed; yet only the Double Area Integration is useful 
for the obstructed view calculations. Therefore it is important to avoid this 
situation by appropriately defining the surfaces. 

EXAMPLES 

We present two examples of the use of the program. Figure 11 represents 
an enclosure with a dividing panel, with the surfaces as numbered. The 
dividing partition must be expressed as two surfaces, infinitesimally separated, 
not one. Because surface 1 has an obstructed view of surface 9 with which it 
has a common edge, it must be represented as two surfaces, 1A and 1B. In this 
way, surface 1A which adjoins surface 9 has an unobstructed view and is treated 
by Contour Integration. Surface lB, which has an obstructed view, is not 
adjoining and can be successfully treated by Double Area Integration. Figure 
12 represents an enclosed cylinder which obstructs the view of the other 
surfaces. Table 4 lists typical execution times. The obstruction calculations 
were carried out using the three different elimination methods and different 
numbers of rays per surface and the accelerating effect of the clipping 
routines is clearly shown. Because of the simple geometries and the 
orientation of the surfaces along coordinate axes, the second clipping was not 
effective since the slight reduction in computational time due to the 
elimination of a few additional surfaces was less than the time necessary to 
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perform the coordinate transformations. When the x,y axes are rotated by about 
22 degrees, the first clipping effectiveness is reduced by about 30% and the 
value of the second clipping is more pronounced. For general problems, all 
clipping procedures must be used. 

TABLE 4 
Calculation Times 

for the Example Problems depicted in Figures.11 and 12 

Number of rays 
per surface 

Clipping 
routine 

Calculational Times in Central Processor Seconds 
on CDC Cyber 175/750 

none 5.6 14.8 99.0 274.1 274.1 
1st pass 2.9 6.3 35.7 82.8 110.8 
2nd pass 3.0 6.3 38.9 82.5 82.5 
2nd pass(opt=2) 76.3 

Adjoint Surfaces Enclosed Cylinder 
figure 10 figure 11 

(12 surfaces) (48 surfaces) 

9 16 9 16 (raked 
coordinates) 

CONCLUSIONS 

Our experience in using the programs has emphasized that radiation 
view factors of complex structures can only be accomplished if a fast, 
interactive program with good graphics capability is used. Although it would 
be more satisfying if curved surfaces could be treated, high program efficiency 
requires that they be modelled by an assemblage of flat triangles or 
quadrilaterals. 

The view-factor calculational algorithm described has proven to be very 
effective for surfaces which have an obstructed view of each other. Under some 
conditions, statistical methods may prove to be more efficient, but for general 
configurations the combination of the Contour Integration and Double Area 
Integration methods, in concert with ray intersection calculations, has proven 
to be about the fastest method currently available. Further increases in 
computing efficiencies are possible if hardware perspective view, hidden 
surface devices are used, but such devices are not currently available for 
digital computers used in thermal analyses. From another point' of view, the 
use of the rays may be regarded as a highly adaptive form of the Monte Carlo 
method which bears the same relationship to the usual method that the 
quasi-deterministic Exodus [lo] method bears to the usual Monte Carlo method 
for solving diffusion problems. 
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NOMENCLATURE 
Ai 
dAi 

n. 
r? 

pk 
rij 
R 
X,Y,Z 
X,Y,Z 

Area of surface i 
Elemental area of surface 
Viewfactor from surface i to surface j 
Gaussian weight for point k in surface i 
Jacobian of transformation at point k 
Number of elemental areas in surface j 
Isoparametric shape functions 
Gaussian point k on surface i 
Distance from surface i to surface j 
Rotation matrix 
Global coordinate system 
Rotated coordinate system 
Angle between ris 

$ 
and a surface normal 

Surface coordina es of the unit square. 
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Figure l.- Surface generation-program capabilities. 
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Figure 2.- Development of a group of surfaces. 
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Figure 3.- Incorrect placement of panels, isometric and orthographic views, 

Figure 4.- Display of surface normals showing incorrect orientation. 

236 



Figure 5.- Double area integration (showing mapping onto a unit square). 

Figure 6.- Definition of angles and lengths for contour integration. 
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Figure 7.- View factors between surfaces at right angles to each other and separated 
by the distance S. 
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X 
OBSTRUCTION 

\ 0 \/ 

(a) Projected view of a view prism between surfaces i and j. 

Y 

x 

(b) Projected end view of the prism showing the rotation to achieve minimum cross 
section. 

Figure 8.- Views of prisms between surfaces i and j. 
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Figure 9.- View of surface i with interposed obstructions showing the multiple 
segmented contours. 

INFINITE PLANE 
CONTAINING OBSTRUCTION 

Figure lO.- Geometry for determining if the ray 
surface. 

P(,k,l) intercepts an obstructing 
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Figure ll.- The adjoint problem in which two contiguous surfaces have an obstructed 
view of each other. 

I 
I / 

’ /’ 
,’ 

_/ 
/ 1 

/ 4 

y 

/ 

Figure 12.- The e'nclosed cylinder. 
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RECENT DEVELOPMENTS IN THERMAL RADIATION SYSTEM ANALYZER (TRASYS) 

Robert A. Vogt 
NASA Johnson Space Center 

Houston, Texas 

SUMMARY 

The Thermal Radiation Analyzer System (TRASYS) computer program remains a 
dynamic program. Many changes have been made in the last few years. Because of 
the program modularized structure it has been a building experience of adding new 
capabilities while keeping intact the same data input structure. The overview of 
the program structure and general capabilities should be sufficient background to 
grasp a discussion of recent developments showing the progress in the last year. 
Where appropriate, assessments are made of the new features. The last section 
discusses the application of TRASYS peripheral programs and the importance they 
have in developing a totally integrated thermal analysis system. 

INTRODUCTION 

Large and complex configurations such as the Shuttle Orbiter and its payloads 
have established the need for more exact definition of the thermal radiation 
environment for on-orbit thermal analysis. For example, the Shuttle being larger, 
having more extensive self-shadowing, and presenting areas with greater sensitivity 
to the extreme environmental conditions than found in the previous manned space- 
craft programs made it evident that improved analytical tools and modeling methods 
would be required. The cavities created by the open payload bay doors/radiators 
and the payload bay with payloads contribute to very steep thermal gradients 
because of the trapped edge and self-shadowing effects inherent in the configura- 
tion. Other locations, which place stringent requirements on the radiation analysis 
tools and methods, are the unpressurized internal equipment compartments, especial- 
ly the uninsulated ones such as Orbiter aft section. These areas are radiation 
dominated and the geometry requires greater modeling detail to predict accurate 
temperature levels and thermal gradients. These situations coupled with the large 
size and long mission scenarios have made unprecedented demands for improvements 
in the computational and storage efficiency for thermal radiation analyzer computer 
programs and for more effective utilization of these tools. 

Realizing in 1970 that unique requirements would be imposed by the next 
generation post-Apollo spacecraft, and that existing tools would be inadequate, 
NASA Johnson Space Center (JSC) began preliminary design and planning for what 
eventually evolved as the thermal radiation analyzer TRASYS computer program 
(ref. 1). This computer program has been actively developed since 1972. Although 
the TRASYS computer program presently meets JSC needs, development continues on 
further improving its' capabilities and performance. Continual studies have also 
made substantial improvements in efficiency by identifying and educating users on 
more optimum methods in the application of TRASYS. 
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This paper will initially give a review of the program structure for those 
unfamiliar with the program. With this as background, basic features, recent 
development and support programs will be discussed. 

PROGRAM STRUCTURE 

When TRASYS is executed, generally two subprograms are used; a preprocessor 
and processor. The preprocessor performs two basic functions. First/it reads and 
converts the user defined model geometry in the form required by the processor. 
Secondly, it interprets the TRASYS psuedo Fortran code that the user specifies in the 
input data to define what computations are desired and the sequence in which they 
should be performed. Based upon this data the preprocessor generates driving logic 
using dynamic storage techniques with only those program segments required to obtain 
the requested solution. The implication of the second function is that the user may 
readily customize the desired solutions, thus having a very definite influence on 
the accuracy and computational time. 

The processor is the work horse. Its function is to obtain the desired 
solution and output the data computed by the processor in one or more optional 
formats. This is accomplished by executing the code the preprocessor created. 

PROGRAM CAPABILITIES AND FEATURES 

TRASYS, the Thermal Radiation Analyzer System is a modularized computer 
program system designed to compute the total thermal radiation environment for a 
spacecraft in orbit. The principal end products are the radiation conductors, and 
total heating as function of time or averaged. The output is a lumped parameter 
nodal representation formatted for direct interface with a thermal analyzer. The 
radiation conductors account for the radiation interchange between a network of 
nodes that make up the geometric model defined by the user. The radiation inter- 
change includes the direct contribution from the sun, albedo, and planet plus the 
intra-network reflections of this energy. Self-shadowing can be considered for the 
direct and reflected heat loads. 

The program's major attribute is its flexible structure and margin for growth 
which has allowed the program to keep pace with requirements while maintaining the 
basic input structure. 

The program includes, but is not limited to, the following features: 

. 1000 node capability with extended core. 

. 9 different surface types to describe geometry. 

. 15 user called segments that perform specific functions, e.g., compute 
form factors, compute grey bodies,plot geometric model, etc. 

. The user can write his own executive to customize the desired solution 
with numerous program segments, subroutines, and variables to choose 
from. 

244 



. An efficient easy to use restart capability that minimizes loss of 
output. 

. Convenient thermal analyzer interface easily tailored to other 
thermal analyzers. 

. Choice of form factor solution techniques: Nusselt Unit Sphere or 
Hybrid which automatically chooses between double summation or Nusselt 
Unit Sphere. 

. Form factor imaging for symmetrical configurations. 

. Macroinstructions include optimized application of previous flux 
computations. 

. Self-shadowing of external flux on a discrete element basis and/or with 
precomputed shadow tables generated by the program. 

. Accepts trajectory tape input to define orbit position and attitude. 

. 3 plot segments which will plot surface node data, sun-planet-space- 
craft relationship, and heating rates vs time. 

. Geometric and optical properties and orbit/attitude may be a function of 
time. 

. Pure diffuse or mixed diffuse-specular radiation property model for in- 
frared and/or solar waveband. 

The JSC TRASYS program is operational on the UNIVAC 1100 series computer with 
central memory that varies depending upon the model size and the largest instruc- 
tional bank of the various segments mapped. The minimum core is approximately 40K 
decimal words. 

RECENT DEVELOPMENTS 

The following paragraphs spotlight the more significant changes to the JSC 
TRASYS program in the last year and describe their key features and/or overtones. 

Ray Tracing Segment 

A new infrared (IR)/solar radiation interchange segment (RTCAL) was developed 
for mixed diffuse-specular surfaces. The segment uses a ray tracing procedure that 
is conveniently integrated into the overall program structure so it has an inter- 
face with the grey body calculation (GBCAL) link similar to the real body calcula- 
tion (RBCAL) link. Unlike the RBCAL link though there are no restrictions on 
surface type, number of nodes per surface, and number of specular reflections. 

More time will be needed to evaluate and optimize the TRASYS ray tracing 
segment before it can be considered a viable analytical tool. 
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Application of Direct Incident Flux Shadow Tables 

Without the use of shadow tables the direct fluxes are computed with shadowing 
inherently considered on a element basis. Previous timing studies have shown that 
up to ninety percent of the CPU time is expended in the TRASYS shadow routines when 
computing orbital heating rates. The application of shadow tables is one way that 
a significant reduction in computer time can be made because it bypasses the 
time consuming subroutines. Shadow tables are precomputed at specific clock and 
cone angles. They can be used repeatedly on subsequent runs as long as the con- 
figuration is not changed. 

Shadow factors are applied in TRASYS in the following manner: For the direct 
solar portion of the heat flux computations the position of the sun is determined 
based upon the orbit and attitude input parameters. An unshadowed solar flux, 
after being computed, is multiplied by the shadow factor obtained via table look-up 
of the precomputed shadows tables. The total direct flux is the product of the 
unshadowed direct incident flux and the shadow factor. Similarly, the albedo and 
planetary flux are computed with each planet node becoming a point source and the 
total albedo or total planetary flux being a summation from all planet nodes. 

To minimize the error associated with interpolation of shadow tables with large 
step functions,the program tests to ensure that the tabulated dependent values 
interpolated between do not exceed the tolerance for the test. If the tolerance is 
exceeded at any time the shadow tables are temporarily not used and the program 
reverts back to calculating the total incident flux to the node on an element by 
element basis. A separate tolerance may be specified; one for solar and one for 
albedo/planetary heating. 

As an example of how the program executes, suppose the shadow factor solar 
tolerance is 0.5 and for a given sun position, the interpolation would occur 
between values of 0.0 and 1.0. The tolerance is exceeded so shadow tables will not 
be used to compute the total solar flux to that node. Opposingly, if the inter- 
polation had been between tabulated shadow factors of 1.0 and 0.62, the shadow 
tables would be used. 

The albedo/planetary flux computations work similarly except the table is 
entered and the test made using the shadow factor albedo/planetary tolerance for 
however many nodes the planet is divided into for a particular spacecraft node. 
Decreasing the tolerances will improve accuracy while increasing computer time. 
When shadow tables are used extensively there is the risk that some of the nodes will 
have excessive errors. Additional controls allow the user, with a feel for the 
problem, to basically eliminate any significant errors without penalizing the 
approach as a whole. All or selected nodes may be excluded from using shadow tables 
for solar and/or albedo and planetary when accuracy requirements and their sensi- 
tivity to shadowing dictate it. 

As of this writing, NASA/JSC has obtained very favorable performance with the 
control parameters selected to never use shadow tables to compute the solar fluxes 
and to use them 100% of the time in albedo/planetary calculations. Typically the 
computer charges may be reduced by 50% while comparison of predicted temperatures 
showed better than 90% were less than 3'C and the maximum was 5.5OC difference. 
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Hybrid Form Factor Segment 

A new form factor segment was developed to replace the previous double 
summation form factor solution. The new form factor calculation (FFCAL) link 
automatically chooses between a double summation method and the unit sphere method 
to calculate form factors. The choice betweenthe two methods is based on a 
criteria involving the nearness of the node pairs. For closely adjacent nodes the 
unit sphere method is used for its superior accuracy in this condition. For more 
distant nodes the double summation method is selected because it is faster and does 
not suffer from the inherent accuracy problem which occurs with this method when 
the nodes are closely spaced. The user still retains direct control of relative 
accuracy with input accuracy parameters. 

At NASA/JSC the new FFCAL link is becoming the primary segment to compute form 
factors replacing the pure unit sphere method as the mainstay, the reasons being 
an approximate 40% reduction in computer time, with no noticeable degradation in 
accuracy. 

Form Factors to Space 

The way in which radiation conductors are computed to space has created 
accuracy problems in certain situations. Normally after computing form factors 
and node to node interchange factors the interchange factor to space is computed 
implicitly utilizing the residual for conservation of energy. The screening out 
of small form factors, and inaccuracies in the form factors themselves affect the 
accuracy of the radiation conductors to space. The error will have a greater 
relative effect on the temperature predictions for nodes that have high form 
factor sums. An alternate solution is to compute form factors to space explicitly. 
This will eliminate the accummulative error in interchange factors that gets 
dumped into the space conductor. On the other hand, the fact that the form factor 
to space is explicitly computed does not necessarily mean the conductor to space 
will be better. It will be better only if the form factor to space is more 
accurate. Because of the sprawling nature of a space node this will not always be 
possible and/or practical with limited computer resources. 

The procedure utilized is to generate 100 rays from the center of each 
element evenly distributed outward in the half space. Each ray is checked to 
see if it is blocked by one of the possible shadowing surfaces. With all the form 
factors to space known the radiation interchange to space is computed as part of 
the network by the GBCAL link. 

Currently the form factor to space capability needs to have its characteris- 
tics evaluated to determine when it is practical to use and whether further im- 
provements can be made. 

Identical Form Factor Request Matrix 

A new capability has been added which allows more than one configuration to 
share the same form factor request matrix. Previously,even when there was no 
difference in the request matrix,it was necessary to repeat it under the proper 
current configuration name. This change is basically a potential time saver to 
the user. 
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Restart Tape Form Factor Updates 

Frequently, after a restart tape has form factors stored, it is necessary to 
make model changes. This makes the tape incompatible with the new model unless the 
node array generated with the updates is identical to the node array stored on the 
restart tape. This means the same node numbers, and the same sequence of nodes. 
Recent changes have been made which allow a model to be reduced in size and still 
retrieve form factors from the larger model's restart tape. The program will 
automatically reduce the size of the form factor file by deleting the factors to 
the non-existing nodes.' 

Nodes can also be added to a model and still read form factors from the restart 
tape. The new node numbers must be unique from any on the restart tape. The new 
nodes may be added anywhere in the Surface Data Block. The program will utilize all 
of the values stored on the tape and create a program request matrix to compute all 
the form factors required because of the additional nodes. A combination of 
additions and deletions is also possible. Similar requirements apply for this to be 
accomplished. 

The above capability will allow greater utilization of the binary restart tape 
which is preferred over the other alternative of manually selecting applicable form 
factors from previous models. 

Frequently there is useful form factor data on more than one incompatible 
restart tape. A capability is being developed that will allow up to three restart 
tapes to be used from which to retrieve form factors. Another aspect of restart 
tapes is that as models have grown and mission simulation time and complexity have 
increased, tape overflow problems occasionally arise. One measure taken to reduce 
this risk is to no longer write two complete sets of form factors to the restart 
tape if they are not a function of the optical properties. This occurs if there 
are surfaces with transmissive or specular properties. As a result the majority of 
models require only one set of form factors. The program has been changed to 
automatically read/write one or two sets as required. Provisions are made to allow 
restart tapes to be read from previous program versions or if property changes are 
made which have impacted the previous program choice. 

Trajectory Tape Input 

Two new macroinstructions have been developed to generate the proper executive 
code to read the NASA/JSC common formatted trajectory tapes. The trajectory tape 
input capability was developed to assist in better preflight predictions and post- 
flight data correlation, when the usual method of approximating the mission timeline 
is not sufficiently detailed to resolve critical issues. The preprocessor reads the 
position and attitude data from the tape and expands the code for the Operational 
Data Block. Consequently, it does not have to have the trajectory tape on sub- 
sequent runs and the user can customize the Operational Data Block further beyond 
the standard trajectory tape options. A trajectory tape used in its purest form 
would be very costly in computer time. This problem has been addressed to some 
extent but will probably warrant additional study and changes as more experience is 
gained. 

Currently the following flexibility and degree of optimization have been 
implemented for a given time segment. A nominal time between positions (steps) 
can be specified by the user. This time interval will be adhered to unless there 
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is a meaningful step function in the position vector to the sun or earth. The 
user may specify what direction cosine value qualifies as a step function. 
The program will recognize valid sun or earth attitude hold periods and 
consequently make optimum use of similar fluxes and/or planetary form factors 
available from previous computations. When the Shuttle is in the earth's shadow 
and in a earth hold attitude the program will extend the elapsed time between 
points to characterize the constant nature of the heating with just two points. 

Extended Orbit Generator Capabilities 

The orbit generator macroinstruction capability has been extended with the 
addition of two new arguments. One of the arguments will allow the initial time 
for the initial true anomaly to be specified. Previously the program assumed the 
time to be equal to the time since periapsis passage. This would not allow the 
initial true anomaly to be greater than zero without fudging the time. 

The other new change will permit the user to specify the initial step number. 
This provides a greater flexibility to mix orbit and trajectory macroinstructions 
and to add new ones on subsequent runs without step number conflicts. 

Source Editing 

Previously orbit generation and other macroinstructions in the Operational 
Data Block were expanded after the source editing file was created by the pre- 
processor. A modification was made to include all card images generated by the 
macroinstructions in the source edit file. They will also be listed with edit 
numbers when a source listing is printed. This change will allow the user to 
make customized edits to these standard routines. 

Possible Shadowers 

Form factor blockage factors between each node pair are printed by the form 
factor segments and stored on the restart tape for subsequent printing. This is 
done because experience has shown that frequently it is easier to eyeball a 
blockage factor to judge the reasonableness of a suspect form factor than the 
form factor itself. An additional diagnostic aid is now available. A list of all 
possible form factor shadowing surfaces for all node pairs can be obtained with or 
independent of the form factor link. 

Extended Core 

The TEASYS program at JSC was initially developed to operate in 65K memory. 
As the program and models have grown there have been occasional problems mapping 
some of the larger links. This occurs with approximately 600-700 nodes. The 
newest version is an extended core version where all model size dependent 
variables in common will be mapped into extended core. 

249 



TRASYS ANCILURY PROGRAMS 

The major TRASYS support program available at JSC plays an important role. 
Several programs use the TRASYS restart tape which was designed to function not 
only as a restart tape but as a TRASYS interface to other programs. The programs 
listed are only a start in developing the full potential of utilizing the restart 
tape to perform tasks more efficiently external of TRASYS. 

Restart Tape Print 

The program will list data from selected psuedo files. It will also read and 
list all the header records on the restart tape. The program is used to inspect 
specific data, validate what is on the tape, or see whether it can be read or not. 

Trajectory Print 

There are two trajectory print programs; one for preflight and one for post- 
flight. They list all the information that is normally of interest to the 
Shuttle thermal analyst and in particular the TRASYS trajectory tape user. 

Thermal Analyzer Total Heat 

Programs are available that collect the total heat rates as a function of 
time from a series of restart tapes generated with orbit and/or trajectory runs. 
A tape/file is created with proper format for a thermal analyzer flux read 
routine. This approach is preferred to the alternate method provided by TRASYS 
of using arrays and cyclic interpolation routines. It has more flexibility and 
requires less storage, a critical factor in large RC network Shuttle models. 

Interactive Graphics 

An Adage 340 minicomputer is utilized to validate TRASYS input data, and plot 
the surface/node geometry. It will also plot attitude and orbit relationships. 
The user may interact with such functions as zoom, translation, transform and 
hidden lines. The value of this system can not be overestimated in time and errors 
saved. 

CONCLUDING REMARKS 

The TRASYS computer program has made significant improvements over the last 
year. Form factor computations times have been reduced approximately 40% and 
the longer flux runs have been decreased 50% when shadow tables are used. 
Trajectory and ray tracing capability will require further development but both 
have received a significant start. The basic structure of TRASYS will allow it 
to grow in whatever direction it needs to. 
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ROLE OF IAC 
IN LARGE SPACE SYSTEMS THERMAL ANALYSIS 

G.K. Jones, J.T. Skladany, and J.P. Young 
Goddard Space Flight Center 

Greenbelt, Maryland 

INTEGRATED ANALYSIS CAPABILITY (IAC) 

To produce practical, alternative large space structure configurations, 
design analysts must have highly adaptable and efficient computer analysis 
programs to evaluate critical coupling effects that can significantly influence 
spacecraft system performance. These coupling effects arise from the varied 
parameters of the spacecraft systems, environments, and forcing functions 
associated with disciplines such as thermal, structures, and controls. Adverse 
effects can be expected to significantly impact system design aspects such as 
structural integrity, controllability, and mission performance. 

One such neeeded design analysis capability is a software system that can 
"integrate" individual discipline computer codes into a highly user- 
oriented/interactive-graphics-based analysis capability. This "integration" 
of computer codes must be done in a manner that will greatly accelerate 
interdisciplinary data flow by maximizing use of modern data handling techniques 
and new generation computer systems. By providing this type of computer-assisted 
interdisciplinary design analysis capability, the analyst will be afforded a rapid 
and efficient system to minimize solution turnaround time as well as having basic 
solution capabilities hitherto unavailable. 

Therefore, the purpose of the integrated analysis capability is to provide 
new system analysis capability wherein coupling effects of multidisciplinary 
design drivers can be rapidly evaluated and design alternatives assessed. 

The IAC system can be viewed as being the following two products (see 
fig. 1): 

a. Core framework system which serves as an "integrating base" whereby users 
can readily add desired analysis modules. The IAC is explicitly being designed so 
as to greatly ease the task of interfacing new analysis modules. 

b. Self-contained interdisciplinary system analysis capability having a 
specific set of fully integrated multidisciplinary analysis programs that deal 
with the coupling of thermal, structures, controls, antenna radiation performance, 
and instrument optical performance disciplines. 

Use of the IAC will be adaptable to the full range of design process stages 
starting at the definition phase and progressing to the final design verification 
stage. 
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INTEGRATED ANALYSIS CAPABILITY 

SPECIFIC CAPABILITY 

LEVEL 1 

DISCOS 

EXECUTIVE 
DBMS 

DATA BASE 

MODEL SINDA 
ORACLS INTERFACING TRASYS 

PROGRAMS 

‘TWO PRODUCTS 

INTEGRATING FRAMEWORK 

Figure 1 
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IAC SOLUTION PATHS 

Much of the required technical capability of the IAC can be described as 
being part of one or more distinct "solution paths" (fig. 2). Each path is 
actually a class of solutions which consists of a nlanber of selectable options and 
variations, rather than a rigidly predefined and automated process. An 
engineer-in-the-loop mode of operation is therefore possible and, in fact, is 
emphasized. Currently, five such solution paths have been defined. The 
standalone (uncoupled) operation of each technology or major technical module is 
defined to be Solution Path I. Paths II through V involve an increasing degree of 
interdisciplinary coupling and correspondingly greater complexity. Solution Path 
II provides thermal deformations via the coupling of a thermal analyzer such as 
SINDA, NASTRAN, or SPAR with a structural analyzer such as NASTRAN or SPAR. 
Obviously, a major coupling task is to handle the generally incompatible thermal 
and structural models. Path III accomplishes a structural/control analysis in 
either the frequency or time domain by providing required modal data from a 
structural analyzer to a system dynamics analyzer module such as DISCOS. Solution 
Path IV provides a time domain structural/control analysis, including a 
time-varying but quasi-static thermal loading; i.e., thermal loads are unaffected 
by the dynamic motions. Paths I-IV are to be fully implemented within the Level 1 
program. Finally, Path V provides a fully coupled analysis in the frequency 
domain, and is directed at problems such as thermal flutter of long spacecraft 
members. This last solution path requires development and verification of new 
analysis technology such as thermal mode solution technique. 

RES/CONTROLS 

IV V 
TIME DOMAIN FREQUENCY DOMAIN 

FULLY COUPLED 
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IAC ARCHITECTURE 

The IAC design has an architectural plan not too unlike any common 
database-dependent software system consisting of data-handling capability and 
unified system executive encircled by application. programs and a key supportive 
interactive graphics module (fig. 3). The diagram also shows the required 
interface to IPAD via use of the RIM database manager. A very important aspect of 
the IAC system, as indicated by the "OTHER" module block, is that specific 
attention is being given to making the system "open-ended" by facilitating the 
effort necessary to add other analysis capabilities. One design criterion for the 
early IAC release levels is to incorporate, where possible, analysis modules that 
are considered "industry standard." The most notable exceptions to this criterion 
are the SAMSAN and MODEL control system analysis-related programs which are 
currently being developed at the Goddard Space Flight Center. Creation of the 
interface programs, shown as the broad arrows A - G, constitutes a major part of 
the total IAC development activity. The bulk of the remaining task has centered 
around building up the total data handling and executive systems. 
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IAC DEVELOPMENT PLAN 

Figure 4 gives a picture of the projected staged level delivery schedule of 
the IAC through FY 1985. In addition, a FY 1980 accomplishment is shown as the 
completion of Phase I and delivery of a pilot program and a detail system 
definition. The Level 1 through Level 4 IAC systems are shown as being completed 
on ap,proximately l-year intervals starting in early FY 83. Each level will 
successively incorporate additional capability as briefly noted in the chart. For 
definition of the solution paths (S/P) I-V as shown, refer to figure 2. The first 
host computer (H/C) will be the DEC VAX 11/780 super minicomputer manufactured by 
Digital Equipment Corporation. The second H/C has not yet been selected. 
Selection will be delayed as long as possible to allow the current-generation 
computer user market to develop further. Since a significant class of large space 
structures appears to be of a complex tension-stiffened (T/S) member type of 
construction, the Level 3 IAC is projected to contain solution algorithms unique 
to such structures. The need for an improved capability to analyze for geometric 
nonlinearities is anticipated and is projected for incorporation into the Level 4 
IAC. After several years of usage, more effective ways of integrating the 
technical analysis modules will undoubtedly become known. In addition, after such 
usage experience it may well be advantageous to "pause" and re-evaluate the total 
IAC design concept from a top-down software design point of view. Therefore, 
provision for these tasks is shown during the Level 4 development period. 

FY 

MILESTONES 

PHASE I COMPLETED 
PILOT PROGRAM 
DETAIL SYSTEM DEFINITION 

PHASE II NASTRAN, SPAR, SINDA, TRASYS, RIM 
LEVEL 1 INITIAL MODEUSAMSAN CSA, ORACLS 
IAC FULL-UP DATA HANDLING SYSTEM 

S/P I-IV, 1 ST H/C (VAX 11/780) 

PHASE II ENHANCED MODEUSAMSAN CSA 
LEVEL 2 ADVANCED MODEL BUILDER/GRAPHICS 
IAC RF PERFORMANCE, 2ND H/C 

EPIC* 

PHASE II ADVANCED MATH MODELING TECHNIQUES 
LEVEL 3 COMPLEX TENSION STIFFENED STRUCTURES 
IAC OPTICAL PERFORMANCE 

EPIC 

PHASE II ADVANCED INTERFACE DESIGN 
LEVEL 4 COMPLEX NONLINEARITIES 
IAC TOP-DOWN EVALUATION OF DESIGN 

S/P v 

1980 

*Enhanced Plug-In Capability 

Figure 4 
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MAJOR THERMAL MODULES 

The four major thermal analyses modules are presented in figure 5. The 
NASTRAN thermal analyzer (NTA) and SPAR thermal analyzer perform steady-state and 
transient thermal analyses. Both use the finite-element solution technique. 
Their main advantage is that they compute temperatures at points which are 
completely analogous to structural grid points. Their major drawback is their 
limited acceptance by the thermal community. 

The SINDA program is a finite-difference thermal analyzer. It has a wide 
range of options and capabilities, and unlike the NTA it is widely accepted by the 
thermal community. The major drawback is the lack of direct compatibility with 
the structural model. 

TRASYS is probably the most widely used radiation analysis system. It 
calculates all the parameters dealing with radiation, including black-body view 
factors, interchange factors, and complete absorbed fluxes from the Sun and planets 
throughout an orbit. 

l NTA - NASTRAN THERMAL ANALYZER 

l SINDA - SYSTEMS IMPROVED NUMERICAL DIFFERENTIAL ANALYZER 

l TRASYS - THERMAL RADIATION ANALYSIS SYSTEM 

l STA - SPAR THERMAL ANALYZER 

Figure 5 
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THERMAL INTERFACES REQUIRED 

The existence of a n~ber of thermal programs establishes the need for some 
thermal interfaces (fig. 6). The NASTRAN-to-SINDA link is basically a conversion 
of the structural model to a SINDA thermal model. 

The TRASYS/NASTRAN link is envisioned as a two-way link. First TRASYS must be 
able to accept model data in NASTRAN format, and secondly the output from TRASYS 
must be converted to NTA format. A link from TRASYS to SINDA exists as part of 
standard TRASYS output. 

Finally, a link from SINDA output back to the structural model must be 
provided in order to perform a structural analysis with thermal data included. 
MIMIC (model integration via mesh interpolation coefficients), which is a program 
that derives point-wise spatial interpolation coefficients, will transform 
temperature data from one set of nodes to another. 

NASTRAN --------+SlNDA 

TRASYS +-------- NASTRAN/SPAR 

THERMAL MODEL --l~l-lC~ + STRUCTURAL MODEL 

Figure 6 
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THERMAL MODULE CAPABILITIES 

The combination of several thermal programs is required because no one program 
exists which performs all the required functions (fig. 7). The analyzers (e.g., 
SINDA, NTA) generally do not calculate the radiant inputs to the thermal model. 
That is, in general, a special-purpose program such as TRASYS is required to 
provide the radiant energy to the model from the Sun and planets. In addition, 
most of the analyzers contain (at best) only a limited capability to calculate 
radiant interchange factors. Some additional capability in this area has recently 
been added to the MSC NASTRAN by the addition of the VIEW program. The SPAR 
program is shown open-ended because currently there is significant on-going 
activity to extend SPAR capabilities. 

IN: 
TRAJECTORY 

MOTION 

AVAILABLE 

T . , 

E 

RADIANT HEAT LOADS 

BLOCKAGE 

GENERALIZED INCIDENT FLUX 

GEoMETRY SIMPLE SHAPES] 

l- 3OGRAMS: 

NASTRAN 

TRASYS-2 

THERMAL RESPONSE 

RADIATION 
- ICONDUCTION. 

IXCH. FACT. HEAT TRANS. 

I NASTRAN 

,-iT 
SINOA 

L 

I 
! 

--- 
IAC 

--- 

L 
Figure 7 

260 



THERMAL ANALYSIS MODULES AND DATA FLOW 

The thermal process is envisioned as beginning with a basic finite-element 
structural model (fig. 8). Engineering intervention is required to add some 
thermal data at this point. From this point, part of the data is transferred to 
the region where the radiant interchanges are computed. Meanwhile the user now has 
a choice as to which thermal analyzer he wishes to run. If he chooses SINDA, the 
finite-element data must be converted to a finite-difference format. Once the 
thermal analyzer has been run , its output can be converted to temperatures at the 
structural model grid points so that further processing can occur. 

a, SUEOIVIOE ELEMENTS WHERE REQ’O. 

I 
CONVERT TO 

FINITE OIF. MODEL 

I 

THERMAL 

EXISTING PROGRAM 
USER INTERACTION REQUIRED 
TO BE AUTOMATED - 
NEW PROG. OR ROUTINE 
REQ’O. - OTHERWISE. 
USER INTERACTION REQ’D. 

Figure 8 
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THERMAL ANALYSIS VIA THERMAL MODES 

The investigation of the concept of thermal modes was intially motivated 
by a desire to be able to include thermal effects in coupled-structure 
thermal-controls stability analyses. Conventional thermal analysis cethods are 
ill-suited for such coupled-system dynamic analysis. This technique also 
appeared to have considerable potential for problem size truncation in 
transient thermal analyses. In this application, it was spectulated that a 
large number of thermal modes could be discarded prior to performing the 
transient analysis with little effect on the results (fig. 9). 

WHY : 

1. POTENTIAL FOR PROBLEM SIZE TRUNCATION 

2. APPLICATION TO COUPLED THERMAL-STRUCTURE-CONTROLS 
PROBLEMS 

Figure 9 
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ACT1 VITY TO DATE 

Much of the work on thermal modes presented herein was performed by a 
contractor, John Anderes, of Swales and Associates. Papers and reports were 
reviewed and several different thermal mode formulations were investigated. 
The CAVE (conduction analysis via eigenvalues) formulation was used in the CAVE 
III thermal analysis code developed for LaRC by Grumman Aerospace Corportion. 
In a recent paper (ref. l), H. P. Frisch of GSFC presented a formulation of the 
thermal heat balance equation for thermal mode solution that included 
linearized radiation. This reported activity has resulted in the formulation 
of a more generalized thermal mode technique, as described in figure 10, that 
was implemented using NASTRAN combined with DMAP to obtain the desired matrix 
data. Then a general-purpose matrix code, titled FLAME, was used to solve the 
matrix equation for nodal tempertures. Two test problems were defined and 
solved: 

1. A lo-node slab problem was selected from the CAVE III report. This 
one-dimensional problem had only conduction coupling. 

2. A !&node parabolic dish antenna model was available from previous IAC 
studies. This 3-dimensional problem had both conduction and nonlinear 
radiation coupling. 

l REVIEW OF SEVERAL DIFFERENT THERMAL MODE FORMULATIONS 

- CAVE (LaRC) 

- FRISCH (GSFC) 

l IMPLEMENTATION OF CODE TO FIND THERMAL MODES AND TO SOLVE THE 
RESULTING MODAL EQUATIONS 

- NASTRAN THERMAL ANALYZER, DMAP 

- FLAME 

l TRIAL SOLUTIONS AND COMPARISONS WITH CONVENTIONAL TECHNIQUE 

- SLAB, 10 NODE, ONE DIMENSION, CONDUCTION 

- PARABOLIC DISH, 55 NODE, 3-D, CONDUCTION & RADIATION 

Figure 10 
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TECHNIQUE 

The basic thermal equation used in this investigation was the formulation 
developed for the NASTRAN thermal analyzer (NTA) (fig. 11). This formulation 
supports both linear and nonlinear radiation coupling. In this formulation 
the nonlinear radiation terms are included on the right side of the equation 
in a forcing function role. The right side of the equation was set equal to 
zero and the eigenvalue and eigenvectors were determined using the EISPAK 
eigensolvers in FLAME. These eigenvalues and temperature patterns 
(cigenvector) may be physically interpreted by considering a structural 
analogy. If an undamped structure is physically deformed into one of its 
structural mode shapes and then released, it will vibrate indefinitely with 
that shape at the frequency of that mode. Likewise, if a structure is given 
an initial thermal pattern (distribution) of one of its thermal modes, 
referenced to some mean temperature, the transient nodal temperatures will 
decay to the mean temperature with a time constant equal to the reciprocal of 
the eigenvalue. During this transient period, the thermal pattern will 
Iiiaintain its original shape and only its magnitude will change. 

l BASIC EQUATION: 

B: + KT = P + N(T) 

T - NODAL TEMPERATURES 
B - HEAT CAPACITANCE MATRIX 
K - HEAT CONDUCTION PLUS LINEARIZED RADIATION MATRIX 
P - THERMAL INPUT MATRIX 
N - NON LINEAR RADIATION TERMS 

. 

. SET RIGHT SIDE EQUAL TO ZERO AND ASSUME A SOLUTION: 

l THE REDUCED EQUATION IS THEN: 

B-‘K--AI 
> 

@= 0 

l USE EIGENSOLVER TO GET 

A i - EIGENVALUES (DECAY CONSTANTS) 
@i - EIGENVECTORS (TEMPERATURE PATTERNS) 

Figure 11 
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PARABOLIC DISH MODEL 

Two thermal transient problems were solved via thermal modes. The more 
complex analysis used an NTA model of a parabolic dish (fig. 12). The model 
contained 55 grid points and the analysis included both conduction and 
nonlinear radiation coupling. Topologically the model consisted of a parabolic 
dish, a feed assembly, and a pedestal which is partially obscured in this 
hidden-line plot. 

Figure 12 
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PARABOLIC DISH-THERMAL MODE 1 

The visual iza t ion of thermal modes on a conventional black-and-white 
graphic tern~inal  would be d i f f i c u l t .  For t h i s  study we used the M0VIE.BYU 
graphics solFtware together with a 512 x 512 color r a s t e r  d isplay system. The 
f i r s t  thermal mode of the  parabolic dish i s  shown in f igure  13. The l i gh t e s t  
shade (max imm yellow) represents +lo and the  darkest  'shade (maximum blue) 
represents -.I0. The black l i ne s  on the  plot a re  contour l i n e ~ ~ r e p r e s e n t i n g  
0.5' increments. The decay constant f o r  t h i s  mode i s  1.6 x510 sec. The 
d e ~ a y  constants f o r  the  other 54 modes range from 0.59 x 10 sec t o  0.0039 x 
%O sec, 

Figure 13 



THERMAL TRANSIENT RESPONSE-PARABOLIC DISH 

The antenna dish transient problem consisted of calculating the 
temperature changes of the dish from an initial temperature of 23.5O with 
in-orbit flux input and nonlinear radiation (fig. 14). The modal solution 
using all thermal modes (55) was found to match exactly the solution found via 
conventional analysis. Computer runs investigating the effects of truncating 
the modal set are in progress. For example, the predicted response of the 
pedestal end points using the lower 36 modes almost exactly matches the results 
using all 55 thermal modes. At this point in time, however, we have developed 
no firm criteria to select modes to be retained. 
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267 



I II lllllll lIIllllllllllll llllll Ill I I II I 

RUN TIME PERFORMANCE-PARABOLIC DISH 

Presented in figure 15 is a comparison of the CPU time involved in three 
different analyses of the antenna dish (that is, conventional method, thermal 
mode using all 55 modes, and thermal mode using the first 36 thermal modes). 
As was expected, truncation of the modal set reduces the CPU run time. 
Surprisingly, the modal solution using all 55 modes was somewhat quicker than 
the conventional direct solution. At this point in time the thermal mode 
technique shows promise of being more efficient than the conventional direct 
solution, but additional experience using thermal modes must be obtained 
before any firm conclusions can be reached. 

MODAL SOLUTION 
36 MODES 

MODAL SOLUTION 
55 MODES 

CONVENTIONAL 
DIRECT SOLUTION 

CPU TIME 

Figure 15 
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ANTICIPATED FUTURE ACTIVITY 

With the completion of this study, the fundamental validity, 
practicality, and means for implementation of the thermal mode process have 
been demonstrated. Projected future activity will consist of evaluating the 
technique on larger real-world problems, developing an understanding of the 
mode selection process, and developing interfaces to other thermal analysis 
codes, i.e., SPAR and SINDA (fig. 16). 

l EVALUATE TECHNIQUE FOR LARGER REAL WORLD PROBLEMS 

l DEVELOP UNDERSTANDING TO ENABLE EFFICIENT MODE SELECTION 

l DEVELOP INTERFACES TO OTHER THERMAL ANALYSIS CODES (I.E., SPAR, SINDA) 

Figure 16 
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REENTRY HEATING ANALYSIS OF SPACE SHUTTLE 

WITH COMPARISON OF FLIGHT DATA 

Leslie Gong, Robert D. Quinn, and William L. Ko 
Dryden Flight Research Facility 

NASA Ames Research Center 
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SUMMARY 

Surface heating rates and surface temperatures for a space shuttle re- 
entry profile were calculated for two wing cross sections and one fuselage 
cross section. Heating rates and temperatures at 12 locations on the wing 
and 6 locations on the fuselage are presented. The heating on the lower 
wing was most severe, with peak temperatures reaching values of 124OOC 
for turbulent flow and 900°C for laminar flow. For the fuselage, the 
most severe heating occured on the lower glove surface where peak tem- 
peratures of 910°C and 700°C were calculated for turbulent flow and 
laminar flow, respectively. 

Aluminum structural temperatures were calculated using a finite dif- 
ference thermal analyzer computer program, and the predicted temperatures 
are compared to measured flight data. Skin temperatures measured on the 
lower surface of the wing and bay 1 of the upper surface of the wing agreed 
best with temperatures calculated assuming laminar flow. The measured 
temperatures at bays 2 and 4 on the upper surface of the wing were in quite 
good agreement with the temperatures calculated assuming separated flow. 
The measured temperatures on the lower forward spar cap of bay 4 were in good 
agreement with values predicted assuming laminar flow. However, temperatures 
measured on the aft spar cap were higher than the values calculated for 
laminar flow. The upper spar cap temperatures computed for separated flow 
were in fairly good agreement with the flight data. 

INTRODUCTION 

The space shuttle orbiter is designed to be used for approximately 
one hundred flights. During each flight the vehicle must withstand 
severe aerodynamic heating during reentry through the atmosphere. The 
space shuttle skin and substructure are constructed primarily of aluminum 
which must be protected during reentry with a thermal protection system 
(TPS) from being overheated beyond the design temperature limit of 177OC 
so that the integrity of the structure is maintained for subsequent flights. 
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In addition to the temperature limit, the temperature gradient within the 
structure must not be too severe or the resulting thermal stress will 
buckle the skin and cause possible bondline failure. 

In order to gain confidence in the thermal protection system, re- 
entry heating analysis of the shuttle must be made and the temperature 
distribution within the structure must be estimated to assure that the 
design temperature is not exceeded and the thermal stresses are not exces- 
sive. 

This paper presents calculated surface (aerodynamic) heating rates 
and surface temperatures for the wing at wing station (WS) 240 and wing 
station (WS) 328. Also presented are the aerodynamic heating rates and 
surface temperatures computed for six locations on the fuselage at fuselage 
station (FS) 877. Wing stations 240 and 328, and FS 877 were chosen for 
analyses because these locations were most heavily instrumented. In addition, 
calculated aluminum skin and spar cap temperatures for the wing at WS 240 
are shown and compared to available measured flight data. 

SYMBOLS 

H 

Q 

altitude, m 

heating rate, 2 kw 

m -set 

temperature, OC 

velocity, -& 

angle of attack, degrees 

SPACE SHUTTLE 

A planform view and side view of the space shuttle showing the two wing 
locations and one fuselage location for which aerodynamic heating analyses 
were made are shown in figure 1. As shown, calculations were made for WS 
240, WS 328, and FS 877. A thermal model was also made for the wing cross 
section at WS 240 and structural temperatures were calculated for this 
location. Cross sections of the wing at WS 240 and WS 328, and the fuse- 
lage at FS 877 showing the general moldline geometry are presented in 
figure 2. 
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FLIGHT CONDITIONS 

In order to,make aerodynamic heating calculations, time histories of 
altitude, Mach number or velocity, and angle of attack must be determined. 
For the present investigation the nominal STS-1 (Space Transportation 
System) reentry flight trajectory shown in figure 3 was used. Also shown 
in this figure are the actual reentry flight time histories of angle of 
attack, velocity, and altitude. As can be seen the two trajectories are 
in excellent agreement and, therefore, calculations made using the nominal 
trajectory can be used to compare with flight data. 

DESCRIPTION OF WING STRUCTURE 

The geometry of the wing section at WS 240 for which structural tem- 
peratures were calculated is shown in figure 4. Both the upper and lower 
skins and forward spar web of bay 1 are made of aluminum honeycomb sandwich 
plates. The skins for bays 2, 3, and 4 are made of spanwise "hat" stringer 
reinforced aluminum skins. The remaining spar webs are made of corrugated 
aluminum. The lower wing skin is covered with high temperature reusable 
surface insulation (HRSI), with the strain isolation pad (SIP) lying between 
the wing skin and the HRSI. Most of the upper skin of bay 1 is protected 
by low temperature reusable surface insulation (LRSI) under which lies the 
SIP layer. The HRSI and LRSI are bonded to the SIP with room temperature 
vulcanized (RTV) silicone rubber and the SIP is bonded to the skin with RTV. 
The remainder of the upper skin of bay 1 and all of the upper skin of bays 
2, 3, and 4 are covered with felt reusable surface insulation (FRSI). The 
FRSI is bonded directly to the skin, with RTV, and there is no SIP layer. 

CALCULATING METHODS 

Aerodynamic Heating 

External heating rates and surface temperatures were computed by the 
DFRC computer program "THEOSKN". This program solves the one-dimensional 
thin skin heating equation and computes time-histories of heating rates, 
temperatures, heat transfer coefficients, skin friction, etc. At present 
this program can compute turbulent heat transfer by the theory of van 
Driest (reference 1) and Eckert's reference enthalpy method (reference 2), 
and laminar heat transfer by Eckert's reference enthalpy method (reference 
2). Also, 3-D stagnation point laminar heat transfer and 2-D stagnation 
point laminar heat transfer with and without sweep can be computed by the 
theory of Fay and Riddell (reference 3). The swept cylinder theory of 
Beckwith and Gallagher (reference 4) is used to compute turbulent stagna- 
tion point heating. 
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The local flow conditions used in the heating equations can be com- 
puted by the program or can be input to the program from some other source. 
At present, the program can calculate normal shock local flow with or 
without sweep, and local flow conditions based on the oblique shock theory, 
the Prandtl-Meyer expansion theory, and/or the tangent cone theory. Also, 
heating rates can be arbitrarily changed by user input, and a transition 
number based on Reynolds number and/or Mach number may be input to the 
program to change heating calculations (e.g. laminar to turbulent flow). 
All calculations are based on real gas properties of air. 

In the present investigation, heating rates and surface temperatures 
were calculated for the upper and lower surfaces of the wing at WS 240 and 
WS 328, and for the fuselage at FS 877. Three cases of heating rates and 
surface temperatures were calculated for the wing at WS 240. Namely, (i) 
turbulent flow for both the lower and upper surfaces, (ii) laminar flow 
for both the lower and upper surfaces, and (iii) laminar flow for the lower 
surface and bay 1 of the upper surface, and separated flow for the aft 
bays of the upper surface. For WS 328, heating rates and surface tem- 
peratures were computed only for case iii. The laminar heating rates were 
computed by Eckert's reference enthalpy method, and the turbulent heating 
rates were computed by the theory of van Driest. For both cases a Reynolds 
analogy factor of 1.12 was used. The local flow conditions were computed 
by the oblique shock theory and the Prandtl-Meyer expansion theory. The 
initial wedge angle was taken to be 30 degrees. The flow distance was 
the chordwise distance measured from the leading edge of the wing. The 
laminar and turbulent heating rates for the upper surface were computed 
by the same procedure used to calculate the lower surface heating rates 
except that the flow expansion was limited in such a way that the local 
static pressures did not go-below three-tenths of the free stream static 
pressure. Finally, the separated flow heating rates for the upper surface 
were estimated. For this analysis, the separated flow heating rates were 
taken to be one-half of the attached laminar flow calculated heating rates. 

Heating rates and surface temperatures were calculated for the lower 
surface of the fuselage by the turbulent swept cylinder theory of Beckwith 
and Gallagher and the laminar swept cylinder theory of Fay and Riddell. 
Calculations for the lower glove surface were also made using the above 
theories. However, the resulting heating rates were increased by 20 
percent as suggested by results from wind tunnel tests (references 5 and 6). 
For the leading edge of the "glove," only laminar calculations were made 
using the swept cylinder theory of Fay and Riddell. The upper "glove" 
surface was known to be in a low heating separated flow region. Measured 
results for similar geometry on the X-15 airplane during a reentry flight 
(reference 7) showed the lower surface heating to be about thirty times 
the upper surface heating. Therefore, the heating rates for the upper 
glove surface were estimated by taking one-thirtieth of the heating rates 
calculated for the lower "glove" surface. For the side of the fuselage, 
it was assumed that the flow was separated from the fuselage glove junction 
to a point (attachment point) on the fuselage where the TPS changed from 
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FRSI to LRSI. This location is about halfway up the side of the fuselage. 
Heating rates and surface temperatures were calculated for the side of the 
fuselage using Eckert's reference enthalpy method for laminar flow and assum- 
ing that the local attached flow conditions were equal to free stream values. 
The separated flow heating rates on the side of the fuselage were assumed to 
be equal to one-tenth the attached flow calculations. The heating rates and 
surface temperatures for the upper fuselage surface were computed by Eckert's 
reference enthalpy method for laminar flow with and without transition at a 

local Reynolds number of 5 x 105. The local flow conditions were calculated 
using the Prandtl-Meyer expansion theory with initial flow conditions equal to 
free-stream values. The flow distance was measured from the attachment point 
on the side of the fuselage. Two calculations were made. In the first cal- 
culation, the local flow was allowed to expand until the local static pres- 
sure was equal to one-half the free stream pressure. In the second calcula- 
tion, the local static pressure was limited to one-fourth the free stream 
value. 

Structural Temperature Calculations 

The structural temperatures were computed using the Lockheed Thermal 
Analysis program (reference 8). This program computes transient temper- 
ature distributions in configurations of arbitrary complexity, using the 
electrical resistance capacity analogy. Solutions are obtained by convert- 
ing the physical system into one consisting of lumped thermal capacitors 
connected by the thermal resistors and then using the lumped-parameter, 
or finite-difference approach, to solve for the temperature history of 
the system. This program permits direct solutions of complex transient 
problems involving conduction, convection, radiation, and heat storage. 
Furthermore, since it is also possible to specify any quantity as an 
arbitrary function of any other, it is also possible to solve such problems 
as change of state, variable thermodynamic properties, arbitrary variable 
boundary conditions (such as aerodynamic heating) and other non-linear 
effects. Input format is not restricted to any particular geometry, but 
is such.that resistors and capacitors can be connected in any manner 
desired. 

When using this program to compute temperatures for a large thermal 
model, it is desirable to make the computing interval as large as possible 
so that the computational time is not excessive. The computing interval 
for this program is determined by multiplying the minimum RC product by a 
given factor. The default value of this multiplying factor is 0.25. The 
RC product is the product of the capacity of a lump times the equivalent 
resistance of that lump, and the equivalent resistance is the parallel 
combination of all the resistors connected to the lump. The multiplying 
factor of 0.25 can be changed to any desired value. However, care must 
be exercised, as too large a computing interval will result in unreliable 
results. In the present investigation, a multiplying factor of 0.9 was 
used which resulted in a computing interval of approximately 1.0 second. 
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The thermal properties of the TPS and aluminum structure are functions 
of pressure and/or temperature and therefore must be updated at frequent 
intervals if good results are to be obtained. In the present analysis, 
the thermal properties were updated at each computing interval (1.0 
second). Also when calculating the conduction resistors, the temperature 
used to update the conductivity was the average of the temperature of the 
two lumps connected by the resistor. 

TRERMAL MODEL 

The third bay of the wing cross section at WS 240 was first modeled 
by a one-dimensional thermal model. One of the primary purposes for 
making the one-dimensional calculations was to determine how many layers 

1 

(lumps) the HRSI should be divided into in order to get a good solution 
with minimum computer running time. Consequently, the thermal model was 
made with the HRSI divided into 5, 10 and 15 layers. The thermal model 
with the HRST divided into 10 layers is shown in figure 5. The circled 
numbers are the lump numbers, and numbers on the right are the resistors 
connecting the lumps. Resistors 1 through 14 and 16 through 19 are the 
conduction resistors. Resistor 15 is the internal radiation resistor and 
26 and 27 are the external radiation resistors which radiate to the 
free-stream temperature Tm. The results from the one-dimensional cal- 

culations are presented in figure 6 which shows a plot of the maximum 
calculated lower skin temperatures versus the number of HRSI layers. As 
shown, the temperature difference between the 5 layer model and 15 layer 
model is 1.67OC. However, the difference between the 10 and 15 layer model 
is only 0.27OC and is insignificant. Based on these calculations, it 
was decided that for all subsequent thermal models, the HRSI would be 
divided into approximately 10 layers. 

The two dimensional thermal model for the entire wing cross section, 
excluding the leading edge and elevon, at WS 240 is shown in figures 7, 
8, and 9. As shown in figure 7, the TPS and aluminum structure were 
divided into 410 lumps (capacitors). Figure 8 shows the conduction 
resistors and the external radiation resistors. There are a total of 486 
conduction resistors and 45 external radiation resistors. Also shown in 
figure 8 are the aerodynamic heating inputs which are denoted by the 
arrows labeled 420 to 441, and 050 to Q71. Because of the gaps in the 
reusable surface insulation (RSI), heat conduction was allowed only in 
the RSI thickness direction. As shown in figure 8, each external lump 
radiated to the ambient temperature Tm. The emissivity used to compute 

the radiation heat flux was 0.85 for the lower surface and 0.80 for the 
upper surface. Also the view factor used in the radiation calculations 

1 In this discussion, the word layers refers to lumps in the TPS 
thickness direction. Therefore, for the one-dimensional thermal model, 
the two words are synonymous. 
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was 1.0. Typical internal radiation resistors are shown in figure 9. 
There are a total of 553 internal radiation resistors. View factors were 
computed for each internal radiating lump, and the emissivity used in the 
heat flux calculations was 0.667. 

RESULTS AND DISCUSSION 

Heating Rates and Surface Temperatures 

Wing - The surface heating rates calculated for wing station 240 are 
shown in figure 10. Turbulent and laminar heating rates were computed 
for the lower surface and bay 1 of the upper surface. For bays 2, 3, and 
4 of the upper surface, turbulent, laminar, and separated heating rates 
were calculated. Details of the methods used to compute the heating 
rates and surface temperatures are presented in the previous section of 
this paper called CALCULATING METHODS. The turbulent heating rates are 
shown by the solid lines. The laminar heating rates are shown by the 
dashed lines, and the heating rates computed for separated flow are shown 
by the long and short dashed lines. For the lower surface, the maximum 

heating rate calculated, assuming turbulent flow, varied from 225 kw/m2-set 

at bay 1 to 175 kw/m2-set at bay 4. For laminar flow, the maximum heating 

rate varied from 75 kw/m2-set at bay 1 to 40 kw/m2-set at bay 4. The 
maximum upper surface heating rate computed for turbulent flow was 5.9 

kw/m2-set, and for laminar flow was 5.8 kw/m2-sec. The heating rates 

calculated assuming separated flow varied from a maximum of 2.2 kw/m'-set 

at bay 2 to 1.6 kw/m2-set at bay 4. It may be noted that the laminar 
heating rates computed for the upper surface are higher than the turbulent 
heating rates for the first 1000 seconds of the reentry trajectory, and 
the total heating rates calculated for turbulent flow are only slightly 
higher than the total laminar heating rates. This apparent abnormality 
is due to the very low Reynolds numbers on the upper surface of the wing. 

The calculated surface temperatures for the lower surface at WS 240 
are shown in figure 11. The maximum temperatures calculated for turbulent 
flow vary from 1240°C at bay 1 to 109O'C at bay 4. For laminar flow, 
the maximum temperatures vary from 900°C at bay 1 to 690°C at bay 4. The 
upper surface temperatures are shown in figure 12. The maximum surface 
temperature occurs at bay 1 and is 315OC. It may also be noted that the 
maximum calculated temperatures for turbulent flow and laminar flow are 
nearly the same. The surface temperatures computed for separated flow 
range from 165OC at bay 2 to 120°C at bay 4. 
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Calculated heating rates for WS 328 are shown in figure 13. The 
laminar flow heating rates computed for the lower surface of the wing 

reached maximum values of 85 kw/m2 -set at bay 1 and 53 kw/m2-set at bay 
3. For the upper surface, the heating rates were computed assuming 
laminar flow for bay 1 and separated flow for bays 2 and 3. The maximum 

heating rate at bay 1 is 6 kw/m2-set, and for bays 2 and 3 the maximum 

heating rates are slightly above 2 kw/m2-sec. 

The surface temperatures at WS 328 are shown in figure 14 for the 
lower surface and figure 15 for the upper surface. All of the lower surface 
temperatures and the temperatures for bay 1 of the upper surface were 
calculated assuming laminar flow. The temperatures for bay 2 and bay 3 
of the upper surface were computed assuming separated flow. The lower 
surface reaches maximum temperatures of 880°C, 800°C, and 740°C at bays 
1, 2, and 3 respectively. For the upper surface, the maximum temperature 
at bay 1 is 370°C, and the peak temperatures at bays 2 and 3 are 230°C 
and 208OC, respectively. 

Fuselage - Heating rates at six locations on the fuselage at FS 877 
are presented in figure 16. Calculations are shown for location 1 (lower 
fuselage centerline), location 2 (lower surface of the glove), location 3 
(leading edge of the glove), location 4 (upper surface of the glove), 
location 5 (side of the fuselage), and location 6 (top centerline of the 
fuselage). Details of the methods used to make these calculations are 
discussed in the previous section called CALCULATING METHODS. At location 
1, heating rates are shown for both laminar and turbulent flow. The maximum 

value obtained for turbulent flow was 100 kw/m2 -set and the peak laminar 

heating rate calculated was 48 kw/m2-sec. Turbulent and laminar heating 
rates are also shown for location 2. The peak heating rate for turbulent 

flow is 115 kw/m2 -set and for laminar flow is 45 kw/m2-sec. It should be 
mentioned that the turbulent calculated heating rates at location 2 were 
empirically increased by 20 percent as discussed in the previous section. 
However, this empirical factor was not applied to the laminar calculations. 
At location 3, only laminar flow heating rates were calculated and as 

shown, the peak value at this location is 80 kw/m2-sec. Two curves of 
calculated heating rates assuming separated flow are shown for location 
4. The lower curve represents the estimated heating rates that were 
expected at this location. However, because of the uncertainty of the 
heating at this location, due to the complex flow field on the upper 
glove, conservative estimates of the heating rates were also made and are 
shown by the upper curve. At location 5, heating rates were generated 
assuming separated flow and assuming attached laminar flow with transition 
to turbulent flow at 1350 seconds. The attached flow calculations produced 
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a peak heating rate of 14 kw/m'-sec. However, if the flow is assumed 

separated at location 5, the maximum heating rate is 1.4 kw/m2-sec. Two 
curves of calculated heating rates are shown for location 6. The lower 
curve was computed assuming laminar flow and also assuming that the local 
static pressures were equal to one-forth of the free-stream values. As 

shown, this curve reaches a peak value of 4 kw/m2-sec. The upper curve 
was computed assuming laminar flow with transition to turbulent flow at a 

Reynolds number of 5 x 10' (time = 1050 seconds) and also assuming that 
the local static pressures were equal to one-half the free-stream values. 

The maximum heating rate shown by this curve is 8 kw/m2-sec. 

Surface temperatures calculated for the same six locations at which 
the hea,ting rates were computed are shown in figure 17. As shown, the 
heating at locations 1, 2, and 3 is quite severe with peak temperature at 
location 1 and location 2 reaching approximately 910°C for turbulent flow 
and 700°C for laminar flow. At location 3 the peak temperature is 85OOC. 
The temperatures at location 4 reached peak values of 190°C and 275OC 
depending on which heating rate curve was used (see figure 16). The 
maximum surface temperature calculated at location 5 was 157OC if separated 
flow was assumed and 450°C if the flow is assumed to be attached, The 
surface temperatures at location 6 reached a peak value of 325OC when it 
was assumed that the flow transitioned to turbulent flow at 1050 seconds. 

Structural Temperatures 

Predicted aluminum skin temperature time histories at four locations 
on the lower surface of the wing at WS 240 are shown in figure 18 and 
figure 19. Also shown for comparison are STS-1 measured flight temperatures. 
Figure 18 shows the skin temperatures for bays 1 and 2, and figure 19 
shows the skin temperatures for bays 3 and 4. Except for bay 3 (figure 
19), flight data for the time interval 0 to 1178 seconds were not available 
due to telemetering "blackout." Calculated,temperatures are shown for 
turbulent flow using 80 percent TPS thickness, laminar flow using 80 
percent TPS thickness, and laminar flow using 100 percent TPS thickness. 
Eighty (80) percent of the TPS thickness was used to account for gap 

heating effects2. As shown, the measured data falls about halfway between 
the two laminar curves up to 1650 seconds of the flight profile, and it 
is apparent that the flow on the lower surface of the wing was laminar. 
The fact that data falls midway between the two laminar curves indicates 
that the effect of gap heating may not be as severe as that imposed on 
the calculations by using 80 percent TPS thickness. It is obvious from 

2 The 80 percent TPS thickness was the design criterion used by 
space shuttle manufacturer to account for the effects of gap heating. 
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the comparisons shown in figure 18 and 19 that good agreement between the 
measured and calculated data up to 1650 seconds of the flight profile 
would have been obtained if 90 percent TPS thickness had been used in the 
calculations. After 1650 seconds, the flight data shows an increasing 
deviation from the calculated values and the agreement between the measured 
and calculated data is poor. The result was expected since the forced 
convection cooling from 1550 seconds to touchdown at 1916 seconds was not 
accounted for in the calculations (see figure 10). Also after touchdown 
the free convection external cooling and the free convection internal 
heating were neglected in the calculations. 

Comparisons between measured and calculated skin temperatures on the 
upper surface of the wing are shown in figures 20 and 21. Skin temperature 
time-histories for bays 1 and 2 are shown in figure 20, and skin temperature 
time-histories for bay 3 and bay 4 are shown in figure 21. Calculated 
temperatures are shown for turbulent flow using 80 percent TPS thickness 
and laminar flow using 80 percent TPS thickness. Also shown are temperatures 
computed assuming laminar flow and 100 percent TPS thickness for bay 1 
and temperatures calculated for separated flow with 100 percent TPS 
thickness for bays 2, 3 and 4. For bay 1, it can be seen that the measured 
flight data are in quite good agreement with the temperatures calculated 
assuming laminar flow and 100 percent TPS thickness. At bays 2 and 4, the 
temperatures calculated assuming separated flow and 100 percent TPS thick- 
ness are in fairly good agreement with the measured flight data. It may 
be noted that the measured temperatures at bays 2 and 4 continue to increase 
after touchdown. This increase in temperature of the upper skins is due 
to convection and radiation heating from the hotter lower skins. The upper 
skin of bay 1 does not show this increase in temperature after touchdown 
because the skins of bay 1 are made of aluminum honeycomb core sandwich 
plates which insulates the thermocouple, located on the outer skin, from 
the internal heating effects. 

Comparisons between measured and calculated temperatures on the 
lower spar caps are shown in figure 22. The flight data for the lower 
forward spar cap of bay 4 are in good agreement with the laminar flow 
curve for 80 percent TPS thickness up to 1800 seconds. It may be noted 
that the measured skin temperatures at bay 4 (see figure 19) do not agree 
as well with the calculated values as do the measured temperatures of the 
forward spar cap. This somewhat poorer agreement between the measured 
and calculated skin temperatures may result from the fact that the skin 
was actually made of "hat" stringer reinforced aluminum, whereas, the 
skin used in the thermal model was an equivalent flat plate. The measured 
temperatures for the rear spar cap are higher than the laminar flow curve 
for 80 percent TPS thickness. The lower predicted values for the aft 
spar cap are probably due to the assumption of total insulation of the 
aft side of the rear spar web. Like the lower skin data, the flight data 
for the lower spar caps level off and remain virtually constant after 
1800 seconds. 
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Comparisons between measured and calculated temperatures on the upper 
spar caps are shown in figure 23. As was the case for the upper skin 
temperatures, the measured flight data for the spar caps agree best with 
the values calculated assuming separated flow and 100 percent TPS thickness. 
The measured data show a higher rate of increase after touchdown than 
predicted by the calculated curve, and this higher heating rate is probably 
due to the effects of internal convection which were neglected in the 
calculations. 

CONCLUDING REMARKS 

A transient aerodynamic heating program was used to compute time- 
histories of surface heating rates and surface temperatures for two wing 
cross sections and one fuselage cross section. The heating on the lower 
surface of the wing was most severe, with peak temperatures reaching 
values of 124OOC for turbulent flow and 900°C for laminar flow. For the 
fuselage, heating was most severe at the lower glove surface where the 
peak temperatures were 910°C for turbulent flow and 700°C for laminar 
flow. 

A finite-difference thermal analyzer computer program was used to 
compute structural temperatures for a wing cross section at WS 240. The 
predicted structural temperature time-histories were compared with measured 
flight data. These comparisons showed that, for the first 1650 seconds of 
the reentry trajectory, the temperatures measured on the lower surface 
of the wing were in fair agreement with values calculated assuming laminar 
flow. After 1650 seconds the flight data deviates from the predicted 
values due primarily to the fact that the external convection cooling and 
the internal convection heating were neglected in the calculations. The 
temperatures measured on the upper surface at bay 1 were in quite good 
agreement with values computed assuming laminar flow, and the upper surface 
temperatures measured aft of bay 1 were in fairly good agreement with values 
calculated assuming separated flow. The differences that do exist between 
the measured and calculated temperatures on the upper surface of the wing 
and the lower surface of the wing prior to time 1650 seconds could be caused 
by the following assumptions made in the thermal model: (1) the use of 
effective thickness for the TPS to account for gap heating; (2) initial 
temperatures and emissivities; (3) total insulation of the aft and forward 
spar webs; (4) the use of effective thickness for stiffened skin, corrugated 
spar webs, and honeycomb core skins; (5) no internal convection; and (6) the 
two-dimensional nature of the thermal model. 
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Figure l.- Wing and fuselage locations analyzed. 

Figure 2.- Wing and fuselage cross sections. 
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Figure 4.- Geometry of wing at WS 240. 
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Figure 7.- Thermal model, capacitors at WS 240. 
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Figure 8.- Thermal model, resistors at WS 240. 
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Figure 9.- Thermal model, internal radiation at WS 240. 
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Figure 12.- Calculated surface temperatures of upper surface, WS 240. 
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Figure 13.- Calculated heating rates, WS 328. 
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Figure 14.- Calculated surface temperatures of lower surface, WS 328. 
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Figure 16.- Calculated heating rates, FS 877. 

T. OC 

T. ‘C 

- TURBULENT 
600 ----. LAMINAR 
dD0. -- - .- SEPARATED 

200 

TIME. set TIME set 

Figure 17.- Calculated surface temperatures at FS 877. . 

291 



TURBULENT FLOW 
80% TPS THICKNESS 

---- LAM! NAR FLOW 
80% TPS THICKNESS 

- - - LRMiNkR FLOW 
100% TPS THICKNESS 

140 

120 f‘ 

END OF BLACKOUT 

ws 240 
e 

BAY 1 0 

TIME, set 
1000 2000 

TIME, set 

Figure 18.- Lower skin temperatures of bays 1 and 2, WS 240. 
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Figure 20.- Upper skin temperatures of bays 1 and 2, WS 240. 
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Figure 21.- Upper skin temperatures of bays 3 and 4, WS 240. 
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Figure 22.- Lower spar cap temperatures. 
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Figure 23.- Upper spar cap temperatures. 
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REENTRY HEAT TRANSFER ANALYSIS 

OF THE SPACE SHUTTLE ORBITER 

William L. Ko, Robert D. Quinn, Leslie Gong, 
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SUMMARY 

A SPAR (structural performance and resizing) finite element thermal analysis 
computer program was used in the reentry heat transfer analysis of the space shuttle. 
Two typical wing cross sections and a midfuselage cross section were selected for 
the analysis. The surface heat inputs to the thermal models were obtained from 
aerodynamic heating analyses, which assumed (1) a purely turbulent boundary layer, 
(2) a purely laminar boundary layer, (3) separated flow, and (4) transition from 
laminar to turbulent flow. 

The effect of internal radiation was found to be quite significant. With the 
effect of the internal radiation considered, the wing lower skin temperature became 
about 39O C (70° F) lower. 

The results were compared with flight data for STS-1 (space transportation 
system, trajectory 1) , The calculated and measured temperatures compared well 
for the wing if laminar flow was assumed for the lower surface and bay 1 upper 
surface and if separated flow was assumed for the upper surfaces of bays other than 
bay 1. For the fuselage, good agreement between the calculated and measured data 
was obtained if laminar flow was assumed for the bottom surface. The structural 
temperatures were found to reach their peak values shortly before touchdown. 

In addition, the finite element solutions were compared with those obtained 
from the conventional finite difference solutions. 

INTRODUCTION 

The space shuttle orbiter is designed to be used for at least 100 missions. During 
each flight cycle, it must withstand the vibrations of lift-off and survive severe 
aerodynamic heating as it reenters the atmosphere at extremely high velocity 
(approximately Mach 25 at the start of reentry) and high angle of attack (approxi- 
mately 40° during the early phase of reentry). The space shuttle skins are construc- 
ted primarily of aluminum and/or graphite/epoxy composites, which must be 
protected from being heated beyond the design limit (176O C , 350° F) . Overheating 
would result in the loss of structural integrity required for subsequent flights. 
Thus, a thermal protection system (TPS) is bonded to the skins. Another area of 
great concern is the thermal stresses. The strain isolation pad (SIP) is designed to 
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absorb the skin buckling effect on the TPS. If skin buckling is too severe, the TPS 
and the shuttle skins may debond, resulting in partial or total loss of the TPS function. 

In order to gain confidence in the thermal performance of the shuttle under a 
prescribed reentry flight profile (time histories of velocity, altitude, and angle of 
attack), a preflight reentry heating thermal analysis of the space shuttle was con- 
ducted. The structural temperature distribution obtained from the thermal analysis 
can then be used to calculate thermal stresses for studying structural performance. 
The present paper is limited to the prediction of structural temperature distribution. 
The results are compared with flight measured data from the first flight. 

ANALYSIS 

For the analysis, it was assumed that the space shuttle enters the atmosphere 
under the nominal (or design) STS-1 (space transportation system, trajectory 1) 
trajectory (shown in fig. 1 (solid lines)) . The flight data shown in the figure closely 
follow the nominal trajectory. Time zero in the analysis corresponds to the start of 
reentry, which is defined to occur at an altitude of 121,920 meters (400,000 feet). 
Based on the nominal STS- 1 trajectory, the preflight aerodynamic heating was cal- 
culated using the classical aerodynamic theories and assuming several types of flow 
conditions (turbulent, laminar , and separated). Two typical wing cross sections, 
wing stations (WS’s) 240 and 328, and a midfuselage cross section, fuselage station 
(FS) 877, were selected for the thermal analysis. The locations of WS 240, WS 328, 
and FS 877 are shown in figure 2. 

DESCRIPTION OF STRUCTURES 

The geometry of the wing segment bound by WS 240 and WS 254 is shown in fig- 
ure 3. Both the upper and lower skins of bay 1 are made of aluminum honeycomb core 
sandwich plates. The skins of bays 2, 3, and 4 are made of hat-stringer-reinforced 
aluminum. The spar webs are made of corrugated aluminum plates, except for the 
forward spar web of bay 1, which is made of aluminum honeycomb core sandwich 
plates. The entire lower wing skin is covered with HRSI (high temperature reus- 
able surface insulation), with SIP lying between the wing skin and the HRSI. Most 
of the upper skin of bay 1 is protected by LRSI (low temperature reusable surface 
insulation), under which lies the SIP layer. A small portion of the upper skin of 
bay 1 and the upper skins of bays 2, 3, and 4 are covered only with FRSI (felt 
reusable surface insulation). 

The wing segment bound by WS 328 and WS 342.5 (fig. 4) has only three bays. 
The forward spar web of bay 1 is made of honeycomb core sandwich plate, and the 
rest corrugated plates. All the lower and the upper skins are hat-stringer stiffened. 
The lower skin is covered with HRSI, and the upper skin LRSI. No FRSI appears on 
the upper surface of WS 328. 

The geometry of the fuselage cross section FS 877 is shown in figure 5. Both the 
fuselage belly and the sidewall are made of T-stiffener-reinforced aluminum. The 
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lower and upper skins (except for the leading edge region) are made of hat-stringer- 
reinforced aluminum. The leading edge region of the glove skin is made of aluminum 
honeycomb core sandwich structure. A small portion of the bay door inner surface 
is covered by an RTV (room-temperature-vulcanized) layer, which serves as a heat 
sink. The fuselage belly and the lower glove are protected with HRSI. The upper 
glove is covered partly with HRSI (region of the honeycomb core sandwich structure) 
and partly with LRSI. The lower portion of the sidewall is covered with FRSI, and 
the upper portion with LRSI. The outside surface of the bay door is protected by FRSI. 

THERMAL MODELING 

To account for the spanwise heat flow and the effect of the rib trusses at WS 254, 
the wing segment shown in figure 3 was modeled in three dimensions using a SPAR 
(structural performance and resizing) finite element thermal analysis computer pro- 
gram (ref. 1) rather than the conventional finite difference method. The entire finite 
element thermal model for the wing segment, shown in figure 6, has 920 joint locations 
(JLOC’s or nodes). The modeling was limited to the major load-carrying portion 
(bays 1 to 4) of WS 240. In modeling, all the wing skins and the spar webs were 
replaced by solid plates having corresponding effective thicknesses. The equivalent 
wing skins and spar webs, rib cap shear webs, TPS surface coatings, and RTV 
layers (lying on both sides of the SIP) were then modeled using SPAR K41 elements 
(4-node, two-dimensional heat conduction elements). The spar caps, rib caps, and 
rib trusses were modeled using SPAR K21 elements (2-node, one-dimensional heat 
conduction elements) . The TPS was modeled in 10 layers on the lower surface and 
3 to 4 layers on the upper surface using SPAR K81 elements (8-node, three-dimen- 
sional heat conduction elements) and K61 elements (g-node, three-dimensional heat 
conduction elements). The K61 elements were used only in the region where the 
modeled TPS layers changed from four to three layers on the upper surface (see 
fig. 6). The SIP was modeled by one layer of SPAR K81 elements. 

A small one-dimensional thermal model for WS 240 bay 3 was used to determine 
the effect of the number of modeled TPS layers on the solutions. The lower skin 
peak temperature difference between 10 and 15 layer modeling was found to be 
only 0.8 percent; thus, modeling the lower surface TPS in 10 layers was considered 
quite adequate. 

Because of the existence of gaps in the reusable surface insulation (RSI) , heat 
conduction in both HRSI and LRSI was permitted only in the RSI thickness direction. 
To account for gap heating between the RSI tiles, the thickness of RSI was reduced 
to 80 percent of its original thickness. Aerodynamic surfaces were modeled using 
one layer of K41 elements of unit thickness to provide source heat generation. For 
the external and internal radiant heat energy exchanges, a layer of SPAR R41 ele- 
ments (4-node thermal radiation exchange elements) was attached to the outer surface 
of the TPS and the exposed aluminum surfaces. For the spar webs with two sides 
exposed (lying between bays 1 and 2, 2 and 3, and 3 and 4)) one layer of R41 
elements was used for each exposed surface. Only one SPAR R41 element was used 
to represent radiation into space (see fig. 6). The size of the space R41 element 
was conveniently chosen so that it had unit length in the vertical direction and a 
width equal to the spanwise width of the wing segment. Because the surface areas 
were so small, thermal radiation exchanges were ignored at the rib cap shear webs 
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and rib trusses. Outer surfaces of the forward and rear spar webs ‘were totally 
insulated. Internal convection and external convective cooling (negligible during 
reentry) were ignored. 

Modeling of wing segment bound by WS 328 and WS 342.5 (fig. 4) was quite 
similar to the previous case. For this wing segment, TPS was modeled in 13 layers 
on the lower surface and 5 layers on the upper surface. Both the lower and upper 
TPS thicknesses were reduced to 80 percent of their original thicknesses to account 
for the gap heating. The three-dimensional thermal model for the wing segment 
shown in figure 7 has a total of 915 joint locations. 

Modeling of FS 877 was two dimensional. Because it is symmetrical, only one- 
half of the fuselage cross section was modeled. The SPAR thermal model for FS 877 
is shown in figure 8. The model has a total of 605 joint locations. The T-stiffener 
and hat-stringer-reinforced skins were represented by equivalent smooth skins 
with proper effective thicknesses. The equivalent skins, glove honeycomb core 
sandwich plate skins, bay door composite skins, longerons , vertical wall between 
the two lower longerons , torque box, and top centerline beam were modeled using 
SPAR K21 elements. The glove honeycomb core was modeled using SPAR K41 ele- 
ments. The bay door honeycomb core was modeled using both SPAR K41 and K31 
elements (3-node, two-dimensional heat conduction elements). The TPS was modeled 
in 10 layers using SPAR K41 elements. 

To account for gap heating, the TPS thickness was reduced to 80 percent of its 
original thickness. Heat conduction in both HRSI and LRSI was allowed only in the 
RSI thickness direction to account for the existence of gaps betwen the RSI tiles. 
Heat conduction in FRSI was two dimensional. Both the SIP and the RTV heat sinks 
were modeled using SPAR K41 elements. To provide aerodynamic heating, the aero- 
surface was modeled using SPAR K2 1 elements for source heat generation. SPAR R2 1 
elements (2 node thermal radiation exchange elements) were attached to the TPS 
outer surface and the exposed structural surfaces to handle both external and internal 
radiation heat exchange. Radiation to space was modeled using just one SPAR R21 
element of unit length. Radiation exchange inside the torque box was neglected, 
and the cargo bay was assumed to be empty. Internal convection and external con- 
vective cooling (negligible during reentry) were not taken into account. 

AERODYNAMIC HEATING 

The external heat inputs to the thermal models were computed by a NASA compu- 
ter program called THEOSKN using the velocity-altitude-angle-of-attack time history 
of the nominal STS- 1 trajectory given in figure 1. The THEOSKN program solves the 
one-dimensional thin skin heating equation and computes time histories for surface 
temperature, heat transfer coefficients, heating rates, and skin friction. Real gas 
properties of air were used in all calculations. 

Representative heating rate calculations at WS 240 are shown in figure 9. Three 
cases of heat inputs were generated: turbulent flow for both the lower and upper 
surfaces, laminar flow for both the lower and upper surfaces, laminar flow for 
the lower surface and the upper surface of bay 1, and separated flow for the upper 
surfaces of bays other than bay 1. The laminar heating 
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rates (dashed lines in fig. 9) were computed by Eckert’s reference enthalpy method 
(ref. 2) and the turbulent heating rates (solid lines in fig. 9) were computed by the 
theory of van Driest (ref. 3). For both cases, a Reynolds analogy factor of 1.12 was 
used. The local flow conditions were computed by the oblique shock theory and the 
Prandtl-Meyer expansion theory. The initial wedge angle was taken to be the angle 
between the tangent to the wing skin (TPS surface) and the horizontal line passing 
through the stagnation point., which is parallel to the centerline of the shuttle. The 
flow distance was taken to be the chordwise distance as measured from the leading 
edge of the wing. The laminar and turbulent heating rates shown for the upper sur- 
face were computed by the same procedure used to calculate the lower surface heating 
rates, except that the flow expansion was limited in such a way that the local static 
pressure did not go below three-tenths of the free-stream static pressures. Finally, 
the separated flow heating rates for the upper surface (broken lines in fig. 9) were 
the estimated heating rates. For this analysis, the separated flow heating rates were 
taken to be one-half of the calculated heating rates of the attached laminar flow. 

For WS 328, only one case of heat input was generated (fig. lo), namely, 
laminar flow for the lower surface and the upper surface of bay 1, and separated 
flow for the upper surfaces of bays 2 and 3. Calculation of the heating rates followed 
the same procedures used in the calculation of the laminar and separated flow heating 
rates for WS 240. 

Heating rates calculated at FS 877 are shown in figure 11 for five typical loca- 
tions: the lower centerline (point 1) , the glove lower surface (point 2) , the upper 
glove surface (point 3)) the sidewall surface (point 4)) and the upper centerline 
(point 5) . Two cases of heat inputs were generated for the fuselage thermal model: 
turbulent flow on the fuselage belly surface, separated flow on the glove upper 
surface, and laminar/turbulent transition flow on both the sidewall surface and the 
bay door surface (80 percent TPS thickness); and laminar flow on the fuselage belly 
and the glove lower surfaces , separated flow on both the glove upper surface and the 
sidewall surface, and laminar flow on the bay door surface (80 percent TPS thickness). 

The heating rates shown by the solid line for the lower centerline (point 1) 
were computed by the turbulent swept-cylinder theory of Beckwith and Gallagher 
(ref. 4)) and the values shown by the dashed curves were computed by the laminar 
swept-cylind.er theory of Fay and Riddell (ref. 5). The heating rates for the glove 
lower surface (point 2) were calculated using the method described above; however, 
the computed values were increased by 20 percent as suggested by results from 
shuttle wind tunnel tests. The upper glove surface (point 3) was known to be in a 
low heating separated flow region. Measured results for the similar geometry of the 
X-15 airplane during a reentry flight (ref. 6) showed the lower surface heating to 
be about 30 times the upper surface heating. Therefore, the heating rates for the 
upper glove surface were estimated by taking one-thirtieth of the heating rates 
calculated for the lower glove surface. 

For the sidewall surface (point 4)) it was not known if the flow was attached 
or separated; consequently, two calculations were made. The upper curve repre- 
sents values calculated assuming attached laminar flow with transition to attached 

turbulent flow at a Reynolds number of 5 X lo5 (at time = 1400 seconds from reentry). 
These heating rates were calculated using the flat-plate theories of Eckert’s refer- 
ence enthalpy method and van Driest for laminar and turbulent flow, respectively. 
A flow distance of 0.61 meter (2 feet) was used, and the flow conditions were assumed 
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to be equal to free-stream values. The separated flow heating rates were assumed 
to be one-tenth of the heating rates of the laminar attached flow. 

The heating rates represented by the upper curve for the upper centerline 
(point 5) were calculated assuming attached laminar flow with transition to turbulent 
flow at a Reynolds number of 5 X lo5 (at time M 1000 seconds from reentry). For 
these calculations the local static pressures were assumed to be equal to one-half 
of the free-stream static pressures and the flow length was measured from the 
attachment point on the sidewall of the fuselage. The heating rates shown by the 
lower curve were computed assuming laminar flow with local pressures equal to 
one-fourth of the free-stream values. For both cases the flat-plate heating theories 
of Eckert’s reference enthalpy and van Driest were used for laminar and turbulent 
calculations, respectively. 

For more detailed discussion on the calculation of heating rates for the wing 
and the fuselage, see reference 7. 

RADIATION EXCHANGE 

For both the external and the internal thermal radiation exchanges, all the view 
factors were calculated from the equation (ref. 8) 

AiFij = A.F.. 
3 11 

where Ai is surface area of radiation exchange element i and F.. is view factor, 
11 

defined as the fraction of radiant heat leaving element j incident on element i. In 
the calculation of view factors for the external radiation exchanges (considering 
that element i represents the space element and element j any radiation exchange 
element on the wing or fuselage surface), F.. was taken to be unity; therefore, 

A. 11 
Fij = ti according to equation (1). In the view factor calculations for the fuselage 

i 
internal radiation exchanges, each radiation exchange element was set to receive 
not only from the other elements but also from mirror images of all elements. In 
other words, the entire fuselage cross section was used to compute the fuselage 
internal radiation view factors. Values of emissivity and reflectivity used to com- 
pute radiant heat fluxes were: 

Surface Emissivity Reflectivity 

Windward 0.85 0.15 
Leeward 0.80 0.20 
Internal Structure 0.667 0.333 
Space 1.0 0 

The initial temperature distribution used in the analysis was obtained from the 
shuttle manufacturer, The effect of neglecting internal radiation was investigated 
using a small, three-dimensional thermal model for WS 240 bay 3, assuming total 
insulation from neighboring bays. 

(1) 

6 
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TRANSIENT THERMAL SOLUTIONS 

The SPAR thermal analysis finite element computer program was used in the 
calculation of temperature time histories at all joint locations of the thermal models. 
The SPAR program used the approach described below to obtain transient thermal 
solutions. 

The transient heat transfer matrix equation 

(s + K,)T +CT=Q+R 

where 

%= conduction matrix 
Kr = radiation matrix 

T = temperature 
? = capacitance matrix 
1 1 = time derivative 
Q = source load vector 
R = radiation load vector 

was integrated by assuming that the temperature vector Ti+l at time step t. 
be expressed as 1+1 csn 

. 
T. 1+1 = Ti + !bi At + & At2 + $&At3+. . . 

(2) 

(3) 

where Ti is the temperature vector at time step ti , and At is the time increment. The 

vector T is determined directly from equation (2); i . e. , 

* = &( Kk + K,)T + C-l(Q + R) (4) 

Higher order derivatives are obtained by differentiating equation (2) according to 
the assumption that (1) material properties are constant, (2) Q varies linearly with 
time, and (3) R is constant over At: 

y = -& s + 4K,)+ + C-lQ 

* = -c-1( s + 4Kr)‘l: + 4k,+ 

etc. 

(5) 

(6) 

In the present computations, the Taylor series expansion (eq. (3)) was cut off 
after the third term. The pressure dependency of the TPS and SIP properties was 
converted into time dependency based on the nominal trajectory given in figure 1. 
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Time dependent properties were then averaged over “time intervals ,‘I which were 
taken to be 2 seconds. Temperature dependent properties were ev?luated at the 
temperatures computed at the beginning of each time interval. Q , Q, and R were 
computed every 2 seconds. 

RESULTS AND DISCUSSION 

TPS Surface Temperatures 

Computed TPS surface temperature time histories at eight typical locations (four 
locations on the lower surface and four locations on the upper surface) at WS 240 are 
shown in figure 12. For the lower surface, the peak heating for all four bays took 
place at about 900 seconds from the reentry for both turbulent and laminar flow. Heat- 
ing at bay 1 was most severe, with peak temperatures reaching 1243O C (2269O F) for 
turbulent flow and 899O C (165OO F) for laminar flow. For the upper surface, the 
maximum heating for all four bays occurred at 1200 seconds for turbulent flow and 
at 1000 seconds for both laminar and separated flow, Again, the upper surface of 
bay 1 experienced approximately 310° C (590° F) for both turbulent and laminar flow. 

The calculated TPS surface temperature time histories for WS 328 are shown in 
figure 13. The temperatures for the lower and the upper surfaces reached their peak 
values at t = 900 seconds and t = 1000 seconds respectively. Bay 1 was heated most 
severely and the peak temperatures there reached 873O C (1604O F) for the lower 
surface and 368O C (695O F) for the upper surface. 

Calculated TPS surface temperature time histories at five locations at FS 877 
are shown in figure 14. Except for the fuselage sidewall (point 5)) the curves for 
all locations (points 1 to 4) have plateaus lying between 400 seconds and 1000 
seconds. Heating was most severe at the lower glove surface (point 2) where the 
peak temperature was 919O C (1687O F) for turbulent flow and 707O C (1304O F) for 
laminar flow, 

Structural Temperatures 

Predicted aluminum skin temperature time histories at eight locations at WS 240 
are shown in figure 15 for the three heating cases mentioned earlier. The STS- 1 
flight data are also shown for comparison. Flight data for the time interval 0 to 1178 
seconds were not available because of the telemetering “blackout. ” Only data for 
the bay 3 lower skin were available, which were obtained from on-board instrumen- 
tation. For the entire lower skin and the bay 1 upper skin, the flight data correlate 
better with the laminar flow curves for 80 percent TPS thickness than with the lami- 
nar flow curves for 100 percent TPS thickness and turbulent flow curves, reflecting 
the effect of TPS gap heating and the fact that the actual flow was laminar. The 
measured results for the upper skins of bays 2 and 4 compare better with the sepa- 
rated flow curves (100 percent FRSI thickness, without gap heating) than with the 
laminar and turbulent flow curves, showing flow separation in the actual flight. No 
acceptable flight data were obtained for the upper skin of bay 3. The increasing 
deviation of the flight data for the lower skins from the laminar flow curves for 
80 percent TPS thickness may be due to internal convection and to external convec- 
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tive cooling, which were neglected in the analysis. The continuous increase of the 
measured temperatures for the upper skins of bays 2 and 4, starting at 100 seconds 
before touchdown, may also be due to internal convective heating from the lower skin. 

Temperature time histories of the lower and upper spar caps at WS 240 and a 
rib cap at WS 254 are shown in figure 16. The flight data for the lower spar and rib 
caps of bay 3 closely follow the laminar flow curves for 80 percent TPS thickness up 
to 1800 seconds; beyond that point, like the lower skin data, they deviate from the 
curves. The measured temperatures for the rear lower spar cap (top right plot) are 
higher than the laminar flow curve for 80 percent TPS thickness. The lower pre- ’ 
dieted values may be due to the assumption of total insulation on the aft side of the 
rear spar web. Like the upper skin data, the flight data for the upper spar and rib 
caps correlate better with the separated flow curves (100 percent TPS thickness) 
than with the laminar and the turbulent flow curves. Again, the data show contin- 
uous heating after touchdown, suggesting possible convective heat transfer from 
the lower skin. 

The chordwise temperature distributions of the aluminum skins at WS 240 are 
shown in figure 17 for profile time t = 1600 seconds. The “scalloped” shape reflects 
the drop in temperature at the spar caps. For the lower surface, the measured 
temperatures follow the laminar flow curve for 80 percent TPS thickness quite well 
except at the rear spar (see also top right plot, .fig. 16). For the upper surface, the 
plot shows laminar flow on bay 1 and the effect of separated flow on bays 2, 3, and 4. 

The time histories of the predicted and the flight measured WS 328 skin tempera- 
tures are shown in figure 18. The flight data were available for only three locations 
(i.e., lower skin at bays 1 and 3, upper skin at bay 2) and only for the time after 
t = 1178 seconds. For the lower skin, the flight data agree fairly well with the 
laminar flow curves (80 percent TPS thickness) after touchdown. However, before 
the touchdown the flight data show higher temperatures than predicted. The cause 
of difference for bay 3 may be that part of the flight profile might be turbulent or 
transitional flow, and the cause of difference for bay 1 may be due to the higher ini- 
tial temperature in the actual flight. Unlike bay 3 data, which show continued cool- 
ing after landing, the bay 1 data show no cooling at all. This is due to heating from 
the upper skin, which is hotter than the lower skin (see fig. 19). For the upper 
skin (fig. 18)) the flight data for bay 2 agree very nicely with the separated flow 
curve (80 percent TPS thickness) up to t = 1600 seconds. After that the measured 
temperature continues to increase, whereas the calculated temperature increases at 
a very low rate, reflecting possible convective heat transfer from the hotter lower 
skin. In figure 18, the laminar flow curves for 100 percent TPS thickness are also 
plotted to show the effect of gap heating. The chordwise distribution of WS 328 skin 
temperatures is shown in figure 19 for the profile time of 1600 seconds. For the 
lower surface, the measured temperatures are slightly higher than the calculated 
curve. For the upper surface the flight data point falls right on the calculated 
curve (80 percent TPS thickness). 

The temperature time histories of the fuselage skins at five locations are shown 
in figure 20. The measured belly temperatures agreed with the laminar flow curve 
for 80 percent TPS thickness until about 1800 seconds; then the data show rapid 
cooling, which suggests possible convective heat transfer effect of the air mass in- 
side the cargo bay and the effect of external convective cooling, which were neglected 
in the calculations. The lower glove measured value was far below the laminar flow 
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curve for 80 percent TPS thickness, which should be the theoretical lower bound 
for the attached flow. It is possible that the data are incorrect or that the flow con- 
ditions in this area are substantially different from what one would assume. The 
predicted temperatures for the sidewall and the upper longeron are rather poor 
because of uncertainty in the flow field from which the heat inputs were calculated 
(e.g., location of flow re-attachment point, etc. > . No acceptable data were obtained 
for the upper glove skin temperatures. 

The circumferential distribution of the fuselage structural temperatures is shown 
in figure 21 for profile time 1600 seconds. The %alleysl’ of the curves indicate the 
temperature drop at the heat sinks (structural junction points). The cargo bay outer 
skin was heated more than the aluminum skin even though the heat input there was 
relatively low, indicating’poor conductivities of the bay door materials. 

Effect of Internal Radiation 

The effect of internal radiation was investigated for bay 3 of WS 240 assuming 
total insulation from the neighboring bays. The results shown in figure 22 are for 
Mission 3 heat input. With the effect of internal radiation taken into account, the 
temperatures of the lower and the upper skins were brought closer (especially after 
landing), and the peak temperature of the lower skin was reduced by approximately 
39O C (70° F), 

COMPARISON WITH FINITE DIFFERENCE SOLUTIONS 

The conventional finite difference method was also used in the thermal analysis 
in order to verify the solutions obtained from the SPAR finite element method. For 
this purpose, two-dimensional finite element and finite difference thermal models 
were set up for WS 240. The two models are shown in figure 23. For the SPAR finite 
element model, the lower and the upper TPS were modeled in 10 and 3 layers 
respectively. For the finite difference model, the divided TPS sublayers changed 
in number stepwise along the chordwise direction. For the lower TPS , the number 
of sublayers changed between 13 and 8, while for the upper TPS , the number of 
sublayers changed between 4 and 1. 

The time histories of the WS 240 aluminum skin temperatures predicted by the 
two methods are given in figure 24. The two methods predicted fairly close tem- 
peratures except for bay 1. For the present modeling, the SPAR finite element 
method gives slightly higher lower skin temperatures and lower slopes for the upper 
skin temperature curves. The chordwise distributions of aluminum skin temperatures 
at t = 1600 seconds predicted by the two methods are shown in figure 25. The two 
types of solutions agree fairly well except for bay 1. The relatively large differ- 
ences between the two solutions at bay 1 may be attributed to the difference in TPS 
modelings in the two models. By making the two thermal models as identical as 
possible, the two types of solutions should converge. 

For those who are familiar with the finite element structural analysis, SPAR is 
attractive because the finite element thermal modeling and the finite element 
structural modeling are quite similar. 
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CONCLUSIONS 

A finite element thermal analysis computer program was used in the reentry 
heat transfer analysis of the space shuttle. Thermal models were set up for two 
typical wing cross sections and for a midfuselage cross section. 

The comparison between calculated and measured temperatures for the wing was 
quite good if laminar flow was assumed for the lower surface and the bay 1 upper 
surface and if separated flow was assumed for the upper surfaces of bays other than 
bay 1. The differences that did exist could be caused by the following assumptions 
made in the thermal modeling: (1) the use of effective thicknesses for the TPS , 
stiffened skins, corrugated spar webs, and honeycomb core; (2) no internal convec- 
tion and no external convective cooling; (3) initial temperatures and emissivities; 
and (4) total insulation on the outboard sides of WS 240 and WS 328, on the inboard 
sides of WS 254 and WS 242.5, and on the outer surfaces of both forward and rear 
spar webs. 

For the fuselage, good agreement between the calculated and measured tempera- 
tures was obtained for the lower surface if laminar flow was assumed. Why the 
calculated and measured temperatures for the lower glove differed so greatly is not 
known. It is possible that the flight data were inaccurate or that the flow conditions 
in this area are substantially different from what one would assume. The difference 
between the prediction and the flight data for the upper fuselage surface is probably 
due to the very complex flow in this region- exactly where the flow is attached and/or 
separated is not known. Other causes of data/prediction discrepancies could be 
the following assumptions made in the thermal modeling of the fuselage: (1) the use 
of effective thicknesses for the TPS and stiffened skins; (2) no internal convection 
and no external convective cooling; and (3) initial temperatures, emissivities , and 
two-dimensional nature of the thermal model. 
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Figure 1. Nominal versus actual trajectory 
time history. 

Figure 2. Locations of wing stations and 
fuselage stations. 
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Figure 4. Geometry of wing segment 
between WS 328 and WS 342.5. 

Figure 5. Geometry of fuselage 
cross section at FS 877. 
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Figure 6. SPAR finite element thermal model for 
ws 240 (three-dimensional) a 

Figure 7. SPAR finite element thermal model for 
ws 326 (three-dimensional). 
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Figure 8. SPAR finite element thermal 
model for FS 877 (two-dimensional), 
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Figure 10. Surface heating rates at WS 328. STS-1 flight. 
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Figure 11. Surface heating rates at FS 877. 
STS-1 flight. 
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Figure 12. WS 240 TPS surface temperature time histories. STS-1 flight. 
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Figure 13. WS 328 TPS surface temperature time histories. STS-1 flight. 
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Figure 14. FS 877 TPS surface temperature 
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Figure 15. WS 240 aluminum skin temperature time histories. STS-1 flight. 
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Figure 16. SPAR and rib caps temperature time histories. STS-1 flight. 
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Figure 17. WS 240 chordwise distribution of the aluminum skin 
temperatures based on different surface heatings. 
Time = 1600 seconds. 
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Figure 18. WS 328 aluminum skin temperature time histories. STS-1 flight. 
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Figure 19. WS 328 chordwise 
distribution of the aluminum skin 
temperatures. STS-I flight. 
Time = 1600 seconds. 
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Figure 20. FS 877 aluminum skins temperature time 
his tories. STS-1 flight. 
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Figure 21. FS 877 circumferential distribution 
of the structural temperature. STS-1 flight. 
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Figure 22. Effect of internal radiation on 
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Mission 3 heating. 
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Figure 23. SPAR finite element thermal model and 
finite difference modeZ for WS 240 (two-dimensio.nal) . 
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Figure 24. WS 240 aluminum skin temperature time histories 
predicted by finite element and finite difference methods. 
Mission 3 heating. 
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SUMMARY 

The first Orbital flight test of the Space Transportation 
System, STS-1, was a highly successful demonstration of the 
technology associated with reusable manned spacecraft. In particular, 
this paper addresses aerothermodynamic development flight test data, 
transmitted after entry blackout, which confirm engineering 
predictions of boundary layer transition, numerical simulations of 
the Orbiter flow field and tend to substantiate preflight predictions 
of surface catalysis phenomena. The thermal response of the thermal 
protection system was as expected. The only exception is that 
internal free convection was found to be significant in limiting the 
peak temperature of the structure in areas which do not have internal 
insulation. 

INTRODUCTION 

The Space Shuttle Orbiter is the first reusable entry spacecraft 
built on a foundation of technology and experience gained from the 
Apollo, Gemini, and Mercury programs (fig. 1). One of the most 
critical elements to the development of this capabiltiy is the 
reusable thermal protection system (TPS) mounted on the aluminum 
structure. The TPS has to be reusable to reduce operational costs 
and of low mass to achieve necessary and desirable vehicle 
performance. Experience indicated that the untaxed potential and 
significant unnecessary mass in a TPS can be attributed to limited 
understanding and the associated compounded conservatism due to 
uncertainties in trajectory, environment, system properties, system 
performance, and system requirements. This program incurred the risk 
associated with the development of the first reusable TPS and 
simultaneously the risk associated with significant reductions in 
conservatism, e.g., the entry design environment was based on the 
use of nominal heating obtained from the state-of-the-art 
methodology. The first risk was overcome by a substantial invest- 
ment in the TPS development while the second risk was treated by the 
development of understanding for preflight confidence, e.g., aero- 
thermodynamic technology, the subject of this paper. The second risk 
was also tempered by selecting initial flight trajectories which are 
not quite as severe as the design entry trajectory. The products of 
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this approach to the Orbiter design and development are an efficient 
TPS and an aluminum structure which experiences signficant thermal 
strain and stress as a result of the entry heating. The thermal heat 
load to the structure is a minute fraction of the aerodynamic heating 
to the TPS, which is in turn a small fraction of the energy 
dissipated by atmospheric braking. 

In this paper, representative aerothermodynamic and TPS thermal 
response data obtained on the first atmospheric entry test flight 
(STS-1) of the Space Shuttle Orbiter are compared to preflight 
predictions. These predictions are based on rather sophisticated 
computational and experimental investigations which have complemented 
the design and development activities as "benchmark" information. 
Although much of this information was utilized in the design, 
development and preflight assessment process, the predictions 
presented here are not the design values nor have they been extended 
over all regions of the vehicle as required for the design heating 
rates and TPS response characteristics (refs. 1 & 2). The prediction 
methodology presented here has also been used to evaluate the 
sensitivity of preflight predictions to uncertainties in independent 
parameters and establish system performance uncertainties (ref. 3). 

ENTRY HEATING PREDICTIONS 

Two features of the Shuttle present particular challenges to the 
aerothermodynamicist: the temperature limits of reusable TPS 
materials and the complex geometry of the Orbiter vehicle. The 
combination of these features in particular pushed the state-of-the- 
art beyond previous experience even though the definition of the 
aerothermodynamic environment associated with entry from low earth 
orbit has been addressed for about thirty years. 

Design Approach 

In the beginning of the Shuttle program considerable debate 
ensued as to the most appropriate aerothermodynamic methodology to 
use for defining the entry heating. The practical state-of-the- 
art in flow field modeling was limited to two-dimensional flows used 
in conjunction with ground test facilities which were not capable of 
simulating all of the significant parameters. NASA/JSC and the prime 
contractor, Rockwell International (RI) agreed to place a heavy 
reliance on hypersonic wind tunnel testing of geometrically scaled 
models to simulate the three-dimensional features of the flow 
dynamics while using appropriate two-dimensional flow models 
calibrated by wind tunnel data to simulate flight-related high 
velocity, real gas phenomena. This methodology was subsequently 
applied to flight with equilibrium air thermodynamic and transport 
properties. This approach is schematically illustrated in figure 2 
and is the foundation for the design heating methodology. 
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Orbiter Flow Field Simulations 

It is obvious that the flow of air around the Orbiter during 
entry is three-dimensional and therefore the use of two-dimensional 
flow models calibrated with wind tunnel da,ta is questionable when 
extrapolated for use at flight conditions. As such, complementary 
computational fluid mechanics activities at NASA/ARC and JSC were 
applied to the development of Orbiter Flow Field Simulations (OFFS) 
to obtain more reliable techniques for extrapolating wind tunnel data 
to flight. This rather extensive effort is documented in references 
4 through 10. The wind tunnel data on the Orbiter served as good 
verification for computations performed at wind tunnel conditions 
(ref. 9). This paper is the first comparison between flight 
predictions based on these numerical simulations and STS-1 flight 
data. The results presented here are based on three-dimensional 
inviscid computations with two-dimensional boundary layer solutions 
applied along a surface streamline as illustrated in figure 3 
(ref. 10). A "coupled" three-dimensional flow field capability 
which is based on numerical solutions to the "Parabolized 
Navier-Stokes" equations (refs. 11 h 12) enables computation of flow 
around the Orbiter chine, wing fillet and lee side. All flow field 
computations performed to date are either for flight conditions 
corresponding to the design trajectory or wind tunnel tests. 

Surface Catalysis 

At entry flight conditions, heat transfer to the Orbiter is 
realized not only for kinetic thermal energy of the air (as at wind 
tunnel conditions) but also potential energy stored in chemical 
changes such as latent heat of dissociation. In general, the air, 
processed by a hypersonic shock, is not in chemical equilibrium. 
Since it is necessary to know the chemical composition, finite rate 
air chemistry flow field computations have been performed for select 
design trajectory conditions (ref. 13). These results had been 
incorporated as boundary conditions for finite rate boundary layer 
computations (ref. 8) to obtain heat transfer. Heat transfer to a 
surface for a real gas out of chemical and thermodynamic equilibrium 
also depend on properties of the surface such as the surface 
catalytic recombination and chemical energy accommodation rates. 
Surface catalytic recombination rates for the Orbiter TPS have been 
determined from arc jet testing and analysis (ref. 14) and applied as 
boundary conditions to finite rate boundary layer computations (ref. 
15) coupled to the finite rate inviscid computations (refs. 6, 7, & 
13) to obtain more accurate predictions of flight heating. This 
process is illustrated schematically in figure 4. Data obtained on 
STS-1 began after peak heating and after the major significance of 
finite catalysis effects. Hopefully STS-2 data, particularly with an 
experiment dedicated to this phenomenon, will provide much more 
useful information. 
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BOUNDARY LAYER TRANSITI'ON 

Quantitative studies of turbulent phenomena and transition from 
laminar to turbulent flow have been underway for over a century. 
However, the only approach for defining turbulent heating and 
boundary layer transition for the Orbiter was and is empirical 
correlation (fig. 5). In spite of the large dimensions of the 
Orbiter, the Reynolds numbers (associated with the high heating 
portion of atmospheric entry) are low enough to permit laminar flow 
if the configuration is properly controlled (ref. 16). Discontinuous 
surface radii of curvature are to be avoided (ref. 17). Once the 
entry configuration is picked, given all of the desired operational 
entry constraints for the Orbiter, the minimum TPS requirements are 
obtained by flying just outside the boundary layer transition flight 
conditions (ref. 18). Selecting a proper configuration and 
restricting the trajectory to a laminar flow regime has eliminated on 
the order of 1000 kg of mass from the Orbiter TPS. 

Smooth Body 

Parametric wind tunnel testing of the Orbiter configuration led 
Rockwell to correlate boundary layer transition data with a local 
momentum thickness Reynolds number Re6 divided by the local Mach 
number Ml. This correlation parameter varied with location on the 
vehicle but surprisingly only slightly with angle-of-attack in the 
range of interest. This parameter was very effective in correlating 
the available data on this configuration over the range of hypersonic 
wind tunnel test conditions. These tests were also capable of 
simulating the predicted values of this parameter at flight 
conditions for the appropriate angle-of-attack. Because this 
approach has been shown to be in virtual agreement with the use of a 
simplistic normal shock Reynolds number (ref. 16)--which worked quite 
well for the Apollo configuration-- ReO/Ml was agreed upon as a 
suitable parameter for correlating smooth body boundary layer 
transition. It should be emphasized that the main requirement for 
smooth body boundary layer transition was geometric similitude 
(including angle-of-attack) and shock layer flow Reynolds number and 
Mach number simulation. Wall-to-total temperature ratio was found to 
have no discernible effect on smooth body transition. 

Real Body 

The major portion of the Orbiter windward surface is covered 
with TPS tiles, nominally 15 cm (6") square with nominally a 1 mm 
(.045”) gap. Since it was not clear how to analytically account for 
the counteracting influences of a "cold" and "rough" surface on 
boundary layer transition, a parametric experimental program, as 
close to similitude as possible, was pursued (refs. 19-21). It was, 
and is still, not clear whether distributed or single point 
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roughnesses dominate the boundary layer transition. A 0.0175 scale 
Orbiter heat transfer model, for which an existing smooth body 
transition data base existed, was modified to include as much 
detailed geometric simulation as possible. Randomly distributed 
protruding tiles were formed in the model to provide a realistic 
simulation of misaligned TPS tile heights k. The tile gaps were 
beyond the simulation capability of this model. Also the wall-to- 
total temperature ratio T,/T, was varied throughout the range of 
interest by cooling the model prior to testing. By varying both the 
height of the randomly distributed tiles and the temperature ratio, 
at the same Reynolds number and angles-of-attack used during the 
smooth body tests, the effects of roughness and cooling could be 
established. 

The combined effects of tile height and T,/T, on boundary layer 
transition location can be seen in figure 6. Note that Re, M and 
angle-of-attack remain constant during the tests shown in this 
figure. Even so, the location of transition moves forward as k is 
increased and as T,/T, is decreased. 

In the final analysis, this data was best correlated in terms of 
a departure of R%/Ml from smooth body transition as a function of 
Rek (Reynolds number based on step height k, and conditions at the 
height of the step for a smooth surface flow.) The results of this 
transition correlation are shown in figure 7 as applied to the design 
trajectory. The tile step height data on the Orbiter was never 
obtained directly. However, the RMS step height, measured on a 
number of vibro-acoustic test simulation panels (before and after 
launch simulation), was on the order of .8 mm (-030"). This value 
was used for preflight predictions although as can be seen in figure 
7, step heights below 1.2 mm (-05") do not significantly alter the 
boundary layer transition from smooth body correlations. The overall 
logic for predicting boundary layer transition on the Shuttle Orbiter 
is illustrated in figure 8. 

TPS THERMAL PERFORMANCE 

The windward surface (bottom) of the Orbiter is protected by a 
high temperature, low density ceramic tile TPS. These brittle tiles 
require a thin (0.406 cm) strain isolation pad (SIP), composed of 
Nomex nylon felt. The system re-radiates most (>95%) of the incident 
convective heating by maintaining a high coating (reaction-cured 
glass) temperature. The low density ceramic (5.6 g/cc) is 
approximately 90% porous; therefore, a very effective insulation. 
Its thermal diffusion properties are temperature and pressure 
dependent, but this diffusion is predominately one-dimensional. 

The gap between the tiles represents a significant, local 
departure from one-dimensionality, due to the complex coupling of 
sidewall coating conduction, radiation interchange, and gap-flow 
convection from non-adiabatic air (ref. 22). In general, the gap 
convection is not proportional to the surface heating. Further, the 
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importance of gap heating increases with Reynolds number, 
particularly as the external flow, becomes turbulent. The gaps are 
designed to be held to a small enough dimension (1.14 mm width), 
however, that their contribution to the total thermal diffusion to 
the Orbiter structure is small (Q 25%). 

The TPS thermal analysis is characteristically treated as a one- 
dimensional diffusion with suitable modification for the gap and 
radiant contribution. This thermal analysis is calibrated to arc jet 
test simulations of local heating histories. The basic TPS thermal 
analysis logic is illustrated schematically in figure 9. 

FLIGHT PREDICTIONS AND RESULTS 

Predictions 

All of the extensive numerical Orbiter flow field simulations 
described above have been performed either at wind tunnel conditions 
or at select points along the design trajectory for benchmark 
purposes. Although the Orbiter entry flight trajectories are all 
within a relatively narrow band, it was necessary to develop 
techniques for extrapolating this information to the STS-1 flight 
test conditions. To achieve this end, state-of-the-art 
two-dimensional flow models have been (and are being) calibrated to 
the benchmark simulations. The procedure is similar to the design 
methodology presented in figure 2 with the exception that the wind 
tunnel test data is replaced with flow field simulations that are 
quite close to the flight conditions of interest. If the Shuttle 
Orbiter design was initiated today, the design methodology would be 
performed in this manner. The turbulent heating was calculated in 
the same manner as the design methodology, i.e., with the Spalding 
and Chi theory calibrated to wind tunnel data. 

Surface Temperatures 

The primary surface environment information obtained from the 
Orbiter flight test program is through "surface thermocouples" which 
essentially measure the temperature of the TPS tile coating. Since 
the dominant heat transfer processes are aerodynamic heating and re- 
radiation, the surface temperature measurements are virtually heat 
transfer measurements. However, to properly account for conduction 
and thermal capacity, the measured temperatures are compared directly 
with predicted temperatures. Figure 10 shows this comparison for 
data obtained along the windward pitch plane of the Orbiter. These 
predictions are based on the extrapolation of three-dimensional flow 
field computations for the design trajectory through the use of two- 
dimensional oblique shock flow models. The forward region exhibits 
the response to laminar as well as turbulent heating and presents a 
clear indication of a boundary layer transition. Aft of the mid- 
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fuselage boundary layer transition had occurred prior to the 
available data. The agreement between predictions and data is quite 
good. 

Predicted and inferred heating rates are shown in figure 11 for 
a representative mid-fuselage location. Here it can be seen that 
only tenuous conclusions can be drawn concerning the anticipated 
finite catalysis phenomenon. Confirmation of .this phenomenon must 
await additional flights with complete data. It should be noted that 
state-of-the-art methodologies normalized to wind tunnel data are 
significantly above these predictions at flight conditions. The 
obvious transition in the state-of-the-art methodologies presented in 
figure 2 was used only for preflight assessment, whereas the TPS 
design assumed smooth body transition. 

Boundary Layer Transition 

The boundary layer transition data obtained on the instrumented 
half of the STS-1 Orbiter vehicle are fantastic. Most surface 
temperatures show a clear indication of the onset and completion of 
the transition process. In select regions of the vehicle the 
measurements show an incipient transition, a reversal toward laminar 
values and then a final transition process. These are generally not 
isolated measurements but rather this effect can be seen as a 
definite flow pattern in regions of the vehicle. Since the Orbiter 
is undergoing a decrease in angle-of-attack as well as changing 
flight conditions, it is not clear whether this behavior is inherent 
to the transition phenomena or reflects the vehicle behavior. Time 
contours for the incipient and final boundary layer transition times 
are illustrated in figure 12. 

TPS Thermal Response 

In general, the TPS thermal response and aluminum temperatures 
were consistent with predictions. Figure 13 depicts the temperature 
transients at three body points on the bottom.of the vehicle. At 
each Development Flight Instrumentation (DFI) plug location, thermo- 
couples were located in the tile coating, several locations within 
the tile, at the tile-SIP interface, and on the aluminum skin. Most 
of the flight data were available only for the time after 1100 
seconds of entry, due to a data recorder malfunction. 

In figure 14, thermal response for two locations where the total 
aluminum bondline temperature transients are available, were 
simulated by the numerical model. Note that the adiabatic backwall 
analysis (see BP 1600) does not follow the flight data. Using 
backface radiation and free convection, however, the model matches 
the two data curves perfectly. This was a post-flight modification to 
the math model. These models were driven (at the surface) by 
analytically-derived convection coefficients h and local recovery 
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temperatures. 

Figure 15 provides a means of comparing bondline temperature- 
response predictions for STS-1 and the design trajectory as well as 
STS-1 data for a typical mid-fuselage station (i.e., BP 1500). At 
this location the major temperature difference between STS-1 and the 
design trajectory is due to the initial temperature. The data and 
predictions (labeled JSC predictions) indicate that peak allowable 
bondline temperatures would not be exceeded for the design 
trajectory. However, bondline temperature predictions at the time of 
maximum stress (between TAEM and landing) do not provide a 
conservative outlook. 

CONCLUDING REMARKS 

The general agreement between these preflight predictions and 
the temperature measurements obtained on STS-1 leads to the 
conclusions summarized in figure 16. The use of computational fluid 
mechanics as a valuable tool in the design and development process 
has been demonstrated here. Although the STS-1 measurements point to 
the significance of finite surface catalysis; a firm conclusion 
requires a full set of flight data. Boundary layer transition on the 
windward side of the Orbiter occurred just as it was expected to. 
The quality of this data is excellent. The TPS thermal response was 
as predicted with the addition of internal free convection for un- 
insulated.structure areas. The TPS appears to be generally adequate 
from a thermal response standpoint; which implies that the Orbiter 
has a warm structure. 
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Figure 3.- Illustration of flow field simulation technology as 
applied to orbiter. 
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Figure 5.- State of the art in hypersonic B.L. transition. 
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Figure 6.- Orbiter B.L. trans,ition with scaled tile roughness. 
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Figure 7.- History of roughness induced orbiter B.L. transition. 
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(a) Initial contours. ', /f) 
Figure 12.- Boundary layer transition tune contours, STS-1. 
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(b) Final contours. 

Figure 12.- Concluded. 
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Figu .re 13.- TPS plug temperature comparisons for STS -1. 
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Figure 14.- Bondline temperature comparison with STS-1 data. 
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TRANSIENT THERMAL ANALYSIS OF A TITANIUM 
MULTIWALL THERMAL PROTECTION SYSTEM 

M. L. B losser  
NASA Langley Research Center 

Hampton, V i r g i n i a  

INTRODUCTION 

(F igu re  1 )  

Th is  paper demonstrates t h e  a p p l i c a t i o n  o f  t h e  SPAR Thermal Analyzer  
( r e f .  1) t o  t h e  thermal  ana l ys i s  o f  a thermal p r o t e c t i o n  system concept. 
Thermal a n a l y s i s  i s  e s p e c i a l l y  use fu l  i n  t h e  concept des ign and development 
stages t o  p rov ide  a bas is  f o r  des ign and design m o d i f i c a t i o n  dec is ions.  

The t i t a n i u m  mu l t iwa l  l thermal p r o t e c t i o n  system concept ( r e f .  2 )  
cons i s t s  o f  a l t e r n a t e  f l a t  and dimpled sheets which a re  j o i n e d  t oge the r  a t  t h e  
c r e s t s  o f  t h e  dimples and formed i n t o  30 cm by 30 cm (12 i n .  by 12 i n . )  t i l e s  
as shown i n  t h e  f i g u r e  . The t i l e s  a re  mechanica l ly  a t tached t o  t h e  
s t r uc tu re .  The complex t i l e  geometry compl icates thermal ana lys is .  Three 
modes o f  heat  t r a n s f e r  must be considered: conduct ion th rough t he  gas i n s i d e  
t h e  t i l e ,  conduct ion through t he  metal, and r a d i a t i o n  between t h e  var ious 
layers .  The vo ids between t h e  dimpled and f l a t  sheets were designed t o  be 
smal l  enough so t h a t  na tu ra l  convect ion i s  i n s i g n i f i c a n t  (e. g., Grashof number 
< 1000). 

A two s tep  approach was used i n  t h e  thermal a n a l y s i s  o f  t h e  mul1:iwall 
thermal  p r o t e c t i o n  system. F i r s t ,  an e f f e c t i v e  normal (through-the-1;hickness) 
thermal c o n d u c t i v i t y  was ob ta ined  f rom a steady s t a t e  ana l ys i s  us i ng  a 
d e t a i l e d  SPAR f i n i t e  element model o f  a small symmetric sec t i on  o f  t h e  
m u l t i w a l l  t i l e .  Th is  e f f e c t i v e  c o n d u c t i v i t y  was then  used i n  s imp le  
one-dimensi onal  f i n i t e  element model s f o r  p re l  im ina ry  a n a l y s i s  o f  severa l  
t r a n s i e n t  heat t r a n s f e r  problems. The model used t o  determine t h e  e f f e c t i v e  
c o n d u c t i v i t y  i s  shown on t h e  next f i gu re .  



SPAR FINITE ELEMENT MODEL 

(Figure 2 )  

An effective normal thermal conductivity for  the 1.75 cm (0,688 in . )  
thick multiwall t i l e ,  shown in the figure,  was calculated using a  steady-state 
SPAR f i n i t e  element analysis. Each dimple of the simplified model of a  
diriipled sheet, shown on the l e f t  of the figure, i s  represented by eight 
triangular areas. Each of the eight tr iangular areas i s  symmetrical with 
respect t o  the heat transfer through the t i l e ;  that  i s ,  each of the three 
sides i s  adiabatic. Therefore, heat transfer through the t i l e  was analyzed 
w i t h  the prism shaped model shown on the right.  The upper triangular surface 
of th i s  rnodel i s  only 0.20 c n ~ ~  (0.031 in2) .  The model contains 333 nodes, 288 
rnetal condslcti on elements, 264 a i r  conduction elements, and 512 radiation 
elements. O n  each of the horizontal and inclined planes of the model, which 
represent the f  1 at  and dimpled sheets respect i  vely , 32 two-di rnensi onal rnetal 
conduction elenients are arranged as i l lus t ra ted  on the upper surface of the 
model. Three-dimensional a i r  conduction elements f i l l  the space between the 
planes of the model, as indicated by the typical element shown. Radiation 
elernents are super-imposed on each side of the netal conduction elements. One 
element accounts for  radiation t o  and from the upper surface of the metal 
sheet and the other accounts for radiation t o  and from the lower surface. 
Radiation view-factors for  the radiation elements were calculated using the 
general purpose radiation computer program TRASYS I I  ( re f .  3 ) .  

The temperature of the bottom surface of the model was held constant and 
a heating rate ,  q ,  was applied t o  the upper surface. The computed average 
teinperat~~re of the upper surface was used in the standard heat conduction 
formula, shown on the l e f t  of the figure,  t o  calculate an effective 
conductivity. The resul ts  of the calculations are shown in the next figure. 

TYPICAL  METAL CONDUCTION r OR RAD l A T l O N  ELEMENT 



EFFECTIVE THERMAL CONDUCTIVITY 

(Figure 3) 

This figure shows a comparison between the calculated effective thermal 
conductivity and the measured thermal conductivity taken from reference 4. 
The conductivity calculated using SPAR shows good agreement with test data for 
the same mrltiwall tile thickness. 

The contribution of each mode of heat transfer is also shown. Radiation 
and gas conduction are the major modes of heat transfer, with radiation 
becoming the dominant mode at higher temperature. Metal conduction 
contributes relatively little to the total conductivity of the tile. Because 
each component was calculated independently, the coupling between the modes of 
heat transfer was not accounted for. Therefore, the sum of the components is 
slightly greater than the total conductivity. 

The next figure shows an example of the use of this effective 
conductivity in a simplified transient finite element analysis. 
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MODEL FOR TRANSIENT 1-D THERMAL ANALYSIS 

(Figure 4) 

The cross-section on the left of the figure represents a section through 
the center of a multiwall tile,including the underlying air gap and aluminum 
structure. The simple, one-dimensional, finite element model, shown to the 
right of the figure , was used in a SPAR preliminary transient thermal 
analysis. The model consisted of only 4 nodes and had 3 one-dimensional 
conduction elements and 2 point radiation elements. The total heat transfer 
through the multiwall tile was represented by a single 1-D conduction element 
which was assigned the temperature dependent effective conductivity shown in 
figure 3. Conduction through the air gap and aluminum was represented by 1-D 
conduction elements. Radiation across the air gap was accounted for by point 
radiation elements. Conduction across the air gap is dependent on the 
thickness of the gap. A temperature history, representative of the design 
entry thermal environment at Shuttle body point 3140 (a location on the upper 
center near the windows), was applied to the outer rmltiwall tile surface. No 
heat loss was allowed from the lower surface of the structure. 

A temperature difference through the thickness of the multiwall tile will 
cause the tile to bow. The resulting change in air gap thickness was 
accounted for in the model by proportionately changing the conductivity of the 
air gap as a function of time. Thermal bowing of multiwall tiles is explained 
further in the next figure. 
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THERMAL BOWING OF MULTIWALk TILE 

(Figure 5)  

This f i gure shows the amount of thermal bowing cal cul ated using 
temperatures measured during transient heating t e s t s*  Two multiwall t i l e s ,  
shown in the figure,  were r ea l i s t i ca l ly  attached t o  a well insulated aluminum 
plate and were subjected to  radiant heating which simulated the entry thermal 
environment a t  body point 3140. The t i l e s  were instrumented with 
thermocouples t o  measure the temperature histories at various locations on the  
t i l e s  and underlying aluminum. A more complete description of the t e s t s  i s  
given in reference 5, 

Large differences between backface temperatures measured at  the center of 
the t i l e s  and those measured toward the edges suggested that thermal 
deformations may have had a significant effect on the thermal performance sf 
the t i l e s .  Temperatures measured a t  the center of the upper surface (TI) and  
'lower surface ( T 2 )  of the t i l e  were used to calculate the change in a i r  gap 
thickness due to  thermal bowing as a function of time. The calculated 
variation of the thickness of the a i r  gap as a function of time i s  shown i n  
the figure. As previously mentioned, the conductivity, rather than the l e n g t h  
of the a i r  gap conduction element, was varied to account for the effects of 
thermal bowing. The next figure shows the results of the transient analysis. 



TRANSIENT RESPONSE OF MULTIWALL TILE - 
1-D SPAR FINITE ELEMENT ANALYSIS 

(Figure 6) 

The figure shows a comparison between temperature histories calculated 
with the one-dimensional SPAR analysis and temperature histories measured 
during the two-tile radiant heating test. The measured surface temperature 
history, Tl, was applied to the surface of the finite element model. 
Temperatures were calculated both with and without accounting for the effect 
of thermal bowing. The analysis in which the effects of thermal bowing were 
neglected slightly overpredicted the structural temperature, T3, and 
significantly underpredicted the temperature of the backface of the multiwall 
tile, T2. When the effect of thermal bowing was included in the analysis the 
agreement was significantly improved. The temperature of the multiwall tile 
backface, T2, is still underpredicted but there is good agreement between the 
calculated and measured structural temperatures. 

The next fiyure introduces another problem for which this simple 
one-dimensional analysis was used. 
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PRELIMINARY THERMAL ANALYSIS IN SUPPORT OF OR8ITER 
EXPERIMENT OF TITANIUM MULTIWALL 

(Figure 7) 

As a part of a proposed Orbiter Experiments Program (OEX) the LRSI 
ceramic tiles on a 2.3 m* (25 ft*) area on the Orbiter will be replaced by 
titanium nultiwall tiles. Thermal analysis was required to determine if the 
present titanium multiwall tiles, designed for a different location on the 
Orbiter, would adequately protect the area being considered for the OEX 
equipment. 

A simple one-dimensional SPAR finite element model, similar to the one 
previously described, was used for the transient thermal analysis at each of 
the six body points (BP) shown. Although several of these body points were 
located on the special RSI interface tiles, all body points were assumed to be 
located at the center of a multiwall tile so that the simple 1-D analysis 
could be used. For this analysis, thermal bowing was not considered and 
predicted heating rate histories were used as thermal inputs. A surface 
emissivity of 0.8 (representative of the surface coating on a multiwall tile) 
was used. The maximum structural temperature was calculated for each 
location. The temperatures which are shown on the figure were all below the 
maximum design temperature of 450 K (350°F). The calculated temperatures are 
considered to be conservative (high) since this analysis procedure has been 
shown to overpredict the structural temperature, especially when thermal 
bowing is not considered. Therefore, this preliminary analysis indicates that 
the present titanium multiwall tiles will adequately protect the Orbiter 
structure for this OEX experiment. 
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ANALYSIS OF EVACUATED MULTIWALL WITH 2-D SPAR FINITE ELEMENT MODEL 

(Figure 8) 

Since gas conduction is a major component of the heat transfer through 
multiwall tile (see fig. 3) the thermal performance of a multiwall tile can be 
greatly enhanced if the tile is evacuated. However, the pressure must be 
maintained at less than 10m4 mm of mercury to achieve this improvement, and 
the reliability of a multiwall tile to maintain such a high vacuum is a 
concern. To deterrnine the effect of loss of vacuum, an evacuated multiwall 
tile array with a single tile which lost vacuum, as shown in the figure, was 
considered. 

A simplified, two-dimensional SPAR finite element model was used to 
estimate the increase in structural temperature resulting from the loss of 
vacuum in one tile of an evacuated multiwall array. The model, shown in the 
figure, represents a wedge-shaped section with its sharp edge at the center of 
the unevacuated tile and extending the width of the neighboring evacuated 
tile. By modelling this wedge-shaped region, a 2-D model can be used to 
approximate a 3-D structure. The multiwall tile, air gap, and aluminum 
structure were modelled with 2D conduction elements. Element thicknesses were 
varied, as shown schematically, to account for 3-D heat diffusion. Radiation 
across the horizontal air gap was neglected because experience with the 1-D 
model, shown in figure 4, indicates that accounting for the radiation would 
have greatly complicated the analysis without significantly affecting the 
calculated structural temperatures. Radiation across the vertical air gap was 
neglected for simplicity. 

In the normal direction the conductivity used for the evacuated multiwall 
tile was determined from figure 3 by subtracting the gas component from the 
total conductivity. The lateral conductance of the multiwall tile was assumed 
equivalent to that of the matal sheets because the contribution of air 
conduction was calculated to be negligible in comparison, and lateral heat 
transfer due to radiation was assumed to be negligible. The lateral 
conductance was approximately an order of magnitude higher than the transverse 
conductance. 

Calculations were made for four different cases. In all cases the lower 
surface of the aluminum structure was assumed adiabatic. The first three 
cases had the prescribed entry temperature history of body point 3140 applied 
to the multiwall tile surface. For the first case all of the multiwall tiles 
were assumed unevacuated to determine the maximum structural temperature under 
an unevacuated array. In the second case the multiwall tiles were assumed to 
be evacuated to determine the maximum structural temperature under an 
evacuated array. For the third case, one multiwall tile was assumed 
unevacuated and the surrounding tiles were assumed evacuated to determine how 
the added energy absorbed due to vacuum loss in one tile diffused through the 
aluminum structure. 

The purpose of the fourth case was to determine if a tile which had lost 
vacuum could be easily detected. Starting with the temperature distribution 
at landing, the surface of the multiwall was cooled by forced convection to am- 
bient temperature, representative of a 5 km/hr (3 mph) wind, and the resulting 
surface temperature difference between evacuated and unevacuated tiles was 
computed. The results of these four.cases are shown on the next figure. 
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ANALYSIS OF EVACUATED MULTIWALL 
RESULTS 

(Figure 9) 

The maximum aluminum structural temperature, which was calculated to 
occur near landing, is shown on the left of the figure. The results from the 
first two cases are shown by the dashed lines. The upper dashed 1 ine 
represents the maximum structural temperature beneath an array containing all 
unevacuated tiles, and the lower dashed line represents the maximum structural 
temperature under an array containing all evacuated tiles. The 64 K (115OF) 
temperature difference is a measure of the improved thermal performance that 
results from using evacuated tiles. The solid line (case 3) represents the 
distribution of maximum temperatures in the structure underlying a single 
unevacuated tile in an evacuated array. The maximum temperature increase 
under the tile is only 20 K (35°F). As shown i 
vacuum loss is not severe since the additional 
surrounding aluminum structure. 

n the figure, the r tesult of 
energy is diffused into the 

The surface temperatures of the evacuated and unevacuated til es resulting 
from case 4 are compared on the right of the fi gure. Within five minutes 
after landing the surface temperature of an unevacuated tile, which was 
initially the same as that of an evacuated tile, exceeded that of the 
evacuated tile by approximately 11 K (20°F). Even after five hours, a 4 K 
(7°F) temperature difference remains as the structure slowly cools. These 
temperature differences could be easily detected by commercially available 
thermal scanning equipment. However, the structure may cool more rapidly 
since the analysis neglects heat loss from the backside of the structure, and 
consequently the surface temperature difference would diminish more rapidy. 
Further work would be necessary to quantitatively assess the effect of 
backside heat loss. 
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FUTURE THERMAL ANALYSIS OF TITANIUM MUTLIWALL 

(Figure 10) 

At some point in the development of a concept the simple preliminary 
analyses must be followed up by mOre detailed and complete analyses. The 
simple one-dimensional model which has been used to analyze the thermal 
performance of the titanium multiwall concept until now is only an 
approximation of the heat transfer at the.center of a tile. The edge effects 
have been neglected. A more comprehensive analysis is planned which will 
incorporate the details of the titanium multiwall system shown in the figure. 
The heat transfer through the corrugated sidewall, the mechanical attachments, 
the gaps between and beneath the tiles, and the nomex felt, as well as the 
three-dimensional effects of thermal bowing will have to be considered in a 
more comprehensive analysis. The SPAR Thermal Analyzer will still be used for 
the analysis, but with a much more complex and detailed model. 
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SUMMARY 

(Figure 11) 

The SPAR Thermal Analyzer has been used for preliminary analysis of the 
titanium rmltiwall thermal protection system concept. First a steady state 
analysis was performed using a detailed finite element model of a small, 
representative region of a rnrltiwall tile to obtain the effective conductivity 
of the tile. This effective conductivity was used with simple finite element 
models to determine the transient thermal performance for several preliminary 
design studies. A more comprehensive SPAR analysis which will incorporate 
details of the multiwall tiles and attachments will be necessary to mOre 
accurately predict the thermal performance of the titanium multiwall thermal 
protection concept for final design. 

l DETAILED SPAR FINITE MODEL USED TO DETERMINE 
EFFECTIVE MULTI WALL CONDUCTIVITY 

. SIMPLIFIED SPAR MODELS USED IN TRANSIENT 
THERMAL ANALYSES 

l COMPREHENSIVE SPAR ANALYSIS REQUIRED TO 
ACCURATELY PREDICT THERMAL PERFORMANCE 
OF MULTI WALL THERMAL PROTECTION SYSTEM 
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HISTORICAL PERSPECTIVES ON THERMOSTRUCTURAL RESEARCH 
AT THE NACA LANGLEY AERONAUTICAL LABORATORY FROM 1948 TO 1958 

Richard R. Heldenfels 
Distinguished Research Associate 

NASA Langley Research Center 
Hampton, Virginia 

INTRODUCTION 

This paper will describe some of the early research on structural 
problems produced by aerodynamic heating, conducted at the Langley 
Aeronautical Laboratory of the National Advisory Committee for Aeronautics 
from 1948 to 1958. That was the last decade of the NACA; in 1958 NACA became 
the nucleus of NASA. 

I was one of the original investigators of these problems, became one of 
the leaders, and then managed such programs for the rest of my career at 
Langley. In this paper I will describe some activities in which I was 
personally involved using charts taken from papers published in those years. 
I have made a few literature searches to refresh my memory and locate suitable 
illustrations. I have not, however, approached this paper with the 
thoroughness of a historian; it is simply a personal recollection of some 
early research activities related to heat transfer in structures. 

Figure 1 illustrates the organization of the NACA (ref. 1). The NACA was 
a committee established in 1915 to supervise and direct the scientific study 
of the problems of flight. The members were leaders of aeronautics in the 
United States and they represented government, industry, and universities. It 
was advised by committees and subcommittees composed of specialists in 
aeronautical technical areas. Only subcommittees under the Committee on 
Aircraft Construction are shown on figure 1 for simplicity. These committees 
determined policy and priorities for research. Often they focused on the 
urgent problems of the day, but some members were futurists who insured 
adequate research at the frontiers of flight. This particular type of 
committee organization was a significant factor in the attainment of world 
aeronautical superiority by the United States. 

The NACA initially contracted for research but was aware that a 
well-equipped and suitably staffed laboratory was required to fulfill its 
obligations. Langley was established in 1920; the others listed were added 
during the NACA expansion in the World War II years. 

Aircraft structures research in the NACA was concentrated at Langley, 
while Lewis conducted materials and structures research for propulsion 
systems. 
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PROGRESS OF THERMOSTRUCTURAL RESEARCH 

Figure 2 shows the growth of research on structural effects of 
aerodynamic heating. The measure used is the number of papers presented at 
NACA conferences that had a session on structures (refs. 2-7). These 
conferences were held periodically to report significant research results to 
the aeronautical community in advance of the published reports. The 
proceedings were usually classified CONFIDENTIAL, a practice rarely used by 
NASA today. 

Elevated temperature structures research, which had just begun in 1948, 
had become significant by 1951, and grew steadily thereafter with a 
significant increase between 1955 and 1957. These steps in growth correlate 
with recommendations of the Subcommittee on Aircraft Structures. In 1951, 
that subcommittee emphasized the need for more NACA research on current and 
future problems associated with elevated temperature of aircraft structures. 
In 1955 it became concerned that the number of people in this field had 
remained fairly constant and recommended that the effort b-e increased. This 
recommendation was approved by the NACA and the results were evident at the 
1957 conference. 

Most of the Langley structures research was done in the Structures 
Research Division. In 1948, 1.5 man-years of effort from 47 available 
professionals (3%) were devoted to high-temperature structures research. The 
numbers were 11 of 47 (23%) in 1952 and 50 of 62 (81%) in 1957. This was not 
a very large research effort by today's standards. These manpower percentages 
on heating problems are about the same as the conference paper percentages. 

In the rest of this paper, some specific research activities will be 
described, starting with calculation of the temperature of the structure. 

STRUCTURAL TEMPERATURE DISTRIBUTIONS 

The basic principles of aerodynamic heating were known to early 
aeronautical scientists, but engineering data on heat transfer coefficients in 
supersonic flow was very limited. Figure 3 shows some results from the first 
NACA publication to calculate surface equilibrium temperatures in steady 
flight, reference 8. Results are given for Mach numbers from 2 to 10 for 
altitudes from 50 000 to 100 000 feet. Note that stagnation temperature was 
used as the maximum surface temperature instead of the adiabatic wall 
temperature. However, the recovery factor was discussed in the paper along 
with all other pertinent considerations. This 1946 paper concluded with a 
long list of areas needing further study. 

The first transient skin temperature calculations are compared with those 
measured on a V-2 missile in figure 4 from a 1948 NACA publication, reference 
9. This missile reached a maximum Mach number of about 5 just after 60 
seconds and then coasted to 300 000 feet altitude at 100 seconds. The note 
concerning the basis of the calculations refers to the temperature used in the 
heat transfer coefficient equation. 

Two NACA papers, references 9 and 10, were published at about the same 
time comparing calculations with the V-2 data. These papers differed in 
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methods for calculating the heat transfer coefficients and the numerical time 
integration procedures used. In those days before the electronic digital 
computer, such calculations could be rather tedious. Our computing machine 
was an electric-powered mechanical calculator. 

Figure 5 shows measurements made on an NACA rocket-powered model reported 
at the 1951 conference, reference 3. This data was used to determine recovery 
factors and heat transfer coefficients which were found to be in good 
agreement with the available theories. Confidence was thus established in our 
ability to calculate thin-skin temperatures at supersonic speeds. 

We turned then to the more complex problem of calculating internal 
structural temperature and explored the numerical solution of problems 
involving heat conduction within the structure. Figure 6, from the 1953 
conference, reference 4, shows the methods that were evaluated by comparison 
with wing structural temperatures we had measured in a hot supersonic jet. 

Figure 7 shows a comparison of results from two calculation methods and 
the data for a skin and web combination. The agreement is reasonably good. 
Adiabatic wall temperature and heat transfer coefficients were determined from 
the thin-skin temperature histories to define the conditions in the test 
facility. 

Figure 8 shows a similar comparison along the centerline of a 
cross section of the wing with all important internal conduction included in 
the calculations. Two-dimensional conduction was required to analyze the 
solid leading and trailing edges. 

We were pleased with these results, so our research did not emphasize 
techniques for calculating temperature distributions until more complex 
methods were needed for ablation materials in the 60's. By that time much 
better computational facilities were available. We did, however, explore 
various other phenomena such as effects of internal radiation and conductivity 
of joints, both analytically and experimentally. In an attempt to simplify 
the computations , we used an analog computer to solve the Method III problem 
of figure 6, but the setup time required made that an unproductive endeavor. 

Heat transfer research with rocket-powered models had produced data up to 
M = 14 by the time of the 1957 conference, reference 7, and much wind tunnel 
data was available to M = 6.8. The research airplanes had attained a maximum 
speed of M = 3.2. This speed was reached by the X-2 airplane in 1956. It 
went out of control later in that flight and crashed, ending the X-2 project. 
The research airplane program continued to collect structural heating data, 
however, with the X-1B and X-1E. 

Skin temperature measurements were made on all high-speed research 
airplanes, but the X-18, figure 9, was especially instrumented for extensive 
skin and internal structural temperature measurements. The airplane was 
brought to Langley in 1955 for instrumentation because of our experience with 
structural temperature measurements and was later flown at the High Speed 
Flight Station. This 1957 conference figure from reference 7 shows skin 
temperature measurement locations; many others were located in the interior to 
obtain about 300 total measurements. 
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This completes the discussion of structural temperature -distributions. 
Their effect on the structure will be discussed next. 

STRUCTURAL EFFECTS OF AERODYNAMIC HEATING 

Figure 10 was used to introduce the session on structural effects of 
aerodynamic heating at the 1955 conference, reference 6. It was, one of many 
such charts used in those days to educate structural engineers not yet 
involved in the design of supersonic airplanes. Papers on these effects were 
in demand for technical conferences as were papers, similar to one I presented 
at the 1955 conference, on some design implications of aerodynamic heating. 

Temperatures in the airframe have been discussed in the previous 
section. The charts that follow will address some of the items under 
structures and touch briefly on alleviation. I will not address the items 
under materials for lack of time. The change in material properties with 
temperature is the most important effect of aerodynamic heating on structural 
design and was the subject of the earliest structures research. This effect, 
however, was relatively simple to incorporate into structural design because 
prediction of structural buckling and strength was based on the stress-strain 
characteristics of the material. 

I came to work at Langley in 1947 after engineering jobs with an aircraft 
company and the U. S. Army Air Corps at Wright Field. My first assignment was 
to a team developing methods for structural analysis of a sweptback wing. 
Although airplanes were being built with sweptback wings, the structural 
design methods of the time could not predict accurately the stresses and 
deflections of this new wing configuration. Figure 11, from the 1948 
conference, reference 2, shows the idealized structure we used to represent a 
wing structure we had tested. I show this chart to emphasize the limitations 
on our ability to calculate stresses in a complex redundant structure. With 
this idealization we were able to reduce the principal computation to 
reduction of a 9 x 9 matrix (ref. 11). Today computer programs are available 
to solve this problem in great detail very quickly. 

Our analysis method for the sweptback wing was presented at the 1948 
conference. That conference included, also, the first NACA paper on a 
structural problem produced by aerodynamic heating. It was a thermal stress 
analysis of a multiweb wing under an arbitrary temperature distribution. This 
preliminary analysis was not completed because the principal investigator left 
Langley. In August 1948, I was assigned to continue the development of 
methods for thermal stress analysis. I became one of a very few people at 
Langley who were working then on elevated temperature structural problems. 
Initially, I put thermal expansion terms into the current analytical and 
numerical methods and applied them to some illustrative examples (refs. 12 and 
13). What we called numerical methods then were later called finite-element 
methods. However, in 1948 axially loaded rods and rectangular panels that 
carried only shear constituted our complete stable of finite elements. We 
did, however, create a special triangular element for our swept wing analysis 
(fig. 11). 

We devised the simple experiment shown in figure 12 to obtain 
experimental verification of our thermal stress methods. Steady-state thermal 
stresses were induced in a large, thick plate by heating the center and 
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cooling the edges. This is typical of the kind of experimental structures 
research we conducted. Tests were designed to be critical in nature and 
limited in scope to get to the crux' of the problem quickly and economically. 

Figure 13, presented at the 1951 conference, reference 3, shows the 
excellent agreement we obtained between the theory and experiment for the 
longitudinal direct stresses. Similar results were obtained for the shear 
stresses and the transverse direct stresses that occur because of the free 
ends (ref. 14). 

The theoretical results were obtained from an approximate solution based 
on the principle of minimum complementary energy. To do that I had to derive 
the correct energy term; I did it by working backwards from the differential 
equations. In those days some theoreticians did not agree on a rational 
derivation of this term, but I was satisfied with one that worked. 

The plate of figure 12 was set up on simple edge supports to conduct a 
thermal buckling experiment. Figure 14 shows a comparison of the results of 
those tests with calculated results, also from the 1951 conference. These 
calculations used the previously described thermal stress methods and the 
energy method to solve the large-deflection buckling problem (ref. 15). The 
plate contained initial curvature; therefore, it began to buckle as soon as 
thermal stresses were induced. 

With adequate methods for analysis of thermal stress and thermal 
buckling, we left their refinement to others and began to investigate effects 
of rapid heating on strength and stiffness. A wide variety of tests and 
analyses were made of simple structures subjected to rapid and steady 
heating. Figure 15, from the 1957 conference, reference 7, presents some 
important results on the effect of thermal stress on the failure strength of 
beams. These square tubes were tested with and without thermal stress and the 
failure load was essentially the same. The lines on the figure are calculated 
failure loads based on material properties at temperature. Thermal stress, 
however, did reduce the buckling load for these beams. These results removed 
some concerns about the importance of thermal stresses because they did not 
affect certain modes of structural failure. 

Figure 16, from the 1955 conference, reference 6, shows a cantilever 
plate, heated along the edges to investigate changes in structural stiffness 
produced by nonuniform temperature distributions and thermal stresses. The 
radiant heaters were turned off at 16.2 seconds and the, plate began to cool at 
the edges. During the heating the plate was periodically struck to excite its 
fundamental bending and torsion modes. 

Figure 17 (ref. 16) shows the change in the frequency of the first 
torsion mode (35X), the one most affected by this type of temperature 
distribution. The first bending frequency was reduced 21%. The plate twisted 
also, because the thermal stresses coupled with the initial twist in the 
plate. 

The techniques for calculating thermal stress and buckling described with 
figures 13 and 14 were used with the addition of a frequency term to obtain 
the theoretical results which are seen to be in good agreement with the data. 
Measured temperature distributions were used in these calculations. 
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In the course of our stiffness reduction research we developed a system 
for following a resonant frequency as it changed during a heating test. We 
used it to test some wing structures; typical results are shown in figure 18 
from the 1957 conference, reference 7. This solid, double wedge wing 
experienced small changes in the first five natural modes. The radiant 
heating used however, was not a good simulation of aerodynamic heating of this 
type of wing. Similar tests on multiweb wings showed frequency changes twice 
as large for the mode shapes characteristic of that type of structure. 

We devoted much effort to the study of stiffness changes due to thermal 
stress, but I am not aware of this problem ever being important in the design 
of an airplane, missile, or space vehicle except with respect to panel 
flutter. Panel flutter is beyond the scope of this lecture because the 
primary investigations of the effects of aerodynamic heating on it were 
conducted in later NASA programs. 

Our interest in changes of effective stiffness was not generated by any 
theoretical insight but by a 1952 experiment that produced startling and 
totally unexpected results. Figure 19, from the 1953 conference, reference 4, 
shows the test facility and one of the test specimens in the program. The 
test facility was a free jet, 27 x 27 inch size, with an exit Mach number of 2 
and a stagnation temperature of 500°F. The model shown had a 20-inch chord 
and span, typical of most models tested. The first test was made on a model 
twice that size to obtain the temperature,data shown in figures 7 and 8. Near 
the end of that test the model appeared to experience panel buckling and 
vibration that led to its destruction. Many additional tests were made on 
models like that shown here to identify the failure mode and methods for its 
prevention. 

Figure 20 (ref. 4) shows the camber type flutter that resulted from 
stiffness changes produced by aerodynamic heating. The wings that fluttered 
had very low resistance to shear deformation of the cross section, and the 
fifth natural vibration mode, the one most affected by thermal stress, 
involving such deformations was predominant in the response. 

The spectacular nature of these failures provided our program with high 
priority support but, again, I am not aware of such a failure mode being 
important in the design of any aerospace vehicle. In any event, this type 
flutter is easily prevented by the addition of a few ribs. A theoretical 
analysis of this type of flutter, that correlated well with our test results, 
was published in 1962 (ref. 17). 

In addition to coping with aerodynamic heating, means to alleviate it 
were also of interest. Our initial analysis indicated that alleviation by 
insulation was of greatest interest at hypersonic speeds so we did not do much 
thermal protection research until the late 50's. Figure 21, from the 1957 
conference, reference 7, shows some insulating panels that had been evaluated 
by a variety of tests. These panels were designed and constructed by the Bell 
Aircraft Company for lifting-entry vehicle applications; they called them 
double-wall construction. Research is still continuing on similar concepts 
but applications have been relatively few. Two that come to mind are the 
afterbodies of the Mercury and Gemini capsules. 
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Many other theoretical and experimental programs were undertaken in the 
years under discussion, but time does not permit comprehensive coverage. 
Equally important as the research planning and execution was the conception, 
construction, and operation of test facilities. 

HIGH-TEMPERATURE STRUCTURAL TEST FACILITIES 

Development of test equipment and facilities began along with the 
initiation of research projects and accelerated along with their expansion. 
Prior to the expansion in 1955, a presentation was made to several advisory 
groups on the NACA approach to high-temperature research facilities (ref. 18). 
Additional detail is given in reference 19 of some subsequent developments. 

Figure 22, from reference 18, lists the types of facilities under 
development along with the general types of structures research testing that 
was needed. Combinations of furnaces and testing machines were the principal 
generators of data on materials and structural elements. Figure 23 shows a 
large furnace for strength and creep tests of structures. We did much 
short-time creep testing because it was thought to be an important design 
consideration for high-speed aircraft. However, when we related our results 
to design criteria, we concluded that airplanes would not be designed to 
operate in the creep range of the material (ref. 20). Therefore, we 
de-emphasized creep in our program starting in 1956. Subsequent events 
supported this decision. 

Starting in 1951, we began to search for ways to simulate or duplicate 
aerodynamic heating in the laboratory. We evaluated a variety of devices for 
radiative and convective heating of structures. One of our goals was to 
achieve initial heating rates of 100 Btu per square foot per second. This was 
derived from calculations of the heat transfer rate to airplanes accelerating 
to M = 3 or M = 4 at 50 000 feet. That turned out to be a very valid 
long-range goal for airplanes because very few fly that fast even today. 

The first device used extensively for rapid heating was the carbon-rod 
radiator shown in figure 24. It provided the desired heating rate but the 
high thermal inertia of the rods required that mechanical shields be used to 
control the heat radiated to the test specimen. 

The tungsten filament lamp was a much better radiant heating device 
because it could be controlled adequately by the power input. But the 
available lamps were not sufficiently powerful to meet our goal. Fortunately, 
General Electric was developing a quartz-tube lamp with the desired 
characteristics. We acquired some development lamps, 5 inches long, in 1952 
that were very promising. We requested that they make lamps with a 10 inch 
effective length. These lamps, shown in two double-row high-intensity heaters 
in figure 25, met our requirements and were the heat source used in most of 
our future heating tests. Coupled to an appropriate power supply and control 
system, this type of lamp, in lengths from 10 to 50 inches, became the 
principal method for rapidly heating structures in laboratories throughout the 
world. Numerous commercial applications were made also. 
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Convective heating to simulate or duplicate aerodynamic heating was 
investigated from the beginning of our facility development program and a 
variety of techniques were tried. The results were several supersonic jets 
and wind tunnels that provided a duplication of high-speed flight or a 
simulation with the stagnation temperature higher than that achieved in flight 
at the same Mach number. This was a consequence of the practical problems of 
duplicating hypersonic flight conditions in a wind tunnel. 

Development of hot wind tunnels is a long and interesting story in 
itself, so I can only discuss a few highlights in this paper. Figure 26, 
which I used in a talk in April 1959, shows the operational (black) and 
planned facilities in the first year of NASA. 

In March 1951 we had begun to plan an increase in our elevated 
temperature structures research. Langley management decided in June '1951 that 
we should plan also for large high-temperature structural research 
laboratory. Hot subsonic air flow and radiant heating panels were proposed to 
heat structures in a large test chamber. Further study and testing, however, 
revealed that a true-temperature, M = 3, blowdown wind tunnel was the best 
approach. This became the 9 x 6 Foot Thermal Structures Tunnel. Its basic 
characteristics were established in March 1952, the tunnel became operational 
in 1957, and research testing began in the summer of 1958. Construction was 
delayed when the funds initially appropriated were withdrawn by Congress in a 
federal budget reduction action. This facility was used to test a wide 
variety of structural models, many of which were evaluated for panel flutter. 
A structural failure in the air storage field, in September 1977, made further 
operations impractical. 

The ethylene jet and the ceramic heaters were very high-temperature 
supersonic jets for testing materials and small models. The electric-arc 
powered jets subsequently carried this capability to extremely high 
temperatures. Their original development was motivated by the long-range 
ballistic missile program, but these Langley facilities made their major 
contribution later to the manned space flight programs, including the Space 
Shuttle. 

The facility labeled 7' HTF is the initial concept of the facility now 
known as the 8-Foot High-Temperature Structures Tunnel. It is a 
true-temperature, M = 7 blowdown wind tunnel. Construction began in 1960 and 
high-temperature testing began in 1968. Although nearly 10 years elapsed 
between concept and research, this facility was on line long before the 
vehicles that benefited from its testing became a reality. 

The rocket models listed on figure 22 have been discussed earlier. They 
made essential contributions to heat transfer data at very high speeds and did 
some structural testing also. Research airplanes were mentioned earlier, but 
that program received a new thrust when the NACA decided, in the spring of 
1952, to initiate studies of problems likely to be encountered in space flight 
and of methods for exploring them. 
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THE X-15 RESEARCH AIRPLANE 

A task group of five senior researchers was established at Langley in 
March 1954 to define the characteristics of an airplane to explore problems of 
hypersonic and space flight. The principal features of the vehicle they 
proposed are shown in Figure 27 from reference 21. It was a relatively small 
vehicle to be air-launched from a B-36 airplane , and then rocket-propelled to 
a maximum speed of 6 600 feet per second or to a maximum altitude of more than 
250 000 feet. 

The task group recommended a heat-sink type structure of Inconel X 
material. Their rationale is displayed in Figure 28 (ref. 21). Inconel X 
retains its strength well to 12OOOF; this temperature established the 
heat-sink thickness required. However, much of the skin was strength critical 
so the heat sink criteria applied principally to secondary structure. 

In December 1954, NACA, the Air Force, and the Navy agreed to sponsor 
this research airplane project with the Air Force managing the design and 
construction and NACA providing technical direction. The procurement process 
occupied most of 1955 with 4 of 10 interested companies submitting proposals. 
The winner is shown in figure 29 from reference 21. This airplane was very 
much like the results of the NACA study. If my memory serves me correctly, 
two of the other proposals presented a shielded structure and the third one 
recommended a magnesium heat sink. That rather novel approach raised some 
very valid concerns for the evaluation team since magnesium burns very 
intensely under certain conditions. We had great fun running a wide variety 
of tests using several different facilities to determine when a magnesium 
structure would ignite in flight. We found, for example, that a burning 
thin skin could be quenched by an adjacent, thicker spar cap. 

Figure 30 (ref. 21) shows some of the early structural temperature 
calculations. In this case the wing-skin temperatures are much lower than the 
1200°F limit because of strength requirements and mission characteristics. 

Construction of the three X-15 airplanes was completed in 1959 with the 
first flight in June of that year. The flight program continued until 
December 1968 and provided much information on heat transfer and structural 
temperatures in high-speed high-altitude flight. 

Support of the X-15 program was a high priority activity at Langley and 
we made many tests and analyses of potential problems. We made vibration 
tests of the horizontal tail under radiant heating and found that the 
resultant stiffness changes were not significant. Panel flutter, however, was 
a problem in several areas. Tests made in various wind tunnels included the 
horizontal and vertical tails in the 9 x 6 Foot Thermal Structures Tunnel. As 
a result, stiffeners were added to many thin-skin panels to prevent panel 
flutter within the flight envelope of the X-15. 

NACA BECOMES NASA 

The Soviet Union launched the first Earth satellite on October 4, 1957. 
This brought immediate changes in NACA programs as many people began to plan 
space research and flight programs. By December of 1957 I had prepared a plan 
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for structures and materials research needed to rapidly advance manned space 
flight and we initiated some of these projects as peopte could be made 
available. The National Aeronautics and Space Act of 1958 (approved 
July 29, 1958) created NASA and at the close of business on September 30, 1958 
the NACA ceased to exist. All of its property, facilities, and personnel were 
absorbed by NASA. 

The NACA had excellent facilities and personnel that could get the space 
program off to a fast start. Much was accomplished in the year between 
Sputnik I and the official establishment of NASA. In fact, a bidder's 
briefing for a manned satellite capsule (Project Mercury) was held at Langley 
on November 7, 1958, just one year and five weeks after Sputnik I. 

Although a new era in structures research had begun, we continued to 
support aircraft and missile needs along with the new emphasis on space. Our 
prior research experience, however, led us to concentrate much of our program 
on the technology required to return space vehicles to a safe landing on 
Earth. 

Figure 31, from reference 19, which was prepared during the last days of 
the NACA, shows the flight regions in which our high-temperature structures 
research was focused. Charts like this were used with overlays to evaluate 
the capabilities of our test facilities relative to proposed flight systems. 
In addition to the airplanes and missiles that were the motivation of our 
initial research, we had supported the long-range ballistic missile program 
and the reentry glider of the USAF Dyna-Soar program for a manned orbital 
system. Dyna-Soar started in 1958 after preliminary studies called ROBO, 
BRASSBELL, BOMI, and HYWARDS. Less than a year later in 1959, I presented a 
similar chart that showed reentry vehicles at speeds twice orbital velocity 
and hypersonic airplanes at M = 6 to 9. The NASA years brought a greater 
scope and a faster pace to our research, but a decade of experience had 
prepared us well for this new challenge. 

CONCLUDING REMARKS 

In the foregoing, I have described briefly some of the research 
activities at Langley in the first decade of high-temperature structures 
research. Many other interesting activities could not be included. 

Techniques for both experimental and analytical research have improved 
greatly in the last three decades with advances in electronics (instruments 
and computers) making the major contributions. Although much new knowledge is 
being acquired at a rapid rate, the search must always continue. My 
experience shows that the old problems are never completely solved; they just 
keep turning up in different situations and under other circumstances. 

Our research began without a clear definition of the future vehicles to 
which it would apply. Therefore, we were concerned initially with generic 
research on potential problems. As a result, some of these problems were of 
little practical importance to the vehicles that were developed later. On the 
other hand, some vehicles that were proposed were never built or came into 
being much later than expected. For example, 
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o Few supersonic airplanes fly faster than M = 3 today. 

o The hypersonic airplane has not had a mission important enough to 
warrant its development. 

o A reusable orbital vehicle, the Space Shuttle, finally demonstrated 
that capability over twenty years after the Dyna-Soar project was started. 

These examples lead to my principal message. Vehicle oriented research 
programs, which seem to be favored in today's environment, have the advantage 
of speeding the development of new technology for a specific mission or 
vehicle. An inherent danger in this approach, however, is that too much 
effort will be expended on developing technology that may not be used because 
the vehicle is never constructed. A healthy research program must provide 
freedom to explore new ideas that have no obvious applications at the time. 
These ideas may generate the technology that makes important, unanticipated 
flight or vehicle opportunities possible. Fortunately for the United States, 
this freedom of inquiry was fostered by the National Advisory Committee for 
Aeronautics, making possible our world leadership first in aeronautics and 
then in space. 
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Figure l.- Organization of National Advisory Committee for Aeronautics (NACA). 

DATE PAPERS PRESENTD PERCENT 
HEAT I NG TOTAL HEAT I NG 

MAY 1948 17 1 6 

MARCH 1951 15 4 27 

MARCH 1953 16 5 31 

OCTOBER 1954 5 2 40 

MARCH 1955 16 8 50 

MARCH 1957 19 15 79 

Figure 2.- Structures papers presented at NACA conferences. 
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Figure 3.- Calculated surface equilibrium temperatures in steady flight. 
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Figure 9.- Maximum measured temperatures on X-1B airplane. 
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Figure lO.- Introductory chart at 1955 NACA Conference on Aircraft Loads, 
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Figure 14.- Comparison between experiment and calculation for 
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Figure 23.- Creep test equipment. 

Figure 24.- Carbon-rod heat radiator. 
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Figure 29.- North American X-15 research airplane. 
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G1 JIDEL INES FOR DEVELOPING VECTORIZABLE 
COMPUTER PROGRAMS 

E.W. Miner 

Naval Research Laboratory 
Washington, D.C. 20375 

SUMMARY 

This paper presents some fundamental principles for developing computer programs which are com- 
patible with array-oriented computers. The emphasis is on basic techniques for structuring computer 
codes which are applicable in FORTRAN and do not require a special programming language or exact a 
significant penalty on a scalar computer. The intent is that researchers who are using numerical tech- 
niques to solve problems in engineering can apply these basic principles and thus develop transportable 
computer programs (in FORTRAN) which contain much vectorizable code. These principles are based 
primarily on the author’s experience in running programs on the Texas Instruments Advanced Scientific 
Computer (TI-ASC), a vector processor, at the Naval Research Laboratory. The vector architecture of 
the ASC is discussed so that the requirements of array processing can be better appreciated. The “vector- 
ization” of a finite-difference viscous shock-layer code is used as an example to illustrate the benefits and 
some of the difficulties involved. Increases in computing speed with vectorization are illustrated with 
results from the viscous shock-layer code and from a finite-element shock tube code. The applicability of 
these principles has been substantiated through running programs on other computers with array- 
associated computing characteristics, such as the Hewlett-Packard (H-P) 1000-F. 

INTRODUCTION 

The past decade has seen some considerable changes in the capabilities available to researchers 
involved in computational physics. Near the beginning of the last decade, scalar computers were the 
standard, but computers which would achieve higher computational speeds through parallelism or pipelin- 
ing were already in the design stage and creating excitement among researchers. For example, the lead 
paper at the AIAA Computational Fluid Dynamics Conference in 1973 (ref. 1) was devoted to the future 
vector and parallel processors, their hardware, and their anticipated usefulness to the computational phy- 
sics community. Since then, vector computers and other array oriented processors have become an actu- 
ality. The principal vector computers, for example, the CRAY-1, are still rather few in number and thus 
are available only to limited groups of researchers. However, other, more widely available computers 
have significant array-oriented features. In addition to the category of attached array processors, some 
mini-computers have array processing features. Specifically, the Hewlett-Packard (H-P) 1000-F series 
computers have what is called a Vector Instruction Set (VIS) implemented in firmware (microcode) 
which provides many of the benefits of vector programming and can increase computational speed by a 
factor of five or more. Even desktop computers (for example, the Tektronix 4050 series and the H-P 
System 35 and 45 desktops) have array oriented computational features in the BASIC language which 
they use. Thus, awareness of guidelines for developing computer codes which are compatible with 
array-oriented computing (i.e., vectorizable) should be advantageous to many researchers. Development 
of vectorizable codes should enhance code interchange and minimize reprogramming efforts when codes 
are exchanged between different computers. 
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Numerical techniques used by researchers to solve problems in computational physics typically are 
array oriented but common coding procedures sometimes reduce their compatibility with array process- 
ing. Such was the case with the particular program (a large boundary-layer type program) which is used 
as an illustration in this paper. By applying basic principles of “vectorization” as discussed in this paper, 
codes can be developed which are compatible with array processing and which require only a minimal, if 
any, increase in computing time on a scalar computer. In the case of the example program, the process 
of vectorization led to some code optimization and the scalar computing time was actually reduced. 

Since FORTRAN is the most commonly used engineering programming language, attention is res- 
tricted in this paper to increasing the compatibility with array processing of programs coded in FOR- 
TRAN and is further restricted to FORTRAN code which is transportable. Although some of the exam- 
ples used are specific to the Texas Instruments (TI) Advanced Scientific Computer (ASC), a vector pro- 
cessor, the examples illustrate considerations and techniques for developing codes which are compatible 
with array processing. 

THE CONCEPT OF VECTORIZATION 

In order to develop code which is vectorizab!e, it is necessary first to understand what vectorization 
is and how an array-oriented or vector computer differs from a scalar computer. The concept of vectori- 
zation is most easily introduced by example. Consider arrays A and B, each consisting of 100 numbers. 
Assume that one wishes to compute array C where ci = ai + bi, i = 1,100. The traditional scalar computer 
executes five assembly language instructions one hundred times. There are two memory fetches (a, and 
b,), one addition, one store to memory (for ci), and an instruction that increments a counter, tests and 
branches back to load the next pair of input operands. Thus 500 scalar instructions are executed to add 
arrays A and B. A vector computer, or an array processor, has hardware which performs the 100 addi- 
tions on the hundred pairs of input operands concurrently with the memory fetches and the stores to 
memory, greatly reducing the time required for computing array C. Such vector handware may be avail- 
able for virtually every arithmetic and logical operation. 

The above example describes the singly subscripted FORTRAN DO loop: 

DO 100 I=l,lOO 
C(I) = A(I) + B(I) 

100 CONTINUE 

Doubly or triply subscripted arrays in loops nested 2 or 3 levels deep also may be collapsed on a vector 
machine into a single vector instruction. 

Any FORTRAN DO loop representing one operation performed unconditionally on elements of 
one or two input arrays and producing elements of one output array is a candidate for a vector instruction 
and is thus vectorized. Vectorization may then be defined as getting as many operations as possible to 
vectorize. This requires designing, organizing, and writing programs so that the maximum possible 
number of arithmetic and logical operations can be executed as hardware vector instructions. Further, 
vectorization will be maximized when a programmer plans to operate on arrays of data instead of indivi- 
dual points of data. Such planning takes place at the program design level, at the subroutine level and at 
the line level within each subroutine. 

ARRAY-ORIENTED PROGRAMMING 

While vectorization is achieved by array-oriented programming, applications to specific computers 
may impose quite different constraints. For example, the attached support processors seem to be con- 
strained by modest data transfer rates to and from the main computer’s central memory. Thus the pro- 
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grammer would need to organize calculations such that many operations would be performed on the 
transferred data. In contrast, vector computers, such as the TI-ASC, can readily access large amounts of 
main memory and the vector architecture permits very rapid transfer of large arrays of data between the 
arithmetic units and main memory. In this case, the programmer needs to be less concerned with how 
the calculations are organized and can concentrate more fully on array-oriented programming. 

For either hardware situation, array-oriented programming will require the following: choosing 
array-oriented algorithms which are vectorizable, planning program units which operate on arrays of data 
instead of points of data, minimizing the use of conditional operations, and planning array storage in 
memory for most rapid data transfer. These items are discussed more fully below. 

Conditionality 

A DO loop is the FORTRAN programmer’s idiom for representing operations on arrays of data. 
The loop 

DO 100 1=1,50 
D(I) =A(I)*B(I) +C(I) 

100 CONTINUE 

represents two vector instructions; one which multiplies A and B, element-wise, and one which adds the 
elements of the product array to the elements of array C. The two instructions execute serially; the vec- 
tor addition follows the vector multiplication. If this loop contains conditionality, e.g. 

DO 100 I= 1,50 
IF(I.EQ.ITEST(I)) GO TO 100 
D(1) =A(I)*B(I) +C(I) 

100 CONTINUE 

it is no longer vectorizable. In this case the multiplication and addition may take place on some, but not 
all, of the array elements. An arithmetic or logical operation is vectorizable only if it is performed 
unconditionally on all elements of one or two input arrays to produce one resultant array. 

Conditionality (the if-test) is often intrinsic to a computation, but significant vectorization may be 
achieved in the face of conditionality. A conditional operation can sometimes be transformed into one 
which is not conditional. Consider the loop 

DO 100 I= 1,500 
IF(D(I).GT.DMAX) D(I)=DMAX 

100 CONTINUE 

which tests each element of array D and replaces only those values which pass the test. In the equivalent 
replacement loop 

DO 100 1=1,500 
D(I) = AMIN (D(I),DMAX) 

100 CONTINUE 

conditionality is eliminated and the operation is potentially vectorizable. In fact, vector machines may 
invoke a vector AMIN function which calculates the resultant vector D as a sequence of vector instruc- 
tions on input vector D and scalar DMAX. Such vector functions are explained in a later section entitled 
“Vector Library Functions.” Eliminating the “if-test” and consequently achieving array operations instead 
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of scalar operations reduces the run time of the above example loop from 0.86 x 10m3 seconds to 0.4 x 
10m4 seconds on the vector computer at NRL, a TI-ASC. 

When using a vectorizing compiler an “if statement” within a loop will often inhibit vectorization of 
subsequent statements in the loop which are vector in character. Removing the “if-test” from the loop, 
or breaking the loop into several.shorter loops, may result in significant vectorization. When the loop 

DO 100 1=1,500 
IF (X(I).GT.XMAX) X(I) =XMAX 
A(1) =C(I)*D(I) +X(I) 

100 CONTINUE 

is replaced by two loops 

DO 100 1=1,500 
IF (X(I).GT.XMAX) X(I) =XMAX 

100 CONTINUE 
DO 110 1=1,500 
A(1) =C(I)*D(I) +X(I) 

110 CONTINUE 

its ASC execution time decreases from 0.17 X 10e2 seconds to 0.12 x 10e2 seconds. When conditional- 
ity is eliminated totally by using vector library function AMIN, the time drops to 0.86 x 10p4. Minimiz- 
ing the ill effects of conditionality is a central theme in the development of code which is compatible with 
vector computers and array processors. 

Subroutine Organization for Array Operations 

The fundamental principle for subroutine design is: plan, organize, and create subroutines which 
operate on arrays of data instead of points of data. For example, the program 

PROGRAM MAIN 
DIMENSON A(100),B(100)$(100) 
DO 20 I=l,lOO 
CALL SUB1 (A(I),B(I),C(I)) 
CALL SUB2 (A(I1,B(I),C(Ill 
CALL SUB3 (A,(I),B(I),C(I)) 

20 CONTINUE 
END 

locks the computation into scalar operations on points ai,bi,ci and requires that the three subroutines be 
called 100 times each. The program above should be replaced by 

PROGRAM MAIN 
DIMENSION A(l00),B(100),C(100) 
CALL SUBI (A,B,C) 
CALL SUB2 (A,B,C) 
CALL SUB3 (A,B,C) 
END 

where each subroutine operates on arrays A,B,C. This structure not only permits vectorized computation 
and but also minimizes costly subroutine linkage. 
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Vector Library Functions 

Vectorizing compilers are built to apply the fundamental vectorization principle for subroutines. If 
a programmer codes 

DO 100 I=l,lOO 
B(I) =SIN(A(I)) 

100 CONTINUE 

a vectorizing compiler can be expected to collapse the loop into a single call to a vector sine function 
with input vector A and resultant vector B. 

Scalar computers have one system FORTRAN library. When a trigonometric function, square-root, 
maximum/minimum function, etc. is invoked, a point-wise (scalar) function is called with a scalar 
answer. Vector computers have such scalar functions, and, in addition, have a library of vector functions 
which operate on arrays of points. Vector functions are themselves vectorized. Five hundred sine calcu- 
lations on the ASC take 0.11 x 10-t seconds when done in scalar mode and 0.16 x lop2 seconds in vec- 
tor mode. 

Algorithms and Mathematical Methods 

Vectorization principles governing the choice of algorithms and mathematical methods may be 
deduced from the line level and subroutine level principles previously discussed. Methods chosen should 
involve significant unconditional computation on large arrays of data. Algorithms which entail more 
arithmetic operations may be preferred over those involving fewer arithmetic operations which do not 
vectorize. 

On the ASC, recursive computations are intrinsically unvectorizable. Consider the loop 

DO 100 I=2,100 
A(I) =A(I-l)*B(l) 

100 CONTINUE 

where each element cl; of array A is computed from the element just previously computed, o;-~. If this 
loop were performed in a vector mode, it would be equivalent to 

DO 100 I= 1,100 
AA(I) =A(11 

100 CONTINUE 
DO 110 I=2,100 
A(I) =AA(I-l)*B(I) 

110 CONTINUE 

which yields different results from the original recursive code. The vectorizing compiler flags such loops 
as “vector hazards” and does not generate vector instructions for them. 

When a recursive computation is required, it may be done in a loop by itself, isolated from other 
calculations. This prevents the vector hazard which it presents from inhibiting vectorization of subse- 
quent calculations. 
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Memory Management 

Vector instructions are most efficiently executed when the elements of operand arrays are stored, in 
central memory, contiguously with respect to the computation. The FORTRAN code 

DIMENSION A(10,50),B(50) 
DO 100 1=1,50 
A(K,I) =A(K,I)*B(I) 

100 CONTINUE 

exhibits non-contiguity for input operand A. The FORTRAN dimension statement declares that A is a 
2-dimensional array and is stored column-wise in central memory. The multiplication occurs, element- 
wise, on a row or A. Thus every 10th value of A as it resides in memory is input and output to this 
computation. This substantially reduces the speed of the vector computation. A preferable coding for 
this situation would be 

DIMENSION A(50,10),B(50) 
DO 100 K=l,lO 
DO 100 I=1,50 
A(I,K)=A(I,K)*B(I) 

100 CONTINUE 

With this arrangement (A is transposed) data streams from memory to the arithmetic unit quickly 
enough to ensure maximal execution speed. 

Summary of Programming Principles for Vectorization 

This list summarizes principles and guidelines already presented: 

0 Plan programs and subroutines which operate on arrays of data instead of points of data. 

0 Choose algorithms and mathematical methods which are array-oriented and vectorizable. 

0 Minimize and/or eliminate conditionality. 

l Do not follow non-vectorizable calculations by vectorizable calculations in the same DO loop. 

l Store vector operands contiguously in Central Memory. 

THE TEXAS INSTRUMENTS ASC. A VECTOR COMPUTER 

The rationale for developing computer codes compatible with array processing may be better appre- 
ciated by consideration of a specific system as an example. In some ways, the TI-ASC is a representative 
vector computer. The vectorizing FORTRAN compiler developed for the ASC recognizes array construc- 
tions in standard FORTRAN and generates vector instructions when appropriate. While it requires the 
programmer’s attention to vectorization principles in the code, the compiler does not require special syn- 
tax or FORTRAN dialect to generate vector instructions. The ASC system thus illustrates the vectoriza- 
tion principles discussed above. 

ASC Architecture 

Three architectural features distinguish the Texas Instruments (TI) Advanced Scientific Computer 
(ASC). It is a pipeline computer; it has a full set of hardware vector instructions in addition to a full set 
of scalar instructions; and it is a multi-pipe computer. 
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An ASC arithmetic unit (AU) is logically and physically organized as a twelve-level pipe. Four lev- 
els are devoted to instruction decoding and processing, and eight to arithmetic or logical sub-operations. 
Thus when the AU is operating in scalar mode, up to twelve operations are concurrently at some stage of 
execution. At each CP clock cycle (80 nanoseconds) each arithmetic or logical operation in progress in 
the pipe drops to a lower level, and one answer may exit to the memory buffer. Pipe levels unnecessary 
to a particular instruction are bypassed. Memory buffers are considered part of the pipeline. Operands 
for calculations and answers are fetched and stored while the calculations are progressing through the 
pipe. 

The most powerful computational capability of the ASC is its ability to run in vector mode. In this 
situation, a single operation is performed on many pairs of operands. For example, if A, B and C are vec- 
tors of length 100, only one vector instruction is needed for computing ci = ai + bi; i = 1, 100. The A 
and B values stream continuously into the pipe, additions are performed in discrete steps within the pipe 
and answers flow back to central memory at the rate of one per clock cycle. The power of the vector 
instruction is that it guarantees optimum flow of calculations and data through the pipe. 

An ASC may have one, two, three, or four pipes. The NRL computer has two pipes and, for fully 
optimal codes, can provide twice the computing power of a single pipe ASC. 

The ASC Vectorizing Complier 

A vectorizing/optimizing FORTRAN compiler, known as “NX”, is available on the ASC. This 
compiler transforms ordinary FORTRAN code into vectorized object code which optimally exploits the 
ASC vector architecture. The NX compiler recognizes vectorizable FORTRAN constructions. When it 
fails to generate vector instructions, messages to the programmer may suggest how to rearrange or 
modify the code to achieve vectorization. 

The NX compiler has three major levels of optimization. When invoking the compiler, a user 
specifies either I, J, or K level. An I level compile generates efficient, but unoptimized, scalar code. It is 
comparable to code generated by the IBM FORTRAN H compiler with OPT=0 or 1. At J level, the NX 
compiler generates optimized scalar code much like the IBM H compiler with OPT=2. Operating at level 
K, the NX compiler generates vectorized object code where possible, optimized scalar code elsewhere, 
and writes vectorization summaries and messages. 

VECTORIZATION OF VISCOUS SHOCK-LAYER CODE AND 
COMPUTING TIME REDUCTIONS 

To illustrate the process of vectorizing an existing code and to show the benefits which might be 
obtained, the vectorization of a moderately large FORTRAN program is discussed. 

Description of Viscous Shock-Layer Program 

The computer code which was vectorized is a laminar, hypersonic viscous shock-layer code previ- 
ously developed by the author, (references 2-4). The code was written in FORTRAN and developed on 
an IBM 370/158. As discussed in references 2-4, the program uses an implicit finite-difference, marching 
integration procedure to solve the viscous shock-layer equations. Two flow field chemistries were avail- 
able: dissociating oxygen and multi-component, ionizing air. As in the previous work of Davis (ref. 51, 
the governing equations are second-order accurate in the inverse Reynolds number parameter E from the 
body to the shock. 

By some criteria, the code might be a poor candidate for vectorization. The program has a 
significant amount of scalar code and, with 51 grid points used across the viscous layer, the arrays or vec- 
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tors are much shorter than the vectors of length of 300 or more which have been often suggested for 
efficient pipeline use. In two ways this code is typical of large computer programs commonly used in solv- 
ing engineering problems. First it was developed on a scalar processor, and second, efforts were made 
during its development to write code requiring minimum memory, not to write code that would vector- 
ize. It was also coded in readily transportable FORTRAN. The size of the code, about 3000 FORTRAN 
statements, is perhaps typical of moderately large programs in use in solving engineering problems. 

Computing Time Reductions 

Since FORTRAN as implemented on the TI-ASC is very similar to IBM 370 FORTRAN, no 
changes were needed to run the code on the ASC. Runs were made to verify that the calculations of 
skin friction and surface heat transfer agreed with previously published results (ref. 2). After verifying 
the accuracy of the computed results, the program was compiled using the NX compiler at level I (no 
vectorization), and runs were timed. Other runs were made with the code compiled at J level to deter- 
mine the gains in computing speed with scalar optimization and at K level to determine how much of the 
code would vectorize without further modification. Computing times for the viscous shock-layer code on 
the TI-ASC are given in table 1. The first three lines, for the “scalar” version of the code, give the times 
for the runs mentioned above. The optimiztion of the object code at J level reduced the computing time 
by 16%. At K level, enough code with in DO loops vectorized for an additional six percent reduction in 
the computing time. 

As discussed earlier, it is often possible to get statements, which did not originally vectorize, to 
vectorize with only minor recoding. Recoding segments of the most repetitively used routines reduced 
computing time by a factor of 4. The computing time for the vectorized code is given in line 4 of table 
1. 

In vectorizing the code, it was necessary to add additional statements. The vectorized code con- 
tained 3497 FORTRAN statements compared with 3176 statements for the scalar version, though some 
of the additional statements were non-executable (e.g. DIMENSION and COMMENT) statements. The 
additional statements did not increase computation time when the vectorized version was run in a scalar 
mode. Line 5 of table 1 gives the computing time for the vectorized version of the code when compiled 
using the I (scalar) level of the NX compiler. Comparing the times in lines 1 and 5 shows a slight (4%) 
reduction in computing time for the vectorized version of the code when run in a scalar mode compared 
with the unvectorized version. The code in the vectorized version is just as transportable as the code in 
the scalar version and would be expected to run faster on a scalar processor than did the original code. 

Table 1 shows the large reduction in time which was obtained by vectorizing the code. Table 2 lists 
the computing times for the code as various subroutines were modified. Most reductions in computing 
time were incremental except for subroutines VISCNA and WISUB which gave major reductions. These 
two subroutines calculate species and mixture properties at each point across the viscous layer. In the 
original code, the outer loops had the larger range (across the layer) and the inner loops had the smaller 
range (over the number of species, for example). While loops of length 6 will vectorize, the speed is 
comparable to scalar code speed. Most of the computing time reduction for these two routines was 
obtained by rearranging the loops so that the inner loops had the larger range and by eliminating condi- 
tionality from the inner loops. This gave typical vector lengths of 51 which run much faster than scalar 
speeds. It was also necessary to “code around” the exponentiation function (X**Y> which is not yet 
implemented as an ASC vector library function. Other runs were made with the viscous shock-layer code 
to determine how the number of grid points used in the program affected the computing time. These 
runs showed that increasing grid resolution is much less costly with a vectorized code running on a vector 
processor than with a scalar code running on a scalar processor. 
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We also considered how memory requirements are affected by vectorization and how scalar optimi- 
zation affects computing time with the vectorized code. In many instances, the code had used scalar 
temporary variables within loops to conserve memory. In vectorizing the code, the scalar temporary vari- 
ables caused problems. Either vectorization was inhibited or very inefficient vector code was generated by 
the NX compiler. By converting the scalar temporary variables to array temporary variables, the prob- 
lems were overcome; but at the cost of some increase in memory requirements. However, the increase 
in memory can be minimized by storing the temporary arrays in a scratch common block which can be 
shared between routines. 

A more complete discussion of the reductions in computing times for the viscous shock-layer code 
has been given by Miner and Brooks (ref. 6). Further information on the TI-ASC architecture and ASC 
programming considerations is given in references 6 and 7. 

VECTORIZATION OF SHOCK TUBE CODE 

During the past year, the author has had the opportunity to work with a shock tube code and make 
some vectorization tests with it. This particular code is a relatively small research code. It had been 
developed to investigate ways of solving the shock tube equations using a finite-element spatial discreti- 
zation and various finite-difference techniques for the time integration. The program was developed (in 
mostly standard FORTRAN) on a minicomputer, a Hewlett-Packard (H-P) 1000-F. During develop- 
ment, the program was coded in standard FORTRAN and the firmware routines of the Vector Instruction 
Set (VIS) were not used. 

The Vector Instruction Set is a group of firmware routines on the H-P 1000-F series computers and 
a group of equivalent software routines on the other H-P 1000 computers. The appropriate arithmetic 
operations have corresponding routines, and each routine is equivalent to a “DO” which performs that 
particular operation. The routines cannot be interrupted by the program logic and thus the programmer 
cannot include conditionality in these pseudo DO loops. The conditionality might still be coded, but it 
doesn’t inhibit vectorization of neighboring code. A disadvantage of the VIS is that the programmer 
must vectorize the code explicitly by “commenting out” the old DO loop and inserting the VIS routine 
calls. This process can be somewhat cumbersome but not overly so. Since the readability of the code is 
reduced, it is convenient to retain the original code in comment lines. The principal factor motivating 
the use of the H-P VIS was not the cost of running the code on the H-P 1000 but the long execution 
time, thirty-five minutes. Fortunately, vectorizing the shock tube code was neither difficult nor time 
consuming. The vectorization was done in several stages and test runs were made to check results and 
computing time reductions. After the code had been mostly vectorized, an operations count indicated 
that about 95% of the candidate arithmetic operations had been replaced by vector routine calls. The 
computing time was reduced by a factor of six from 2100 seconds to 350 seconds. 

It was also of interest to determine the computing times for this code on the TI-ASC. Runs were 
made with both the vectorizing NX compiler and the non-optimizing, non-vectorizing FX compiler. 
Since the FX compiler neither optimizes nor vectorizes the object code which it produces, it executes 
quite rapidly and is normally used for short test runs and code debugging. The resultant object code can 
be expected to execute slightly slower than the code from the NX compiler in level I. The nominal 
advantage of the FX compiler can be seen in the fact that it needed only 0.5 seconds to compile the 
shock tube code while the NX compiler in level K (vectorizing) required 8.0 seconds. The disadvantage 
of the FX compiler is really only in comparison to the vectorizing NX compiler. The shock tube code 
compiled using the FX compiler required 103.5 seconds to execute, while the NX-level K (vectorized) 
object code executed in only 6.25 seconds. For the shock tube code there was a much larger speed 
increase than for the viscous shock-layer code discussed above primarily because the shock tube code 
contained less scalar code and vectorized more completely. 
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Table 3 summarizes the computing times and relative computing speeds for the shock tube code. 
On the H-P 1000 vectorization increased the relative computing speed by 6, and on the ASC vectoriza- 
tion increased the computing speed by 16. The shock tube code provides an additional example of the 
potential benefit of designing a computer code so that vectorized object code can easily be generated. 

SUMMARY 

This paper presents some basic principles for writing FORTRAN code which is compatible with 
array processing. Many of these principles exact little, if any, penalty in computing time or memory 
requirements when used on scalar computers. All can be implemented in standard, transportable FOR- 
TRAN. When such guidelines are followed, substantial reductions in reprogramming effort will occur if 
the program is run on an array-oriented computer. Since vector computers, array processors and other 
array oriented computers are becoming more widely available, easy transportability between scalar and 
vector computers is a significant, desirable feature of FORTRAN programs. 

These principles are illustrated by applying them to a viscous shock-layer code which was written 
for a scalar computer and then transported to the Texas Instruments Advanced Scientific Computer, a 
vector machine. 

FORTRAN compilers and other software can be expected to recognize vectorizable FORTRAN 
constructions. The programmer must, however, be responsible for appropriate array-oriented program 
design, organization, and attention to the details of vectorization. 

1. 

2. 

3. 

4. 

5. 

6. 

7. 
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I ABLE I.- CUMYAKIXJN UP CUMYU I INCi 

TIMES ON THE TI-ASC FOR VISCOUS 
SHOCK-LAYER PROGRAM’ 

Code Compiler 
Version Levelb 

Computing Time; set 

scalar I 123.6 
scalar J 104.1 
scalar .K 98.1 

vectorized K 25.5 
vectorized I 118.7 

‘Central Processor time, test case, 51 grid points across 
viscous layer. 

bl level-scalar code only; J level-optimized scalar code; K 
level-vectorized code with scalar optimization. 

TABLE 2.- COMPUTING TIMES ON THE TI-ASC 
AS SUBROUTINES VECTORIZEDa 

Subroutine 
Vectorized ~__ 

- - - 
DERIV3 
SOLVE 

ENERGY 
SMOMNT 
NMOMNT 

SPECIE 
THERM 
WISUB 

VISCNA 

MASS 
HCPA 

- 

Function of 
Subroutine - 

Base Line Case 
Array Differentiation 

Tridiagonal Solver 
Energy Eq. Coefficients 

S-Momentum Eq. Coefficients 
N-Momentum Eq. Coefficients 

Species Eq. Coefficients 
Thermodynamic Properties 
7 Species Production Terms 

7 Species Viscosity and 
Conductivity 

Continuity Eq. Integration 
Interpolation for H and C, 

Computing Time; set 

98.07 
96.59 
96.16 
95.97 
96.04 
95.80 
95.19 
93.84 
62.37 

27.52 

27.37 
25.50 

aCentral Processor time. 51 grid points across viscous layer 

TABLE 3.- COMPUTING TIMES AND SPEEDS 
FOR SHOCK TUBE COMPUTER CODE 

‘Central Processor time 

bCP time on the ASC with FX is estimated to be equivalent to CP time on an 
IBM 370/168. 
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EVALUATION OF THE SPAR THERMAL ANALYZER ON THE CYBER-203 COMPUTER 
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CYBER 203 

The purpose of this effort is to make the CYBER 203 (fig. 1) vector computer 
available for thermal calculation and assess the use of such a vector computer 
for thermal analysis. Strengths of the CYBER 203 include the ability to 
perform, in vector mode using a 64 bit word, 50 million floating point 
operations per second (MFLDPS) for addition and subtraction, 25 MFLOPS for 
multiplication and 12.5 MFLOPS for division. The speed of scalar operation is 
comparable to that of a CDC 7600 and is some 2 to 3 times faster than 
Langley's CYBER 175s. The CYBER 203 has 1,048,576 64-bit words of real memory 
with an 80 nanosecond (nsec) access time. Memory is bit addressable and 
provides single error correction, double error detection (SECDED) capability. 
The virtual memory capability handles data in either 512 or 65,536 word 
pages. The machine has 256 registers with a 40 nsec access time. 

The weaknesses of the CYBER 203 include the amount of vector operation 
overhead and some data storage limitations. In vector operations there is a 
considerable amount of time before a single result is produced so that vector 
calculation speed is slower than scalar operation for short vectors. In some 
cases the vector length at which vector processing becomes faster than scalar 
may be as large as 70. Also, the terms of a vector must be stored in 
contiguous locations for vector operations--e.g. terms in a two dimensional 
array must be used by columns. This last limitation is partially offset by 
availability of fast routines to "gather" data from non-contiguous locations 
and store the data in contiguous locations using a vector of indices which 
indicate which terms are to be collected. Similarly, efficient routines are 
avilable for the inverse operation (scatter) and transposing a matrix. 
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STRENGTHS 

. SPEED - VECTOR OPERATION ==: 30 MFLOPS (;-", (64 BIT) 

- SCALAR OPERATION = 7600% 2 ~0 3 x CYBER 175 

0 MEMORY - 1024K 64 BIT WORDS, 80nsec ACCESS 

- SECDED ERROR PROCESSING 

l VIRTUALMEMORY ARCHITECTURE 

SMALLPAGES - 512 WORDS 

LARGE PAGES - 65536 WORDS 

0 LARGE REGISTER FILE - 256 40nsec REGISTERS 

WEAKNESSES 

. VECTOR OPERATION OVERHEAD PENALIZES USE OF SHORT 
VECTORS 

. VECTOR DATAMUST BE IN CONTIGUOUS LOCATIONS 
PARTIALLY OFFSET BY FAST TRANSPOSE, GATHER/SCATTER 

Figure 1 
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SPAR THERMAL ANALYZER 

To provide a general in-house integrated thermal-structural analysis 
capability the Langley Research Center is having the SPAR Thermal Analyzer 
(fig. 2) developed under contract by Engineering Information Systems, Inc. 
The SPAR Thermal Analyzer is a system of finite-element processors for 
performing steady-state and transient thermal analyses. The processors 
communicate with each other through the SPAR random access data base. As each 
processor is executed, all pertinent source data is extracted from the data 
base and results are stored in the data base. 

The tabular input (TAB), element definition (ELD) and arithmetic utility 
system (AUS) processors are used to describe the finite element model. The 
data base utility (DCU) processor operates on the data base. The plotting 
processors (PLTA, PLTB) provide the capability to plot the finite element 
model for model verification but do not directly plot temperatures. The 
thermal geometry (TGEO) processor performs geometry checking of the thermal 
elements and total model. The thermal processors for steady state analysis 
(SSTA) and transient analysis (TRTA, TRTB and TRTG) are described in 
References 1 and 2. In addition there are several processors not shown in the 
figure for extraction of thermal fluxes, system matrices and system operating 
characteristics. 

On a scalar computer the processors may be executed interactively or in a 
batch mode. A typical analysis is usually performed as a sequence of 
interactive and batch operations where model development and verification is 
performed interactively and actual thermal calculations performed in batch 
mode. The program operates on UNIVAC, CDC, PRIME and VAX computers. 

I EXEC 

(INPUT) DATA BASE' 
UTILITY / 

1 TAB J- I/ 

PROCESSORS 
ELD PLTB 

AUS 

I I- 
- I I 

I !--- I I 

LIBRARY1 LIB 2 3 4 l *** 20 
DATA 
BASE 

_..- 

Figure 2 
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II I 

SPAR THERMAL ANALYZER ON THE CYBER 203 

The SPAR Thermal Analyzer shown in the last figure was modified to operate on 
the CYBER 203 in a scalar processing mode (fig. 3). A number of transient 
thermal analyses were performed with this scalar version to determine the CPU 
times required and ensure that the program produced correct results. The CPU 
times were used for comparison with the CYBER-175 and as a basis to evaluate 
future vectorization. A description of seven of the problems and their scalar 
mode solution times are presented in subsequent figures. 

In addition, six short subroutines were modified so that vector operations 
could be performed when applicable. The modified subroutines were selected 
because of their heavy use in implicit solutions where longer vectors are used 
and the ease with which the modification could be made. No changes were made 
in the internal data ordering for vector processing. The effect of this 
simple approach to vectorization will be discussed later. 

Several program modifications were required due to differences between the 
CYBER 203 and other CDC computers at Langley. The virtual memory capability 
makes it possible to load the complete program without overlaying. It also 
required changing some data initialization from DATA statements to executable 
statements since DATA statements are effective only the first time a program 
segment is placed in memory. The lack of random access to external files 
required the storage of the data base in dimensioned arrays during execution 
and the sequential transfer of these arrays to external files upon execution 
completion for restart capability. 

In addition to the changes required by differences in machine architecture 
several compiler bugs required coding changes to make the program execute 
properly. 

. CONVERSIONEFFORT 

COMPLETESCALAROPERATION 
VECTORIZE A FEW ROUTINES 

HIGH USE, EASY VECTORIZATION 

. CHANGES REQUIRED 

PARAMETER INITIALIZATION (VIRTUALMEMORY) 
INTERNALDATA STRUCTURE (NO RANDOM ACCESS FILES) 
RESTARTCAPABILITY 

. COMPILER PROBLEMS 

Figure 3 
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COMPARISON OF THE CYBER 175 AND 
CYBER 203 CPU TIME FOR SPAR PROCESSORS 

The results presented in figure 4 are discussed with the individual problem 
slides. In general, the only processor showing appreciable improvement is 
TRTB which requires the most effort in large problems, and the improvement is 
based on problem size and probably on the ratio of CPU to I/O effort. 
Processors that perform large amounts of data input and character manipulation 
are appreciably slower on the CYBER 203. 

FRAME II- 0.40* 
I c9i= 

A-_- 
,- 

ANTENNA L .._.. 0.24 

I 0.37 

SINGLE 0.25 
BAY h-5-- . 

/ CYLINDER k+ 

I MULTIWALL 

I THREE 
BAYS 

. ..-.--. -.. 

AUS ELD TGEO TRTB 

1.89 [ 0.49 0.14 43.03 
4.33 1 1.24 0.08 25.55 _~--. ._ 
1.23 1 0.29 0.10 85.22 

4.97 1.33 1.38 365.23 
18.35 2.54 0.58 184.90 

~1 0.96 t 57.93 1 
~1 10.72 1 144.64 1 

*- CYBER 175 '*- CYBER 203 (SCALAR MODE) 

Figure 4 
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SPACE SHUTTLE FRAME 

An aluminum space shuttle fuselage frame (Refs. 3 and 4) is shown in figure 
5. The finite element model has 190 grid points, 158 thermal elements and is 
heated by time-dependent surface temperatures. Heat is transferred by 
conduction in the aluminum and insulation and radiation from the inner 
insulation surface. Implicit solution times on the CYBER 175 and 203 are 
shown at the bottom for a temperature history of 1000 seconds with a 
computational time interval (DT) of 10 seconds. Figure 4 shows the CPU time 
in seconds (CYBER 175 on upper line, CYBER 203 on lower line) for each of the 
processors used in the analyses. For the FRAME problem, which is relatively 
small, the savings in the actual transient analysis (TRTB) is largely offset 
by the poor relative performance of the CYBER 203 in the other processors 
where problem input requires a large amount of character manipulation. 

GALLEGOS 

ALUMINUM 
STRUCTURE 

-4 

. NOGRID POINTS 

. 158ELEMENTS 

l APPLIED SURFACETEMPERATURES 

l INTERELEMENTAND SPACE RADIATION 

l TEMPERATURE HISTORYFOR 1OOOsec 
INSULATION DT = 10.0 set 

ADIABATIC 

AIR GAP 

ALUMINUM STRUCTURE 

APPLIEDTEMPERATURE 

SOLUTION TIME, set 

CYBER175 CYBER 203 

8.5 8.0 

Figure 5 
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30 METER PRECISION DEPLOYABLE ANTENNA 

A model of a 30 meter precision deployable antenna which has 55 grid points 
and 183 elements is shown in figure 6. Thermal loading is solar irradiation 
with time-dependent shadowing. Heat transfer includes conduction, inter- 
element radiation and radiation to space. Implicit solution times are shown 
at the bottom of the figure for a temperature history of 24 hours (one orbit) 
with a DT of 0.01 hour. The ANTENNA problem CPU time breakdown is shown in 
figure 4. While this problem is relatively small, the larger amount of effort 
in TRTB compared to the other processors results in significantly faster 
operation on the CYBER 203. 

55 GRID POINTS 

183ELEMENTS 

INTERELEMENT RADIATION 

TIME-DEPENDENTSHADOWING 

TEMPERATURE HISTORYFOR 24HOURS 
DT= .Ol hr 

set I 
I 

1 CYBER 1751CYBiR 203 
46.4 1 32.1 

Figure 6 
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SINGLE BAY OF SHUTTLE ORBITER WING 

A finite element model of a single bay of the space shuttle orbiter wing which 
has 123 grid points and 151 thermal elements is shown in figure 7. Thermal 
loading is applied as time-dependent heating on the lower and upper surfaces. 
Heat transfer is by conduction, internal interelement radiation and surface 
radiation to space. Implicit solution times for a temperature history of 2500 
seconds and a DT of 1.0 set are shown at the bottom of the figure. The SINGLE 
BAY problem CPU time breakdown is shown in figure 4. As the problem size 
increases the relative amount of CPU time spent in TRTB increases and so does 
the improvement over the CYBER 175. 

c l 123GRlD POINTS 

l 151ELEMENTS 

l TIME DEPENDENTSURFACEHEATING 

l INTERELEMENTAND SPACE RADIATION 

l TEMPERATURE HISTORYFOR 25OOsec 
DT=l.Osec 

SOLUTION TIME, set 

Figure 7 
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SPACE SHUTTLE ORBITER WING 

A thermal finite element model of the space-shuttle-orbiter primary-wing 
structure is shown in figure 8 (Ref. 4). The total model including the 
thermal protection system (TPS) which is not shown has 1542 grid points and 
2125 thermal elements. This is a relatively crude model of the wing without 
the elevons and glove. One dimensional elements were used to model the TPS 
since solid elements would be much larger in the dimensions parallel to the 
wing surface than normal to the surface and lateral conduction is much smaller 
than conduction normal to the surface. Thermal loading is applied as 
time-dependent surface temperatures. Heat transfer is internal conduction and 
radiation to space. Implicit solution times for a temperature history of 3000 
seconds with a DT of 100 set are shown at the bottom of the figure. The WING 
problem CPU time breakdown is shown in figure 4. The larger problem size and 
the use of the the large number of one dimensional elements for the TPS ' 
produces the improved computational efficiency in TRTB such that the CYBER 203 
uses approximately half the time of the CYBER 175. 

l 1542 GRID POINTS 

. 2125 ELEMENTS 

. APPLIED SURFACE TEMPERATURES 
(AERO HEATING) 

01-D ELEMENTS USED FOR RSI 

0 TEMPERATURE HISTORY FOR 3OOOsec 
DT = 100.0 set 

1 144.6 1 85.8 1 

Figure 8 
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CYLINDER 

The outer surface of a thermal finite element model of an insulated cylinder 
developed for solution algorithm testing is shown in figure 9 (Ref. 4). The 
model has 800 grid points and 650 thermal elements. Thermal loading is 
applied as time-dependent surface heating. Heat transfer is conduction in the 
aluminum shell and TPS with radiation to space from the external surface. 
Implicit solution times for a DT of 10 seconds are shown at the bottom of the 
figure. The CYLINDER problem CPU time breakdown is shown in figure 4. In 
this problem, the CYBER 203 takes about 40 percent as much time as the CYBER 
175 for the TRTB processor. 

?EGION OF APPLIED HEATING 

l 

0 

0 

l 

l 

800 GRID POINTS 

650 ELEMENTS 

TIME DEPENDENT SURFACE HEATING 

RADIATION TO SPACE 

TEMPERATURE HI STORY FOR 2000 set 
DT = 10.0 set 

‘ICAL 
SECTI ON/ su 

.m 
V \ / KHU 

RFACE 
IATION 

py$q \ P&-p;TRucTuRE (K81) . 
Figure 9 
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MULTIWALL THERMAL PROTECTION SYSTEM 

Several details and the finite element model of a piece of a multiwall thermal 
protection system (TPS) are shown in figure 10 (Ref. 4). As shown in the 
upper left sketch, multiwall TPS is made up of alternating flat and dimpled 
sheets of thin metal welded together at the crests of the dimples. An 

-' idealized shape for one of the dimpled sheets is shown in the lower left 
sketch. The finite element model has 333 grid points and 1096 elements. The 
thermal loading is a time-dependent temperature on the outer (upper) surface 
and radiation to a room temperature sink on the lower surface. Heat transfer 
consists of conduction in the metal sheets, radiation between the sheets and 
conduction in the air. Solid elements were used to model the heat transfer by 
conduction in the air between all the sheets but are shown between the lower 
two sheets only for clarity. Implicit solution times for a temperature 
history of 2000 seconds and a DT of 1 second are shown at the bottom of the 
figure. The MULTIWALL problem CPU time breakdown is shown in figure 4. The 
TRTB time on the CYBER 203 is about 55% of that on the CYBER 175. The 
increase in the AUS time is due to the input of some 37,000 terms necessary to 
describe radiation view factors. 

MODELED REGION7 

OVERALL CONSTRUCTION 

REPRESENTATION OF 
DIMPLED LAYER 

yAPPLIED TEMPERATURE 

FINITE ELEMENT MODEL 

0333 GRID POINTS 

01096 ELEMENTS 

l TEMPERATURE HISTORY 
FOR 2000 set 
DT = 1.0 set 

,RADIATlON 
TO RT 

1 SOLUTION TIME, set 1 

EYBER 1751 CYBER 2031 

I 222.9 I 148.7 I 

Figure 10 
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THREE BAYS OF SHUTTLE ORBITER WING 

A thermal finite element model of a segment of the space shuttle orbiter wing 
structure that extends three bays in the chordwise direction and half a bay in 
the spanwise direction is shown in figure 11 (Ref. 5). Modeling of the upper 
and lower surface thermal protection systems is shown in the details. The 
model has 916 grid points and 789 thermal elements. Thermal loading is 
time-dependent surface heating on both the upper and lower surfaces. Heat 
transfer consists of conduction in the metal structure and thermal protection 
system, interelement radiation internally and radiation to space from the 
outer surfaces. Implicit solution times for a temperature history of 1000 
seconds and a OT of 5 seconds are shown at the bottom of the figure. The 
THREE BAYS problem CPU time breakdown is shown in figure 4. The TRTB time is 
about half as much on the CYBER 203 as on the CYBER 175. 

/ 
R41 

rK41tCOATING) 

10 W's 1 SOLUTION TIME, set 

I 1 CYBER 175 1 CYBER 2031 

916GRlD POINTS 

789ELEMENTS 

TIME DEPENDENT SURFACE HEATING 

INTERELEMENT AND SPACE RADIATION 

TEMPERATURE HISTORYFOR 1OOOsec 
DT=5.0sec 

1 K41fCOATING; 
376.0 1 210.0 J 

R41 

Figure 11 
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SPAR VECTOR STATISTICS 

As stated previously, the CYBER 203 version of SPAR is basically a scalar 
conversion with some simple vectorization in six small subroutines that may be 
executed at the user's option. The six subroutines perform operations such as 
summing vectors and multiplying small matrices. When the seven sample 
problems, for which scalar results are presented in figure 4, are executed in 
the optional vector mode, only three of the subroutines are used and there was 
no decrease in solution time. 

To determine why no benefits were achieved in the vector mode, data were 
collected on the number of times the subroutines were called and the vector 
lengths involved. The scalar product subroutine was called the most and 
performs the largest number of operations per call. The vector statistics for 
the scalar product subroutine are shown in figure 12. This subroutine is used 
within the inner loops of the implicit method as shown by the number of 
calls. The column displaying vector calls indicates that vector operations 
are not always applicable. This is typically the case when the vectors are 
not stored in contiguous locations. No benefit is received from the vector 
mode since the vector lengths, on the average, are so small. Redesign is 
necessary for any significant improvement to be realized. 

. 6 SUBROUTINES VECTORlZED 

. 3 CALLED INTHE TEST PROBLEMS 
l SCALAR PRODUCT SUBROUTINE IS CALLED THEMOST 

AND PERFORMS MOST OPERATIONS PER CALL 

RESULTS FOR SCALAR PRODUCT 
. 

NUMBER NUMBER MIN. AVG. MAX. 
PROBLEM OF OFVECTOR VECTOR VECTOR VECTOR 

CALLS CALLS LENGTH LENGTH LENGTH 

FRAME 80,275 66,750 1 9 19 

ANTENNA 264,967 245,678 1 13 34 

SINGLE BAY 768,700 745,662 1 10 105 

WING 896,671 693,633 1 13 259 

CYLINDER 1,107,200 1.074.794 1 15 25 

MULTIWALL l&41,840 1,588,820 1 40 116 

THREE BAYS 3.208.468 3,140,957 1 34 97 
Figure 12 
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CRANKB 

CRANKB, a pilot computer program for thermal analysis of an insulated 
cylinder, is currently being used as a test bed for vectorization techniques. 
Experience gained from this pilot program will be used in determining if it is 
worthwhile to vectorize SPAR's thermal analyzer and possible techniques for 
implementation. The major reason for the selection of CRANKB is that the 
program, which is both small in size and simple in comparison to SPAR, already 
exists and has been tested. In addition, since the source code originally 
came from SPAR, most of the vectorization techniques used can be directly 
applied to SPAR. CRANKB is designed to model K81 elements and uses an 
implicit solution technique called CRANK-NICHOLSON. An iterative improvement 
method is employed in which the conductivity matrix is only updated when the 
solution does not converge in three iterations. A continuing effort is being 
applied to CRANKB. The results to date are shown on the following pages. 

. TEST BED FOR VECTORIZATIONTECHNIQUE 

. CODEBASEDONSPAR 

l PROGRAM USES K81ELEMENTSTOMODEL 
INSUlAJED CYLINDER 

l SOLUTIONTECHNIQUE ISCRANK- 
NICHOLSON (IMPLICIT) 

l STUDYNOTCOMPLETE 

Figure 13 
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IDENTIFICATION OF TIME CONSUMING OPERATIONS 

Two major time consuming operations were identified with the use of a timing 
utility available on the CYBER 203 (fig. 14). The major time consumer is the 
multiplication of the conductivity matrix by the temperature vector used in 
the computation of the temperature derivative. This accounts for 36% of the 
CPU time. The other major contributor is the factoring and solution 
subroutines for a symmetric banded system of equations (method LDLT) which 
accounts for 40% of the total CPU time. Together, these two operations 
account for 76% of the CPU time. 

OPERATION PCT OF 
CPU TIME 

SOLUTION OF SYMMETRIC BANDED SYSTEM 
OF EQUATIONS (METHOD = LDLT) 40% 

IIH K T (AT ELEMENT LEVEL 1 36% 

Figure 14 
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IMPACT OF VECTORIZATION ON SOLUTION. TIME 

Figure 15 shows the vectorization stages that have been completed. The CYBER 
203 run time for CRANKB before any modifications is shown in the first line of 
the table. The next entry displays the benefits from obvious conversions of 
do loops to explicit vector calls and the vectorization of scaling the element 
conductivity matrices. 

The subroutines which factor and solve the symmetric ,banded system of 
equations were replaced by a vectorized subroutine from the CYBER 203 system 
math library. The answers produced were identical, and the time required for 
this operation was cut by almost two thirds, saving 20 CPU seconds. The 
library routine uses a vector length of half the bandwidth plus one. For the 
insulated cylinder, this turns out to be 26. A larger bandwidth would 
obviously produce more savings here. 

The single most time consuming operation is the multiplication of the 
conductivity matrix, hereafter referred to as K, by the temperature vector, 
denoted by T. The original source does this operation at the element level 
which offers several advantages. The code has already been designed to store 
the symmetric part of the element K matrices. These are scaled for each 
change in temperature and then the full element K matrix is built. The 
corresponding temperature vector is extracted and the multiplication occurs. 
This is repeated for each element and the results are assembled into the 
global product. With this method, the global K matrix need not be built. 
This is advantageous since the assembly is time consuming. The major 
disadvantage for a vector machine is that multiplication at the element level 
yields small vector lengths. In the present application, the cylinder is 
modelled with K81 elements which produce an element K matrix of size 8 x 8 

An alternative is to do this multiplication at the system level. For the 
cylinder the global K matrix is 800 x 800, which appears ideal for a vector 
machine. The only problem is that the global K matrix must be reassembled 
for each multiplication. A single assembly requires 0.06 CPU seconds. For a 
temperature history of 1000 'seconds and a DT of 2.0 seconds, 627 assemblies 
are required taking a total CPU time of 38 seconds. Even assuming that with 
vector lengths of 800, the actual multiplication is negligible, no real 
benefit is found over the element level which takes 33 seconds. 

Other less obvious alternatives were found and the actual vectorization 
applied is described in the next figure. 

420 



IMPACT OF VECTORIZATION ON SOLUTION TIME 

PROBLEM: 1000 set TEMPERATURE HI STORY OF 800 NODE CYLINDER, 
DT=Z.Osec 

LEVEL OF VECTOR I ZATI ON CPU 
TIME 

ORIGINAL - NO VECTORIZATION 1 92 * 1 

EXPLICIT VECTOR CALLS FOR 
OBVIOUS LOOPS AND SCALING 

85 

VECTOR I ZED ROUTI NE FOR 
SOLUTION OF EQUATIONS 65 
(MATH LIBRARY ROUTI NE) 

VECTORIZED [K] {Tj OPERATION 1 33 1 

* SPAR TIME FOR SAME PROBLEM (159) 

Figure 15 
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VECTORIZATION OF [K] {T) OPERATION 

The actual vectorization applied is shown in figure 16. It is by no means 
obvious how this sequence of operations can save time. The available storage 
includes an EKS matrix, dimensioned NEL by 36 where NEL is the number of 
elements, which contains the symmetric part of the element K matrices; an 
index matrix denoted by NODES (not shown) and dimensioned NEL by 8 which 
stores the 8 node numbers corresponding to each element; and a vector T, 
dimensioned NOD where NOD is the number of nodes, that contains the 
temperature at each node. Available on the CYBER 203 are two very efficient 
functions for gathering and scattering vectors. Both functions require two 
input vectors; a vector of real numbers representing the values to be used in 
the operation and a vector of integer numbers which are the array indices of 
the real terms. For gathering, the index vector determines which elements of 
the input vector are to be placed in the resultant vector. For scattering, 
the index vector determines where each element of the input vector is to be 
placed in the result. 

Using the above information, with the assistance of the Langley CYBER 203 
consulting office, the vectorization was implemented in the following manner. 
The temperature for the first node of all the elements is extracted 
from T using the gather function. The resulting vector (size NEL) is 
multiplied by the appropriate columns of EKS. Each product vector (size NEL) 
is scattered into another vector (size NOD) which is then added into the final 
result. The above is repeated for the extracted temperature vector at each of 
the 8 nodes. Since the gathers and scatters are efficient operations and the 
vector lenaths are NEL. which for the cvlinder aoolication is 650. the run 
time is greatly reduced. The tota 
operation is 33 seconds. 

T 
NEL 

1 

k -3-4 1 
I 
I 

Kc I EKS 

I X 

T 

,! T 
NOD 

1 
GATHER 

G SCATTER 

NEL 

CPU"time with'the vectorized [K] {T) 

0 T (NOD) -TEMPERATURE VECTOR 

. EKS (NEL, 36) - DIAG + LOWER PARTOF 
ELEMENT KMATRIX 

0 LONGEST COLUMNS, NO ZEROES 

0 "GATHER" TERMS FROM T TO FORM 
MODIFIED TEMP VECTOR, =i 

0 DO TERM BYTERM MULTIPLY OF EKS 
COLUMN (Kc) BY t+KcT 

0 "SCATTER" TERMS FROM KcT (NEL) TO 
Kc-i (NOD) 

0 ADD COLUMN PRODUCT TO KT VECTOR 

. 36 COLUMNS i-28 COLUMNS FOR 
SYMMETRIC TERMS 

Figure 16 
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SUMMARY OF CYBER 203 EFFORT 

SPAR. executes successfully on the CYBER 203 in the scalar mode. A decrease in 
the scalar mode computation time is realized in the transient thermal analysis 
processor where most of the CPU time is used. Minimal vectorization was 
appl.i.ed with no benefit due to insufficient vector lengths. 

Considerable effort was applied to the pilot program CRANKB. The CPU time has 
been decreased by almost two thirds. The study, although not complete, shows 
a trade-off between programming effort and time savings for more efficient 
vectorization of the SPAR Thermal Analyzer for operation on the CYBER 203. 
(See fig. 17.) 

SPAR 

l PROGRAM RUNS IN SCALAR MODE 

FOR CALCULATIONS HAVING HIGH CPU/IO 
SEE SCALAR SPEED ADVANTAGE 

l INSUFFICIENT VECTORIZATION TO SHOW ANY ADVANTAGE 

6 ROUTI NES VECTOR I ZED 
AVERAGE VECTOR LENGTH TOO SHORT IN TEST PROBLEMS 

P I LOT PROGRAM 

l CONSIDERABLE VECTORIZATION ACCOMPLI SHED 

. SHOWS SIGNIFICANT ADVANTAGE (3-D ELEMENT) 

. STUDY NOT COMPLETED 

SPAR VECTORIZATION 

l TRADEaFF BETWEEN PROGRAMMING EFFORT AND BENEFITS 
NOT COMPLETE 

Figure 17 
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DEVELOPMENT OF A CRAY 1 VERSION OF THE 

SINDA PROGRAM , 

Susan M. Juba and Peter E. Fogerson 
Lockheed Engineering and Management Services Company, Inc. 

SUMMARY 

The SINDA thermal analyzer program was transferred from the UNIVAC 1110 
computer. to a CYBER and then to a CRAY 1. Significant changes to the code of 
the program were required in order to execute efficiently on the CYBER and 
CRAY. The program was tested on the CRAY using a thermal math model of the 
Shuttle which was too large to run on either the UNIVAC or CYBER. An effort 
was then begun to further modify the code of SINDA in order to make effective 
use of the vector capabilities of the CRAY. 

INTRODUCTION 

The computer available for thermal analysis at the National Aeronautics 
and Space Administration/Johnson Space Center (NASA/JSC) is a UNIVAC 1110 
which has a maximum user core of 190,000 words. However, since the 1110 is 
operated in a time-sharing environment with nonthermal users, its full 
resources are not available. This computational capability has not proven 
adequate for all requirements. For example, core storage restraints did not 
allow construction of a single thermal model of the Space Shuttle. Instead, 
five separate models were built - three representing the forward, mid, and aft 
fuselage sections, and one each for the aft propulsion system (APS) and the 
hydraulic system. A complete transient analysis thus required five 
interconnected computer runs. 

In hopes of producing a combined Space Shuttle model and to provide a 
backup capability for computation during peak load periods on the UNIVAC 1110, 
a contract was made with the United Computing System (UCS) for time on their 
commercial networks. The basic host computer of UCS is a CYBER of the Control 
Data Corporation (CDC). A CRAY 1 (ref. 1) is also available; however, it 
requires the CYBER as a front end. The first task was to establish a CDC 
version of the thermal analysis program, SINDA (ref. 2), and to transfer the 
five thermal models to CDC files. The UCS CYBER configuration actually 
offered less core than the NASA/JSC UNIVAC. The CRAY 1, however, has 2 
million words available, and additionally offers the prospect of increased 
speed by virtue of its vector processing capability. The ultimate purpose, 
then, was to develop a version of SINDA for the CRAY 1. 
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ci 

Gij 

GSUMi 

Lj 

Qi 

Rij 

Ti 

T; 

At 

SYMBOLS 

heat capacity of a node i, J/OK (Btu/OR) 

thermal conductance between node i and node j, J/hr-OK (Btu/hr-OR) 

net heating rate to node i, J/hr (Btu/OR) 

node number indexes 

incident heat to node i, J/hr (Btu/OR) 

thermal radiation between node i and node j, J/h+OK4 (Btu/hr-OR4) 

current temperature of node i, OK (OR) 

new temperature of node i, OK (OR) 

time interval, hr 

STRUCTURE OF THE SINDA ANALYZER 

SINDA is a general-purpose thermal analyzer, which means that the user 
can construct a thermal model of anything, unrestricted and unaided by 
geometry. It uses the finite difference formulation of the thermal diffusion 
equation, thus requiring a lumped parameter representation of the physical 
system in a resistor-capacitor (R-C) network. The program has two parts, the 
preprocessor and the processor. The preprocessor reads the user input data 
(the definitions of the nodes, heat capacities, temperatures, conductances, 
etc., which make the thermal model) in an 80-column card input format, and 
writes: 

a. An executable program to perform the analysis 

b. Tables listing the thermal parameter actual numbers (assigned by the 
user) vs. the relative numbers (assigned by the program) 

c. A table called the first pseudocompute sequence (PCSl) which tells which 
nodes are connected to each other and by what type of connection 

d. A table called the second pseudocompute sequence (PCS2) which contains 
the nonlinear thermal parameter information 

The processor consists of the program (a) and user-selected subroutines 
from the SINDA library which, when executed, use as input the data files 
(b, c, and d) to produce a transient or steady-state simulation. 
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DEVELOPMENT 

UNIVAC-to-CYBER Conversion 

NASA was fortunate to have access to a version of SINDA which would run 
on- CDCmachines. This version was developed from a UNIVAC source and retained 

.the exact bit configuration in the pseudocompute sequences; i.e., only the 
first 36 bits of the 60-bit CYBER word'were used. The program was transferred 
to UCS along with an update package .which would bring the version to the cur- 
rent UNIVAC level. Successful execution was easily achieved, but Central 
Processor (CP) second comparisons revealed the CYBER was requiring twice as 
much time as the UNIVAC. The problem was traced to the unpacking of the PCS 
data. 

In UNIVAC FORTRAN, the unpacking is performed by a special function, FLD, 
which is fairly efficient. The statement: 

NG = FLD(5,16,PCSl(I)) 

causes 16 consecutive bits, beginning with bit 5, to be taken from the 
location PCSl(I) and stored, right-adjusted, in the variable NG. The CYBER 
version had an assembly language subroutine, IFLD, to perform this function. 
It was of the form: 

CALL IFLD(5,16,PCSl(I),NG) 

These subroutine calls for unpacking the PCS data were replaced with in-line 
code using the CYBER SHIFT function and logical AND statements. For example, 
the call to I FLD shown above was replaced by: 

DATA IAND6/01777770000000OOOOOOB/ 
NG = SHIFT((PCSl(I).AND.IAND6),21) 

This causes a logical AND operation between the location PCSl(1) and the 
variable IAND6, thus picking out bits 5-21 of PCSl(1). The result is then 
left-circular shifted 21 bits before storing in NG. SUBROUTINE SUBFLD was 
used to pack the data in the first place. Using similar techniques, its calls 
were also replace! by in-line code. After making these subroutine call 
replacements throughout SINDA, the execution time required for some runs was 
reduced by a factor of 5. 

CYBER-to-CRAY Conversion 

Having established a working version of SINDA on the CYBER, the CRAY 
conversion effort was begun by making changes necessitated by differences in 
byte and word size between CDC and CRAY machines. For the purposes of this 
discussion, a byte is defined as the sequence of bits required to represent a 
character. The number of bits in a byte is therefore character-code depen- 
dent. Six bits are required to represent a character in Extended Binary Coded 
Decimal Interchange Code (EBCDIC) which is used on the CYBER, whereas eight 
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bits represent a character in the CRAY version of the AmericanStandard Code 
for Information Interchange (ASCII). The 60-bit word size of a CYBER machine 
allows representation of 10 characters per word, opposed to a maximum of 8 
characters in the 64-bit word of the CRAY 1. The primary impact of this word 
and byte size difference is on the preprocessing/decoding processes, where 
node and conductor-related data are packed into words. The packing and 
unpacking processes which were implemented to conserve memory became 
unnecessary with the CRAY l’s 2 million word core memory. However, 
preprocessor and processor modifications to eliminate these steps would not be 
cost-effective in terms of programming and checkout time when weighed against 
the possible increases. in execution speed. Therefore, the sections of code 
where data packing and unpacking were carried out were altered only-where 
alphanumeric data are involved, i.e., where byte size is significant.. 

Another difference between CDC and CRAY FORTRAN exists in DO-loop 
handling. CDC FORTRAN will cause loops to be executed at least once, whereas 
a CRAY DO-loop need never be executed: as in a loop where the initial index 
value is 1, the final value is 0, and the incrementation value is 1. The cor- 
rection for this DO-loop handling discrepancy is a simple one: CRAY FORTRAN 
provides a “J” option on its compiler control command that Nil1 ensure CDC- 
like handling of DO-loops when activated. 

One characteristic of CRAY FORTRAN with global ramifications in the SINDA 
program is the ability to undefine variables. An entity will become undefined 
if an entity of different type which occupies the same memory location becomes 
defined. During SINDA processor execution, it is often necessary to access 
integers and floating-point values from the same array. The preprocessor 
packs integer information about the number of values in a real array in the 
first location of that array, and the entire vector is passed to an inter- 
polation subroutine as a floating-point array. What happens upon entry to the 
interpolation routine is illustrated in the following simplified example: 

1 SUBROUTINE INTERP(A) 
2 DIMENSION A(1) 
3) EQUIVALENCE (PN,NP) 
;,’ L’; = A(l) 

= NP 

These five lines of code show the original approach to accessing the integer 
value contained in A(1). When, statement number 4 is executed by the CRAY-1, 
however, variable NP becomes undefined and statement 5 becomes a meaningless 
assignment. A quick-fix solution was discovered and is shown below: 

: 
SUBROUTINE INTERP (A) 
DIMENSION A(1) 

3) EQUIVALENCE (PN, NP) 
4) PN = A(1) 
4A) NP = NP 
5) LX = NP 
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The addition of statement 4A redefines NP so that the value in A( 1) may be 
accessed as an integer. Statement 4A also has the effect of undefining PN, 
but since PN is not referenced after statement 4 in this application, further 
processing is not adversely affected. 

As with the CYBER, it was also necessary in the CRAY conversion effort to 
replace with in-line code the calls to the two bit-manipulation routines, 
SUBFLD and I FLD. The substitution was accomplished through use of the Boolean 
selective merge function of CRAY FORTRAN, called CSMG. This function merges 
two words according to a third mask word, taking bits from word 1 where the 
mask wgrd bits are set, and from word 2 where the mask word bits are cleared. 
This approach required that mask words be set up for each subroutine that had 
previously called SUBFLD or IFLD. In the preprocessor, these mask words could 
be defined in the driving routine, PREPRO, and accessed through a common block 
by other routines as necessary. In. the processor, however, the driver is 
created uniquely for each run, so a different solution was needed. All 
routines that had accessed I FLD and SUBFLD were examined to determine what 
mask words were required, and DATA statements defining those words were added 
to each subroutine. A typical example of the changes involved in an I FLD 
substitution is illustrated below. 

Bit manipulation previously effected by 

VARE = IFLD(0,6,VARl) 

(right-justify leftmost six bits of VARl in VAR2) is now effected by 

VARE = CSMG(SHIFTR(VAR1,(64-(0+6))),0,56) 

where 56 is a mask word with the six rightmost bits set. 

SUBFLD substitution is slightly more complicated. If the original SUBFLD 
call was 

CALL SUBFLD (5,l VARl,VAR2) 

(replace bit 5 in VAR2 with bit 5 from VARl) the replacement is 

VAR2 = CSMG(SHIFT(VAR1,(64-(1+5)),VAR2,1551) 

where 15Jl is a mask word containing one set bit in the fifth position from 
the left, where the leftmost bit is bit 0. The modifications to SUBFLD and 
IFLD calls in the preprocessor were made on a line-by-line basis, producing a 
factor of 3 decrease in execution time. Several hundred references to the two 
routines in the processor library made the use of statement functions more 
appropriate in the 51 library subroutines i,n which IFLD and SUBFLD were 
referenced. 
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MODEL EXECUTION COMPARISONS 

After establishing working versions of SINDA on the CYBER and CRAY 1, 
some test executions on production size models were made. Selected were the 
MID model which has 1959 nodes and 15,271 conductors, and a combined Shuttle 
model which had no external radiation network, leaving it with 6,489 nodes and 
only 24,445 conductors. Table I shows the comparative performance of SINDA 
with the MID model on the NASA/JSC UNIVAC and the CYBER and CRAY 1 of UCS. 
The UNIVAC cost figure is based on $457/hr; the CYBER and CRAY 1 figures are 
actual costs including the NASA discount. The decrease in execution time in 
CP seconds going from UNIVAC to CYBER to CRAY 1 was as expected, but there was 
no significant corresponding decrease in cost. A similar CP second/cost com- 
parison for the UNIVAC and CRAY 1 using the combined Shuttle model is shown in 
table II. Only preprocessor data is shown because the model is too large to 
run the processor on the UNIVAC. The CYBER would not handle even the preproc- 
essing of the combined model. The results are about the same as those of the 
MID preprocessor; the CRAY 1 gives a dramatic reduction in CP seconds but a 
slightly higher cost. 

VECTORIZATION 

After establishing a working version of SINDA on the CKAY and recording 
some comparative execution times for purely scalar code, the next effort was 
to incorporate some vector code into SINDA. The proportionately large amount 
of time spent in the network solution routines suggested that a vectorization 
effort in this area would be the most productive initially. Study led to the 
conclusion that merely applying vectorizing techniques to the existing code 
might not provide significant improvement, so a simultaneous attack was begun 
on the PCS structure. 

Execution Routine Code Modification 

The first routine to be examined for vectorization potential was the 
convergent explicit forward differencing routine SNFRWD. This routine was 
chosen because it produced consistent, reliable predictions of network 
response, was already one of the most efficient network solution routines, and 
consequently was heavily used. At this time, there are no cost comparison 
figures for any of the execution routines, but a brief discussion of the 
vectorization process for SNFRWD will provide some familiarity with the 
modifications involved in vectorization. 

The ultimate objective when vectorizing code is to significantly reduce 
array processing time. This reduction can be achieved by accessing array 
elements so that memory banks are referenced sequentially, and by avoiding 
statements or constructs that inhibit the pipelining of operands and 
instructions. 
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In the SNFRWD routine, some loops cannot be vectorized effectively due to 
the extensive use of indirect addressing, and the presence of nonvectorizable 
external references and GO TO's. In loops that appear to be candidates for 
vectorization, but contain a few nonvectorizable statements, the solution can 
be the creation of two or more loops so that one or more will vectorize. CRAY 
FORTRAN offers vectorization aids in the form of vectorizable utility routines 
to replace conditional assignment statements within loops, as in this example 
adapted from SNFRWD: 

i THIS LOOP DOES NOT VECTORIZE 
C 

DO 1 I = 1,lOOO 
LSUM = LSUM + LEN( I)*2 
IF (LEN(I) .NE. 0) LSUM = LSUM + 2 

1 CONTINUE 

: THIS CODE VECTOR1 ZES FOR LOOP 1 
C 

DO 1 I = 1,lOOO 
LSUMT( I) = CVffiZ(LSUMT(1) + LEN(I)*2, 

LSUMT(1) + LEN(I)*2 + 2, LEN(I)) 
1 CONTINUE 

RSUM = SSUM (lOOO,LSUMT(l),l) 
LSUM = xFrx (RSUM) 

Note that scalar summing variable LSUM in the original loop is replaced 
by temporary array LSUMT in the vector version to avoid scalar register use. 
With up to four million words of core memory available, and considering the 
high cost of CRAY processing time, this trade-off becomes economically 
justifiable in many cases. The vector utility routine CVffiZ performs the 
conditional test of the original loop and allows the assignment statement 
that preceded the test to be performed at the same time. CVffiZ tests the 
third argument, LEN(I), against a zero value, and if the test succeeds, 
LSUMT(1) is assigned the value of the first calling argument. If the test 
fails, the value of the second argument is used. LSUMT and LEN are typed real 
for the second example, so that real library function SSUM can be used to sum 
vector LSUMT. This real sum is then converted to type integer. The vector 
version of the loop actually contains more code, plus an external reference, 
but executes more than 12 times faster than th,e original. For an iteration 
count of five or less, vectorization of this loop would not have resulted in 
any time savings because of the required post-loop processing. Generally, the 
more times a loop is executed, the greater are the potential savings from 
vectorizing it. 
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PCS1 Restructure 

The R-C network is contained in PCSl. Each word contains several pieces 
of information, as illustrated in figure 1. Each node in the network has one 
of these words for each connection it has to other nodes; i.e., if node 10 is 
connected to four other nodes, then the portion of PCS1 belonging to node 10 
will be four sequential words. Obviously, the length of PCS1 is twice the 
number of conductors in the network. All current SINDA execution routines 
perform the new temperature calculations with an outer DO loop with the range 
of 1 to the number of nodes and an inner loop whose range varies depending 
upon the number of connections for that node. The basic forward difference 
formulation is an example: 

T; c G..(T. - T.) + c R..(T? - T?) t Q. 
1JJ 1 

j 1JJ 1 1 
I 

The inner loop, using PCSl, sums the Gij on Rij AT product for each conductor 

to the node and the outer loop does the calculation of the new temperature, 

Ti ' 
for each node. 

Extracting data from bits of a word is an expensive process in terms of 
computer time. However, the increase in allowable problem size resulting from 
packing of the data was judged to be worth the price for the machine on which 
it was first coded; for the CRAY 1 it is not. 

Assuming the inner loop work has been done and stored, i.e. 

GSUMi = C G..(T. - Ti) + c R..(T4 - T;) 
j 1J J j 1J J 

the equation resulting from substitution into equation (1): 

T; = Ti + At/$ (GSUtf + Qi ) 

(2) 

is well suited for vector processing because all terms are vectors of 
length i. However, the largest amount of time is 'spent in forming the GSUMi 
term, and the code dictated by the PCS1 structure is not well suited for 
vectorizing. 

One approach taken to make SINDA more efficient on the CRAY 1 was to 
restructure PCS1 so that a new execution routine could be written which did 
not require unpacking of data and which contained vectorizable code. (See 
fig. 2.) The original PCS1 contained four types of information: 

a. type of conductor - bits O-4 and 21 
b. conductor number - bits 5-20 
c. adjoining node - bits 22-35 
d. subject node - implied by current location in PCSl. 
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The new PCS1 has the conductors sorted by types (instead of by subject 
node as in the original) and three arrays, one specifying conductor number, 
and two to list the connected nodes (subject node and adjoining node). 

Currently, the new PCS1 is being built from the old PCS1 in a post 
preprocessor operation, as opposed to recoding the preprocessor to construct 
it in the new form. It is anticipated that this overhead cost will be more 
than offset by the elimination of unpacking and the resulting existence of 
more vectorizable code. 

CONCLUDING REMARKS 

We have shown that it is possible to build and use for analysis thermal 
math models on the CRAY 1 computer of UCS that are much larger than those 
allowed on our local computer, the JSC UNIVAC 1110. We have presented data 
showing the CRAY 1 executing scalar code to be competitive with the UNIVAC 
1110 for the same model. An additional small cost reduction would probably 
result if the total cost of running the five UNIVAC models were compared to 
the cost of a single execution of the combined model on the CRAY. However, 
the largest potential cost savings lie in developing efficient vectorized code 
for the CRAY. There is no exact method for determining the point at which run 
time savings gained through vectorization are offset by programming costs 
accrued in the modification process. Program portability, frequency of use, 
and life expectancy, along with programmer hours and expected savings should 
be considered before beginning any vectorization effort. 
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TABLE I.- COM'ARATIVE PERFORMNCE 'OF SINDA WITH THE MID THERMAL MTH MJDEL 

UNIVAC CYBER CRAY 1 

CP 
cost 

CP 
seconds seconds 'Ost fkonds cost 

Preprocessor 2059.0 $261.38 1034.3 $304.26 244.1 $279.39 

Processor 
0.2 - 45.4 hr 

5762.0 $731.45 2248.0 $614.38 451.7 $506.33 

TABLE II.- COMPARATIVE PERFORMANCE OF SINDA WITH 
THE COMBINED SHUTTLE THERML MATH MODEL 

CP 
seconds 'Ost E!conds 

cost 

Preprocessor 6541.0 $830.30 830.6 $1012.07 
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LAST G FOR THIS NODE 

NONLINEAR CAPACITY 

NONLINEAR CONDUCTANCE 

RADIATION CONDUCTOR 

EXTERNAL HEAT SOURCE ONE-WAY CONDUCTOR 
--- 

5-20 1211 22-35 1 
4 4 

Figure l.- PCS1 packed data structure. 

OLD PCS1 

I 1 y------Ia=2*#g's 

LAST NODE 

NEW PCS1 

I ::: 1 1 CONDUCTOR NUMBERS R = # g's 

1' 1:: -11 SUBJECT NODES 

I ::: II ADJOINING NODES 
--- 

TYPE 1 TYPE 2 TYPE 3 LAST TYPE 'total 
= 3*# g's 

Figure 2.- Old versus new PCS1 organization. 
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AN EVALUATION OF SUPERMINICOMPUTERS 
FOR THERMAL ANALYSIS 

BY 

Olaf 0. Storaasliz James B. Vidalz*Gary K. Jones 
*** 

INTRODUCTION 

The computer hardware on which thermal analysis is run now and will be run in 
the future is undergoing significant changes as shown in figure 1. The past and 
projected market share for mainframes, minicomputers, and microcomputers is shown 
on the left of figure 1 (refs. 1 and 2 ). The figure shows a dramatic decrease 
in market share for mainframe computers as the minicomputers and microcomputers 
become capable of solving problems formerly solved on mainframes only. Figure 1 
shows on the right the most dramatic increase in revenues is projected to be for 
32-bit minicomputers to reach 4.3 billion dollars by 1985. In a parallel effort, 
32-bit microcomputers (CPU on a chip) with virtual memory and Winchester disk 
drives are being introduced (micromainframes) which promise to provide mainframe 
capability in smaller packages at significantly reduced cost (i.e., "VAX on a 
chip"). The cost vs. capability or "cost-effectiveness" is the driving factor 
in the choice of future computing capability. The economy of scale criteria 
used to justify large centralized computer complexes is being challenged by 
wide-scale use of inexpensive minicomputers which are proliferating in much 
the same way as hand-held calculators. 

Minicomputers of the past were not considered for complex thermal analysis 
because of insufficient memory, speed, accuracy, and secondary storage. However, 
two factors have changed the situation: (1) the introduction of virtual memory 
operating systems, and (2) 32-bit word architecture on minicomputers to produce 
so-called "superminicomputers." Virtual memory operating systems allow all 
software and problems (regardless of size) currently running on mainframe 
computers to run on minicomputers (albeit slower) by using disk memory as an 
extension of real memory. The 32-bit architecture (with 64-bit double precision) 
provides the necessary accuracy and compatibility with large computers to 
simplify software conversion. 

The object of this paper is to evaluate the use of superminicomputers for 
thermal analysis by solving a series of increasingly complex thermal analysis 
problems on both superminicomputers and large mainframe computers. The approach 
involved (1) installation and verification of the SPAR thermal analyzer software 
on superminicomputers at Langley Research Center and Goddard Space Flight Center, 
(2) solution of six increasingly complex thermal problems on this equipment, and 
(3) comparison of solution (accuracy, CPU time, turnaround time, and cost) with 
solutions on large mainframe computers. 

* NASA-Langley Research Center, Hampton, VA 23665. 
** Digital Equipment Corporation, Richmond, VA 23229. 
***NASA-Goddard Space Flight Center, Greenbelt, MD 20771. 
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COMPUTER TERMS 

Although minicomputer-related technology is rapidly changing, the 
following definitions should help to clarify terminology used in the paper. 

Microcomputer: 

Micromainframe: 

Minicomputer: 

Superminicomputer: 

Mainframe Computer: 

Supercomputer: 

Virtual Memory: 

CAD/CAM: 

Turnaround: 

Byte: 

DECNET: 

UTZOO: 

PRIMENET: 

4 to 6 bit computer with the CPU on a single chip. 
cost: $100 to $15,000 

32-bit computer with the CPU on from 1 to 3 chips. 
cost: $4,000 to $40,000 

16 to 32 bit computer with the CPU consisting of 
components on a CPU board. 
cost: $15,000 to $100,000 

32-bit minicomputer with virtual memory 
operating system. 
cost: $50,000 to $500,000 

32 to 64 bit computer with a conventional CPU 
on many boards. 
cost: Millions of dollars 

64-bit computer with high-speed CPU. 
cost: Tens of millions of dollars 

Storage technique in which disk memory is used 
to augment real memory. 

Computer-aided design/computer-aided manufacturing. 

Wall clock time elapsed from initiation to 
completion of computations (function of other 
activity on the computer). 

Unit of computer storage equivalent to one 
character of 8 bits (i.e., 200 MB = 200 million 
characters). 

Digital Equipment Corporation NETwork facility 
to commu?cate with other DEC computers. 

Control Data Corporation protocol for remote. 

PRIME Computer NETwork facility. 
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SUPERMINICOMPUTER HARDWARE AND SOFTWARE 

The configuration of the Langley superminicomputer used in this study is 
shown in figure 2. It consists of a Digital Equipment Corporation (DEC) 32-bit 
VAX 11/780 CPU with 1 million bytes (characters) of memory, 0.2 billion 
bytes of disk memory, a tape drive, remote communications (DECNET, UT200), and 
16 terminal ports. The 32-bit architecture provides the engineer with approximately 
seven or more decimal digits of accuracy. In addition, a second superminicomputer 
at Langley was used to cross-reference and plot results. It consists of a 
32-bit PRIME 750 CPU with 2 million bytes of memory, 0.3 billion bytes of disk 
memory, a tape drive, printer , remote communications (PRIMENET, UT200), and 
16 terminal ports. Both the VAX and PRIME 750 have virtual memory operating 
systems permitting users to address in excess of 4 billion bytes. This large 
address space simplifies conversion of thermal analysis software from large 
mainframe computers. 

The configuration of the Goddard superminicomputer (one of fifteen) used 
in this study is shown in figure 3. It consists of a VAX CPU with four million 
bytes of memory, 0.1 billion bytes of disk storage, three tape drives, two line 
printers, card reader, 64-bit array processor, .remote communications (DECNET), 
and 32 terminal ports. 

The thermal analysis capability contained in the SPAR finite element 
structural analysis software (ref. 3) was recently installed and tested using 
six test problems on both the Control Data Corporation (CDC) CYBER 175 and 203 
computers at Langley (ref. 4). Since the basic SPAR software had already been 
converted to both VAX and PRIME superminicomputers (refs. 5 to 9), the new thermal 
analysis processor software and six sample problems were transferred from the 
CDC CYBER to the VAX and PRIME superminicomputers via the UT200 communications 
link. Several software modifications were made to COMMON block dimensions of 
the thermal processors to take advantage of virtual memory. Also, slight 
changes were made to the six input files to reflect the character differences 
contained in the following table. These are special characters used for SPAR 
free field input. 

I? I VAX I UNIVAC I PRIME CDC 
175 2C" --.-..-.+--_ . 

II I I t # 

. . 
I 

Record Term , , ; or : 1 : 

Continuation % > > t 

I 
> 

. . 

% 
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The disk input/output subroutines are critical for optimum performance 
and much could be done to improve the performance of both VAX and PRIME by 
rewriting these routines as was done on the mainframe. However, for this 
study, the code was not optimized and the code used was 100 percent FORTRAN. 
The CYBER 203 results also reflected a minimal use of vectorization. 

The following table shows the equivalent CPU charges and accuracy for the 
computers used in the study based on Langley charging algorithms which have 
considerable variation on the CYBER due to I/O charges. 

Computer Bits/word 

CDC CYBER 203 64 

CDC CYBER 175 60 

PRIME 750 LaRC 32 

DEC VAX 11/780 LaRC 32 

Cost/CPU hour 

1492 to 4963a 

735 to 3717a 

56 

33 

'Significan. 
digits 

14 

13 

7 

7 

--._ 

avaries according to CPU I/O mix 

THERMAL ANALYSIS TEST PROBLEMS 

A detailed description of the six thermal analysis test problems is 
contained in reference 4. Additional descriptions of four of the problems and 
the algorithms used in transient thermal analysis are contained in reference 10. 
Figure 4 shows an insulated Space Shuttle orbiter test frame tested under 
transient heating as described in reference 11. The figure shows an aluminum 
frame with 190 grid points and 158 elements surrounded by insulation with 
applied surface temperatures causing conduction in the aluminum structure and 
insulation, and radiation across the air gap. The material properties are 
updated every 50 seconds to allow for changes in properties of aluminum and 
insulation which are functions of temperature and temperature and pressure, 
respectively. A temperature history at 10 second intervals for 1000 seconds 
is required. 

A model of a 30-meter deployable antenna with 55 grid points and 183 
conduction and radiation elements is shown in figure 5. It is subjected to 
solar radiation heating with interelement time-dependent shadowing considered. 
A temperature history every 0.01 hour for 24 hours is required. 
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A model of a single bay of the Shuttle orbiter wing with 123 grid points 
and 151 elements subject to time-dependent surface heating is shown in figure 6. 
The model is subject to interelement and space radiation for which a temperature 
history is required every second for 2500 seconds. 

A model of the Space Shuttle orbiter wing with 1542 grid points and 2125 
rod triangle and quadrilateral elements subjected to aerodynamic surface heating 
is shown in figure 7. The external insulation on each surface is modeled by 
five layers of solid prismatic elements. The material properties were updated 
in time steps of 100 seconds and the temperature history for 3000 seconds was 
required. 

A half-model of an insulated cylinder with 800 grid points and 650 elements 
subjected to time-dependent surface heating along the shaded region is shown 
in figure 8. The material properties were updated every 200 seconds and a 
temperature history is required every 10 seconds for 2000 seconds. 

A model of a multiwall thermal protection system with 333 grid points 
and 1096 elements located on nine titanium sheets subject to transient 
temperature imposed at the outer surface of the panel is shown in figure 9. 1 
It is assumed that the heat load does not vary in directions parallel to the 
plane of the panel. A temperature history of 2000 seconds with 1 second 
intervals is required. 

TEST PROCEDURE 

The results for the test cases were first obtained on the Langley VAX 
and then compared with the CYBER 175 and 203 (ref. 4) shown in figure 10. 
The six test problems were run on the VAX in both heavy use and dedicated 
environments to evaluate performance. The updated SPAR software with new 
thermal processors, together with the six sample problems, were transferred 
to and run on a NASA-Goddard VAX for performance evaluation. Three of the 
sample problems were also run on the Langley PRIME to evaluate the performance 
of a superminicomputer from a different manufacturer. 

For many cases, the thermal analysis software evaluation was only one 
of many applications running concurrently on the superminicomputers. Other 
competing applications included the modification, recompilation, and use of 
computer-aided design/computer-aided manufacturing (AD-2000, refs. 12 and 13), 
date base management and finite element modeling, and analysis software. 

RESULTS 

Figure 10 shows the implicit Frank-Nicholson algorithm solution times 
(CPU and elapsed) and cost for all six test cases (across the top) for four 
computers in decreasing size (down the left). The figure shows three entries 
for each sample problem for each computer. For example, the entries for the 
Space Shuttle frame on the VAX means the solution took 128 CPU seconds, 278 
elapsed seconds, and cost $1.17. 
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Figure 10 shows that, in general, the Langley VAX was representative of other 
superminis in that it was somewhat faster than the Goddard VAX and somewhat 
slower than the PRIME 750. It is expected that the VAX elapsed (and possibly 
CPU time) results would be significantly faster if fast disk utility calls 
were used instead of the 100 percent FORTRAN I/O used. The elapsed times are 
primarily an indication of competing CAD/CAM and analysis applications running 
concurrently and subject to change as the demand on the CPU changes. Recently 
announced superminicomputers (i.e., PRIME 850, ref. 14) drastically reduce such 
elapsed times through the use of dual processors. The results shown in figure 10 
are further broken down in figures 11, 12, and 13 for CPU time, elapsed (wall) 
time, and cost, respectively. 

The percent of the VAX CPU time (log scale) of the PRIME 750 and CYBER 175 
and 203 computers is shown in figure 11 for each of the six sample problems 
(represented by bars). The numbers (and corresponding shading) above the bars 
in figure 11 indicate the actual CPU time taken by the VAX in seconds. The 
figure shows that the CYBER 175 takes slightly more than 5 percent of the 
Langley VAX CPU time, the CYBER 203 slightly less than 5 percent, and the 
PRIME 750 slightly less than the VAX. 

The elapsed (wall) time with the maximum value indicated at the top of 
each bar is shown in figure 12. 
(applications) on the computers, 

The figure shows that for the typical loadings 
the elapsed (wall) time on the superminis was 

about the same as on mainframe computers. A low showing on this chart may 
indicate low utilization of a machine. 

The cost comparison for the various computers as a function of the 
maximum cost in dollars is shown at the top of each bar in figure 13. For 
all problems, the lowest cost was for the VAX with the Langley PRIME 750 about 
10 percent higher. The minimum cost to obtain solutions on superminicomputers 
ranged from 11 to 59 percent of the maximum cost which was accrued on the main- 
frames. Figure 13 shows the CYBER 203 solutions to be the most costly for the 
largest and smallest problems, while the CYBER 175 produced the maximum cost 
for the other four problems. 

The general conclusions to be drawn from the results shown in figures 10 to 13 
are that superminis under similar loadings with mainframe computers will produce 
results (elapsed wall time) in approximately the same elapsed time with the 
superminis taking about 20 times as much CPU time, but costing only 11 to 59 
percent of the cost of mainframe solutions. The accuracy of the supermini- 
computer results from all machines agreed with the CDC mainframe results for 
all problems to within five significant digits (except for one case where 
several numbers out of several thousand of one-time history degraded to three 
significant digits). If increased accuracy is necessary, double precision 
(64-bit accuracy) is available on both the VAX and PRIME 750 superminicomputers 
at the expense of additional CPU time. However, it was felt that the five-place 
accuracy obtained for the superminicomputer results was suitable for this study. 
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CONCLUDING REMARKS 

This paper demonstrates the feasibility and cost-effectiveness of 
solving thermal analysis problems (both large and small) on interactive 
superminicomputers. The installation of the SPAR thermal analyzer software 
on superminicomputers was relatively straightforward since the SPAR data 
base management was already converted to both PRIME 750 and VAX minicomputers. 
The interactive features, high speed terminal communications, "user friendly" 
features of the operating systems, and communications software between the 
superminicomputers and mainframe computers made the software conversion, 
evaluation, and testing of the test cases possible in a fraction of the time 
normally required. The five-place accuracy of the results on the supermini- 
computers for single precision was better than expected so that the double 
precision options on the superminicomputers were not required. The time results 
showing superminicomputers taking about 20 times as much CPU time is about as 
expected based on the relative CPU speed of the superminicomputer and mainframe 
processors. The fact that both superminicomputers and mainframes take approxi- 
mately the same elapsed time for the solutions was surprising. It may be 
advantageous from an elapsed time standpoint to solve problems on supermini- 
computers during off-hours since results are likely not to be available on a 
typically loaded mainframe any faster. The elapsed time on all single processor 
machines is a function of the number of concurrent computations, and the good 
performance shown by the CYBER 203 and bad performance of the CYBER 175 are 
possibly due to low and high utilization, respectively. 

The solution cost for superminicomputers ranged from 11 to 59 percent of 
the mainframe solution costs. One of the important factors leading to the 
cost-effectiveness shown in the results is the low purchase cost (resulting 
from high production rates) of superminicomputers. It is felt that the cost- 
effectiveness and capability demonstrated by the superminicomputers in this 
paper adds impetus to the trend to produce superminicomputer capability (32-bit 
architecture with virtual memory) in smaller, less expensive packages. 
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UNIT SHIPMENTS REVENUE IN BILLIONS 
(1980-1985) 

Figure l.- Past and future computer environment. 

DISK: 
875 MB 

COMMUNICATIONSTO 
CDC CYBERCOMPLEX 

I 
I Eii-Y 

1 MB 

I I 

inrc: 
VAX 11/780 1DRlVE 
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BOEING 
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Figure 2.- Langley VAX superminicomputer system. 
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Figure 3.- Goddard Code 730 superminicomputer system. 
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ALUMINUM STRUCTURE = 

APPLIED TEMPERATURE I 

Figure 4.- Insulated Space Shuttle test frame model. 
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l 55 GRID POINTS 

l 183 ELEMENTS 

l INTERELEMENT RADIATION 

l TIME-DEPENDENT SHAD0WlN.G 

l TEMPERATURE HISTORY FOR 24 HOURS 
DT = .Ol hr 

Figure 5.- 30-meter deployable antenna model. 

l 123GRlD POINTS 
7 

l 151ELEMENTS 

l TIME DEPENDENT SURFACE HEATING 

l INTERELEMENTAND SPACE RADIATION 

l TEMPERATURE HISTORYFOR 25OOsec 
DT = 1.0 set 

Figure 6.- Space Shuttle orbiter wing-bay model. 
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01542 GRID POINTS 

l 2125 ELEMENTS 

l APPLIED SURFACE TEMPERATURES 
(AERO HEATING) 

01-D ELEMENTS USED FOR RSI 

l TEMPERATURE HISTORY FOR.3000 set 
DT = 100.0 set 

Figure 7.- Space Shuttle orbiter wing model. 
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RADIATIONTO SPACE 
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Figure 8.- Insulated cylinder model. 
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OVERALL CONSTRUCTION 

=qAPPLI ED TEMPERATURE 

.RADIATlON 
TO RT 

333 GRID POINTS 

1096 ELEMENTS 

TEMPERATURE HI STORY 
FOR 2ODO set 
DT = 1.0 set 

REPRESEtfATION OF FINITE ELEMENT MODEL 
DIMPLED LAYER 

Figure 9.- Multiwall thermal protection system model. 

COMPUTER TEST CASES, 
CPU k&/$ELAPSED (SEC) 

SHUTTLE ANTENNA SHUTTLE SHUTTLE CYLINDER MULTIWALL 
FRAME PANEL WING 

CDC 203 8/13 32/429 58/64 86/120 68/78 149/720 
11.03 20,80 34,oo 39 ,oo 31,85 61075 

CDC 175 8/91 46/1306 88/2199 145/24000 164/5708 223/28949 
3,92 41016 61,21 149,30 45,26 44,92 

-. 

PRIME 750 121/170 672/4025 1084/2512 - 
la89 lo,45 16,86 

VAX 117780 128/278 936/3275 1264/2494 1840/9199 2013/3366 3060/4357 
(LRC) I,17 8-58 11,59 16,86 18,45 28005 

Figure lO.- Computer time and cost comparison. 
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PANEL DISCUSSION - 

CONCERNS, ISSUES, AND FUTURE DIRECTIONS 

Sidney Dixon, Moderator 
Langley Research Center 

Hampton, Virginia 

DIXON: We have six panelists and you have probably met them all. Certainly 
you should know three of them: Rafi Haftka and John Swanson gave papers, and 
Earl Thornton was chairman of one of our sessions. One of the other three is 
Ahmed Noor, who is one of the cochairmen. Two who are hopefully benefiting 
from this but have been sitting quietly in the audience are Al Carter from 
Dryden and Ed Chimenti from Johnson Space Center. The first area we are going 
to discuss is computer hardware. Both Rafi and John Swanson had indicated 
that that was the area they wanted to talk about. 

I was looking through a brochure for an SAE meeting in a couple of weeks. One 
of my people wanted to go to it and I had a travel problem and I found out 
that both these gentlemen are talking on the same topic there, too, so we are 
getting a preview of that discussion, and we are going to start with Dr. 
Haftka. 

HAFTKA: Thank you, Sid. We have heard papers today about the impact of 
computer technology and computer software in our area and I would basically 
like to sound a note of warning about maybe getting too involved in that 
area. I have been exposed to some of the temptations of computer technology 
for some time and I remember a time, maybe 10 or 15 years ago, I found that I 
could speed up one of my FORTRAN computer programs quite a bit by including in 
it patches of assembly language. I have done that but it was the first and 
last computer program where I have taken this approach because I have decided 
that it is not really the proper usage of the time of a person who is involved 
with research and development. It may be appropriate for somebody who 
produces production codes. Probably it is the best usage of the time of a 
person who writes compilers. Now, I sometimes have similar misgivings about 
vector machines and minicomputers. In particular, I participated recently in 
a study of the cost effectiveness of minicomputers versus mainframes for 
structural analysis problems. I found that the difference in costs is not so 
much due to mini versus mainframe machines but the difference between owning a 
computer and renting one or buying time on it. Simply, more people can afford 
to buy minicomputers. However, the source of the benefit is sometimes due to 
the fact that when you own a computer you are expected to provide a lot of the 
services that, when you rent one, you get from your landlord. This is the 
kind of thing that you have to be careful about if you don't provide in 
advance or designate the support personnel. What is going to happen is that a 
lot of engineering or research personnel are going to be converted into 
computer hardware and software maintenance people. Now it could be that they 
like it or that management likes it, but it should be a deliberate decision. 
It should not be something that just happens. Now even though I don't believe 
that there is much of a cost advantage in minicomputers over mainframes, there 
is still a lot to be said for having them. Olaf has indicated that there are 
quite a few other factors involved and, in particular, I found out that in 
many cases the acquisition of minicomputers has acted as a sort of user 
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liberation from the tyranny of central management that runs the large computer 
facilities. 

DIXON: If you will hold your questions, we will now hear from John Swanson 
and then we will have questions for both of them. 

SWANSON: The slides I am showing are really meant to be illustrative about 
the sort of things that are going on in the design analysis cycle. Currently 
in the design analysis cycle we have a large number of computers, finite 
element software, terminals, preprocessors, data base systems, data centers, 
array processors, CAD/CAM systems, post-processors, and so on, and that is 
about the amount of interaction there is among the various systems. If you 
are going to do design analysis this is the way the modern analysis is done 
[fig. 11. You start out with a CAD model, you plug it into some sort of 
meshing software to make finite element or finite difference models. You get 
the model, you come into a preprocessor and you put loads and properties on 
it. You finally get around to running the analysis, then you go into a 
post-processor, which may be on a minicomputer, maybe a mainframe, then you 
get some displays and reports. You interpret them, then you go all the way 
back to the beginning and start all over again. If you are very 
sophisticated, you do the whole thing on the computer without having punch 
cards or print outs or something in between, but it is a real mess, because 
there are so many processes. Ideally, we are looking toward a work station 
[fig. 21 where you have the engineer working directly with the data base, and 
I am using this as justification for putting more of the decisions into the 
computer [fig. 31. It was pointed out to me the other day that a nodal point 
is just as much a computed value as a stress result or temperature. Often it 
is more expensive to get a nodal point than it is to get a result, as far as 
computer resources go. 

So we want to also add loops to the process [figs. 4 and 51. Currently there 
are two implied loops in the design analysis--namely an accuracy loop, how 
accurate is the result (that involves remeshing, looking at different codes, 
or whatever), and then outside that hopefully there is a design loop. The 
problem with the design loop, of course, is that you don't get through the 
process once in time to meet the schedule, to say nothing about coming back, 
feeding the results into the design process, and benefiting from them . The 
best you can say is, yes, go ahead and do it. You can go back and say how to 
do it better. So in the future we want to put all the stuff into a single 
system, and this sort of thing is going on here at Langley. A single system 
where we can specify the loads, the desired accuracy (which may vary during 
the design process) and the design variables, push the button and say spend no 
more than 5 hrs., or 2 minutes, or whatever; give me the best approximation 
with that level of investment. 

Getting to hardware, the criterion we need for this type of system is how soon 
can we get the results, and how soon we are talking about is soon enough so 
that the design can actually impact the process. So what I put into the 
notes, and I am not going to go through in detail, is how much time is spent 
in various parts of the analysis task. The analysis task is still the 
computer-limited part of the problem. Here are numbers [fig. 61 that are sort 
of similar to numbers we have seen before; the element formulation is 66.9%, 
the equation solution is 28% (on a vector computer, the CRAY l), versus 44 and 
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50% on the scalar computer, the Prime 400. Notice here that the sum of these 
two is close to 95% of the total time. This is an overlay in space where core 
memory is the limiting factor. That is no longer true. Now the limiting 
factor is time [fig. 71, so the question is, what is the concept of an overlay 
in time? And what we are.looking at here is the fact that in finite element 
work, the element stiffness matrices are completely independent. There is no 
requirement for any one before or after any other one. 

Similarly with matrix triangulation. The row operations involved in Gaussian 
elimination do not have to be done in any order, so they can be done 
concurrently. The same can be said for stress recovery. In fact, the only 
thing that cannot be done concurrently is the back-substitution process. That 
fortunately is only a few percent of the total time at most. So I have 
introduced the concept of overlays in time because what we want to do is find 
out how to get results in a shorter period of time [fig. 81. Of course, the 
easiest way of doing it is to increase the CPU speed. If we increase the 
speed by the factor of 2, we get a factor of 2 improvement in turnaround 
time. If we increase it by a factor of 10, we get a factor of 10, which is 
clearly the best we can do. However, there are other ways that are more 
feasible (possibly). Increasing the vector speed does not help much. The 
CRAY 1 is pretty much at the limit. The scalar operation now dominates the 
total time. However, if we can also do the matrix operations, as well as the 
vector operations, we can show a significant improvement. Hence, we would 
argue here for matrix hardware as well as vector hardware. 

And finally, the concept I want to present is the concept of asynchronous 
computation. The concept of more than one CPU available to the particular 
analysis task. The reason I present it is that we can get a much higher 
return from this than from anything else other than speeding up the CPU 
itself. In fact, the calculated curve [fig. 91 shows that as the number of 
CPU's available to run asynchronously on the same task increases, at about 8 
we are at the knee of the curve. At the asymptote (at 32 machines) it only 
takes 2.6% of the time it takes with a single processor, so there is a very 
large gain because of the finite element task itself, since it is 
asynchronous. The data structure does not need to be tied in, do this, do 
this, do this, in fact there are just a few discrete measuring points. The 
asymptote turns out to be at about l%, in other words, the factor of 100 
improvement with no change in the machine speed at all. So there is an 
interesting approach. So what we are looking at is to actually design 
software to take advantage of those concepts with the hope that the concepts 
will come along [fig. lo]. The control CPU is sort of the big mother hen, as 
it were, it takes care of all the things like the printers, cardreaders, tape 
drives, and so on. The user CPU's are the individual terminals each of which 
can reference sub-CPU's (these might be array processors, for example), and 
you can carry this one step down --where these have access to matrix operators, 
these will be hard coded boards. So what this scheme gives us is a way of 
looking at all the current configurations, be it the HP with its vector 
processors, the CRAY 1 with vector and matrix capabilities, the floating point 
FBS 164, which is essentially going to be a task CPU, or the CSPI 
array-processor which is essentially a matrix operator. What I have tried to 
do is present here the fact that there are more things that we could look at 
than we have just talked about today. Thank you. 
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DIXON: At this time we will take specific questions for Dr. Haftka or Dr. 
Swanson or any general questions on the area of computing hardware. Do we 
have any questions? 

STORAASLI: I would like to ask Dr. Swanson about his feelings about the 
impact of the Intel 432. 

SWANSON: I would answer it except I am not sure what the Intel 432 is. 

STORAASLI: A new Intel micro mainframe. 

SWANSON: The impact I think is that this provides the task CPU capability. 
It would fit in at that level. Task CPU implies FORTRAN capability, so it 
would fit at the task level and would offer the option of a very low-cost 
asynchronous CPU unit to be pluged in, so I think that would be the place 
this would fall in this hierarchy. 

ADELMAN: I guess I know what Rafi is trying to get at. I think Rafi's point 
is, don't spend a lot of engineering time molding your program to a vector 
computer. I was wondering if Dr. Swanson agrees with this. 

SWANSON: Very strongly. The CRAY version of ANSYS has no special code. In 
other words, we have provided the main part of the program to CRAY research. 
They looked at it for several weeks and have said there is nothing we can do 
with the code to get better performance. The CRAY/CFT compiler is, in my 
opinion, excellent. Now granted the code itself is highly vectorizable 
because it hasused the Lawrence Livermore STACKLIB routines for years which 
has forced upon us a very strict vector discipline but with that discipline 
the CRAY compiler picks up all the vector constructs and that way we do not 
have to maintain and provide quality assurance on multiple copies of the code 
which is, of course, extremely expensive. 

SOBIESKI: I have a question for Dr. Swanson. I think the curve you showed 
indicating asymptotic decrease of the cost with the number of CPU's available 
is very interesting. But I was wondering if it is not missing one ingredient 
that when you increase the number of processors, even in an asynchronous mode, 
there is a volume of housekeeping involved that is going up proportionally 
with the number of processors which would offset the gains from the large 
number of processors working in parallel. So don't you get, instead of an 
asymptotic curve, a decrease to a minimum and then an increase? 

SWANSON: The nature of the problem is that it will descend to a certain 
minimum and then there would be no further gains. Basically you cannot do 
more than all the elements simultaneously. So again with 100 elements, 100 
processors would be fine, with 200, 100 would be idle and 100 would be in 
use. So in fact, that is true; also your point is that there is more 
overhead. That also is true; but I am leaving that to the hardware developers 
to make that as small as possible. This is the lower bound of what can be 
done. What is actually possible, of course, as you point out, is the curve 
probably has a minimum somewhere. 
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DIXON: The next two panelists are going to talk about software and methods. 
The first one will be Earl Thornton. In the first paper of the session on 
large space structures, the speaker introduced the concept of integrated 
thermal-structural analysis; you are talking about that Earl, aren't you? OK, 
I didn't think the full impact was coming out so I added Earl to our panel 
since he has been working in that area for about six years and I have asked 
him to spend a couple of minutes talking about that. 

THORNTON: Actually, I accused Sid of adding me to the panel to balance the 
ticket with engineering schools from the state of Virginia since Rafi is here 
from VPI. Actually, I would like to comment on two points. One, as Sid 
mentioned, my student colleague, Jack Mahaney, talked about what we call an 
integrated thermal structural analysis. Later in the program yesterday one of 
the gentlemen from NASA Goddard talked about an integrated analysis 
capability. I would like to briefly distinguish these two. The NASA Goddard 
approach was, as I understand it, talking about interfacing programs to do 
thermal/structural/controls analysis by writing interfacing programs to 
transfer data between large existing programs. In our approach at Old 
Dominion we view the thermal-structural analysis problem as being a problem 
that since it can be done sequentially, is lending itself very well to 
elimination of interfacing programs. We view this from the standpoint that 
finite elements are capable of doing both problems and if properly programmed 
no interface is necessary. Now early finite element programs which did 
thermal analysis such as NASTRAN were aimed toward this but fell a little 
short. One of the speakers (I think Dr. Harder from McNeal-Schwendler) 
mentioned that frequently the thermal analysis requires a different model. We 
are working at Old Dominion with our colleagues here at NASA to develop 
thermal analysis capability through improved elements, improved methods of 
calculating in the thermal program the thermal forces and thermal moments and 
so forth, that are exactly needed in the structures program. We have also 
felt for many years that actually the state of the art in finite element 
thermal analysis was not quite up to par with what exists in structural 
analysis. I do not think we have really incorporated in the existing finite 
element thermal analysis programs all of the knowledge that is known both in 
heat transfer from the finite difference standpoint or in finite elements from 
the structures standpoint. So, to summarize briefly, we think there is a 
great deal of potential in finite element method for doing a truly integrated 
analysis in thermal stress analysis problems. We are working toward that and 
my colleague Ahmed Noor is going to mention some specific things that he sees 
that can be done that I think will complement what I have just said. 

DIXON: Thank you, Earl. Ahmed is next. He did one thing also that I asked 
the panelists'to do and that was during the course of the symposium if 
anything came up that they felt they needed to comment on to do so and he told 
me he has done that. He is going to be talking about computer programs and 
some analysis methods. 

NOOR: Thank you, Sid. I think my comments here would be quite general, and 
let me have the first one. I am going to talk about the analysis procedures 
and computer programs. To start with, when we develop a computational 
procedure for heat transfer [fig. 111 we are really looking at four 
disciplines: heat transfer, discretization techniques, numerical analysis, 
and computer science, and all of these disciplines would very strongly impact 
our computational algorithm and its effectiveness. This is merely a very 
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list of the analysis techniques that have been used for heat transfer 
problems [fig. 121. The first two are the finite element and the finite 
difference techniques including the lumped-parameter methods, which are by far 
the most commonly used. Then we have the boundary integral methods and its 
new version, the boundary element method, is gaining popularity. Then the 
last three techniques listed here are the more classical ones, the weighted 
residual, transfer matrices, and the asymptotic perturbation techniques, and 
these have fields of application but they lack the versatility and the 
generality of the other techniques. Over the past few months I have attempted 
to make a literature search in the field of computational heat transfer. I 
have also looked into a number of programs which have been developed for heat 
transfer and I came across at least 100 programs. I selected 38 of these to 
include in a survey paper which will be included in the proceedings Cower 
no. 27 following this transcript], and what I have here in the middle is just 
a few comments on what I call the state of the art in computational heat 
transfer [fig. 131. With regard to the computer programs, there are a large 
number of general programs which are user-oriented or, as the term has been 
used repeatedly here, "user-friendly" programs. I selected 38 of these and a 
sample is shown in the left slide [fig. 141. The comments that I have about 
these is first many of these programs were developed as extensions of the 
structures programs and in some cases these programs did not represent the 
state of the art in structures technology. So they did not advance the state 
of the art in the heat transfer area. With regard to the computational 
algorithms, as Earl has already mentioned, many of the recent advances in 
computational structural and fluid mechanics have not been used in heat 
transfer and I have mentioned some of these here. 

This is just what you might call a shopping list of some of the recent 
advances that could and are impacting computational heat transfer [fig. 151. 
The first group is under finite element technology. I put under these 
subheadings the formulative aspects and element development. There have been 
a number of papers which discussed situations where you have to have more 
accurate thermal stresses or more accurate flux components and you can achieve 
these quite readily by using what we call alternate multifield mixed and 
hydrid finite element models, which have been widely used in the structures 
and fluid mechanics areas. Then by taking advantage of the equivalences 
between several of these finite element models we can cut down a great deal 
the computational effort in forming the individual elements. There have been 
a number of special elements developed in the structures and the fluid 
mechanics areas which did not find their way to the heat transfer area like 
boundary layer elements and infinite elements for handling infinite or 
semi-infinite subdomains. Then in the area of mesh design there are the 
higher order finite elements which have been quite effective in a number of 
applications, including fracture mechanics, and these are equivalent to the 
multigrid finite difference methods which have been used in fluid mechanics. 
Also there is a way now of developing what we call a posteriori error 
estimates; after you solve the problem you want to get an idea about the error 
and these computations can be fairly inexpensive. Then in the field of 
transient analysis, I think we had some papers already on improvements and 
explicit, implicit, and the mixed explicit/implicit temporal integration 
techniques. Then there is a whole area of research which I think has 
contributed much to the field of fluid mechanics in terms of operator 
splitting and partitioning schemes and there are automatic ways of choosing 
the time step. I think some of this we heard about in the first two days. 
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Then in terms of finite difference technology [fig. IS], curvilinear grids 
have been around for many years in fluid mechanics (we have an example here on 
the left [fig. 171) and there are what are known as isoparametric finite 
differences. Incidentally, these grids on the left were formed automatically. 
There are grid generators and there are finite difference techniques which 
would be associated with these grids, and the formation of the finite 
difference operators is not really any more complicated. This is another 
example of a curvilinear finite element grid [fig. 181. Then I mentioned the 
multigrid finite difference methods which have been used very effectively for 
adaptive refinement in fluid mechanics. Then we don't have to restrict 
ourselves to lower-order finite differences, as many people in heat transfer 
have been using, but we can use what is known as hermitian, or multilocal, 
finite differences which often give higher-order accuracy without increasing 
the bandwidth of the equations. In the field of numerical analysis I think we 
already had words about quasi-Newton methods. The conjugate gradient method 
has been one of the most effective techniques for solving equations but we can 
improve the effectiveness a great deal through scaling, which we call 
preconditioning. We also heard about the incomplete Cholesky factorization. 
Then in terms of engineering software [fig. 191 there are now definite 
guidelines which have been given in a number of reports on how to assess and 
evaluate large general-purpose software, and the assessment should not only be 
based on analysis capabilities but I think (as many people have mentioned 
also) the word user-friendly that is adequacy of user-oriented features, the 
maintainability of the program as well as the adequacy of user-support 
facilities and the portability of the software. Then there is a lot of 
development in the area of interactive graphics and (I think we had some of 
this also in the past two days) pre- and post-processing. The new computing 
systems we have: on the one end the supercomputers and on the other end the 
minicomputer. If we form a system of minicomputer arrays this could be a very 
effective system, as already mentioned by Dr. Swanson (systolic arrays, which 
use the VLSI technology). 

To conclude, I have a slide here which says future directions [fig. 201. Of 
course, the driving force would be the need to model large complex hardware 
systems subject to harsh environments and this means that we have to solve 
very large-scale thermal problems and we have to have reliable solutions and 
some way of estimating the error in the solution. Opportunities are provided 
by the tremendous advances in the computer hardware as well as the software 
systems, and I have a few comments with regard to computational algorithms. 
Our experience over the past few years, as well as the experience of others, 
has shown that trying to improve the efficiency of currently used algorithms, 
single algorithms, usually results in only marginal reduction in computational 
cost .or effort. However, we feel that the future is for what you call 
hybridization, which means that you use more than one technique, particularly 
for large scale problems. The marriage of a number of techniques has resulted 
in improvements and continues to show very high potential. Examples of these 
are provided by the mixed explicit/implicit temporal integration scheme, the 
combined direct/iterative techniques for solution of algebraic equations, for 
example, in conjunction with something like the multigrid finite difference 
method. The reduced basis technique has proved to be very effective for 
steady-state thermal problems and this is nothing but a combined finite 
‘element or finite difference Galerkin and perturbation technique. When you 
combine these techniques in many situations you retain their advantages and 
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alleviate .a great deal their drawbacks. Then there is a modified modal 
superposition for transient problems, which Phil Shore has mentioned and is 
still working on. Thank You. 

DIXON: OK. We will take specific questions for Dr. Thornton or Dr. Noor or 
any general questions for the panel in the area of computer programs or 
analysis techniques. 

QUESTION: (Inaudible) 

NOOR: Well if I understand correctly, first you are asking about an 
assessment of finite differences versus finite elements. I think a comparison 
of techniques is very difficult because in order to compare the techniques in 
any fair way you have to use an optimal finite difference grid for a 
particular problem and compare that with an optimal finite element grid for 
the same problem. Many of the comparisons that I have seen in the literature 
unfortunately did not do that. For example they picked finite elements as 
very suitable for modeling problems with curved boundaries and they used the 
very classical finite differences which is not used currently and which does 
not represent the state of the art. The current state of the art in finite 
differences is curvilinear grids, higher-order finite differences, so you 
compare that with the current state of the art in finite elements. It boils 
down, in my opinion, to a matter of personal preference and the experience of 
the analyst. There are situations where you can identify some advantages of 
one method over the other but it is very difficult to make a general 
statement. I think one has to have lots of qualifications when he makes a 
statement about one technique being better than the other. 

DIXON: Would any of the other panelists want to add to those comments? 

THORNTON: I think we had, earlier in the week, a pretty good description of 
finite differences and finite elements and I am referring to the paper by 
Ashley Emery from the University of Washington. He made some good points and 
I think I agree with most of them. He said at the onset of his talk that he 
did about 90% of his analysis nowadays with finite elements and in the talk he 
never really said why. So later, in a coffee break, I asked him and he said, 
because it is easier. I think because it is easier in the long haul and with 
the availability of computer graphics and the driver of computer-aided design, 
m-y personal opinion is that the finite element method, not for highly 
technical reasons of accuracy and so forth but because it is easi 
distinct advantages. 

DIXON: Any other panelist want to comment? 

NOOR: Incidentally, you can use the same grid, in fact, for fini 

et-,- will show 

te 
differences and finite elements because you are not restricted in finite 
differences by a rectangular grid. You can also use curvalinear grids which 
is the same as the grid used for the structural analysis grid. 

THORNTON: I could make a different viewpoint on that also. Ahmed and I are 
from different universities; we don't always see things the same way. I think 
he has in mind (I'll speculate a bit here) solving maybe two-dimensional, 
three-dimensional continuous domains. I know from working here at Langley, 
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with close associations of people like Jim Robinson, that when you get into 
airframe structures in particular, you are not talking about those kinds of 
domains. You are talking about highly irregular domains and from a structures 
standpoint, for example, you are modeling them with completely different 
kinds of elements structurally than maybe even exist thermally. For example 
there is no such thing as a thermal beam element. I think that there are 
distinct problems in transferring data from the finite difference programs to 
the finite element structural model for those realistic structures. 

One of the first slides Sid presented on the opening day was that problem of 
the scramjet. That was an excellent example and opened my eyes a great deal. 
In the thermal model of that scramjet strut, we had to model the fluid flow. 
In the structural model, of course, the fluid flow doesn't enter, so there are 
distinct differences between the thermal and structural models. I think these 
are the real problems that have to be faced rather than the continuum type 
problems in which it probably doesn't make any difference whether you use 
finite differences or finite elements. 

CHIMENTI: I wanted to make one comment concerning the finite element method 
being maybe easier to use than the finite difference method. We at JSC, in 
addition to doing what you call structures analysis, have a lot of subsystem 
analysis related to internal components, tanks, heater systems, components of 
that sort. I can certainly see for simple structures where the finite element 
is a pretty straightforward thing to model real quickly and rapidly. I am not 
so sure that same comment would apply when you get into what I call thermal 
control subsystem analysis. 

NOOR: Well, I don't want to enter into debates here with Earl, but I would 
say again, being a user of both finite differences and finite elements, it is 
unfair really to make a strong statement in favor of one, because what 
Earl presumably was referring to is the classical finite differences where you 
discretize the equations. You don't have to discretize governing differential 
equations in finite differences. In fact, I can show (and we have shown it in 
many situations) that by using what you call, the modern finite difference 
terminology or methodology you can come up with identical discrete systems as 
finite elements. So really the discussion of what is better ends up to be a 
discussion about semantics. 

DIXON: Let me ask you one question, Ahmed. Of all these computer programs 
that you have found in your survey are there any so called finite difference 
ones that have those techniques today? 

NOOR: Most of the programs that I surveyed, particularly the finite difference 
area, did not include what I call the modern finite difference methodology. 

DIXON: I think we need to go on. We'll come back and pick up some comments 
on this topic later on, but I do want to get to my last two panelists. The 
next one is Ed Chimenti from JSC, who has been up to his eyeballs for a number 
of years in the thermal analysis of the Shuttle. You heard several papers 
about it yesterday but he did not get a chance to say his piece then, so he is 
going to now. 
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CHIMENTI : Tuesday, Howard Adelman touched a little bit on the method that was 
used to perform the thermal-structural analysis of the Shuttle orbiter. From 
the perspective of somebody that has been on the thermal side of the street 
for a good number of years with the orbiter program, I wanted to add a few 
comments to that. This figure [fig. 211 shows the depiction of the thermal 
finite element surface elements for the Shuttle orbiter. Actually, the model 
is not analyzed as one piece of structure as shown here. It is broken into 
some 37 different substructures. There are some 7000 nodes represented by the 
combined structural model. 

The next two figures [figs. 22 and 231 illustrate what the thermal people did 
in terms of generating temperatures for the structures. I might point out 
that we are talking here about the thermal analysis that is done specifically 
for the entry phase and provided to the structures folks so that they can do 
their thermal stress analysis. When we talk about the on-orbit thermal 
analysis that is performed, we have integrated models that take into 
consideration much bigger pieces of the orbiter and, in fact, there are like 4 
or 5 pieces that take the forward, the mid, the aft, and the olms pod that 
include all the various subsystems plus the structure together. The circles 
[figs. 22 and 231 are the places where we have fairly detailed instrumentation 
on the vehicle. The thermal analysis and the thermal models were generated a 
number of years ago so the technology that we have today probably wasn't 
there. I think that the Rockwell engineers who did it had a number of reasons 
that the models were broken down like they are shown here. I think number one 
budget and computing power was probably an overriding reason for doing the job 
like they did. It is obvious that it requires a great deal of interpolation 
for those areas where we don't have a model and that is exactly what was done 
in the procedure. 

The next figure [fig. 241 here shows a typical thermal math model of an area 
in the wing. You will notice that generally the models that were built run 
from 100 to 300 nodes typically. Incidentally, the finite difference lumped 
parameter method was used in performing these analyses. The TPS nodes on the 
top and the bottom, of course, are not shown there but there are a number of 
nodes that were required to model that sufficiently in order to get the high 
heat transfer through there and adequate temperatures. You will notice that 
the vertical truss member, for instance, has a number of nodes. I think the 
thermal engineer realized when he put this model together that you are going 
to have high heating from both the bottom and the top essentially, and that 
putting one node at the interface there was not going to be sufficient because 
obviously the middle is going to run cooler than the two ends. In contrast to 
that, at the same location, the picture that just came up [fig. 251 depicts 
what the finite element model required or was used in that same area. That's 
really an oversimplification. The little circles there would indicate the 
node points where the structures person thinks that he might want 
temperatures. If it were modeled that way and he got temperatures at that 
location, he certainly would not be getting what he wants because actually for 
that truss member he is looking for an average temperature of the truss to get 
what the growth is and if he just had the temperatures at those two end points 
he certainly would not be getting the right temperatures to use for his 
thermal stress analysis. 
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I think that before I go to the conclusions here those last two figures pretty 
well illustrate that, at least in this case, you could not use the same model 
for doing your finite element structures analysis and the thermal analysis. 
And this is generally true in the world of entry heating. I don't believe 
that the structures people would want to put the number of elements or nodes 
that the thermal model had .in that particular area. In many of the areas when 
you are talking about on-orbit type analysis there can be some compatibility 
between the finite element model for the structures analysis and the finite 
element (if you want to call it that) thermal analysis. If we are to do that 
same job today, and incidentally, the job that was done probably was initiated 
seven, eight years ago, we would certainly do it differently. I think you 
would see a lot more integration of areas so that you would not be dealing 
with 125 models. I am not convinced that we would be dealing with one model. 
Of course, I think we are still not there in terms of being able to do 
something like that with the level of detail that is required to get what I 
call good temperatures. I have indicated four general areas of importance 
relative to being able to do a large integrated job [fig. 261. Computing 
power: I heard discussions about CRAYs and computers of that sort, so I think 
we are getting pretty close to where we can do a pretty big job with a 
number-cruncher like that. Efficient running thermal analyzer: We certainly 
have programs these days that can analyze a large number of nodes. There is 
no doubt about that. The last two areas I think are very important. We have 
to be able to efficiently build the models. If somebody is talking about a 
10 000 node model, or some number very large, we can't do it like we used to. 
It has to be an efficient building technique. Along with that we certainly 
need an efficient technique to interrogate the data, to check it out and see 
what we are using. I think we can get overwhelmed by numbers if we don't have 
an efficient interrogation and check-out procedure. 

DIXON: OK. The final panelist is Al Carter who is head of the group out at 
Dryden that does high temperature work primarily looking at flight loads, but 
they get into other things from time to time including checking out some of 
those interpolated temperatures on the Shuttle. Two of the papers we had 
yesterday were by his people and he will wrap up the prepared comments now. 

CARTER: The first thing I would like to do is to say a few words about Howard 
Adelman's performance on this symposium. I think he has done a hell of a good 
job. He didn't start on Monday, he didn't quit on Friday, and he kept 
everybody up to pace so I think he deserves some thanks for doing a good job. 
I am also surprised to be on this panel since I am a civil engineer and only 
had one class in thermo, but I would like to tell you a little bit about what 
we do out at Dryden and some conclusions about our observations from our 
problems. 

As Sid said, our primary mission is to measure loads with strain gages on 
aircraft structures. The early attempts were very successful on 
high-aspect-ratio structures. When we got to the advent of low-aspect-ratio 
plate-type structures, especially with aerodynamic heating, we ran into some 
difficulty. We instrumented the X-15 and tried to measure loads on that 
airplane with strain gages and were able to get reasonable load-versus-G 
slopes, but obviously the thermal stresses pretty much screwed up the absolute 
values of the loads. 
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We could see that something had to be done if we were going to use strain 
gages especially because we anticipated work for the supersonic transport or 
Dyna-Soar. So a lab was built to conduct heating tests which would help us to 
do research on how to correct the strain gages for thermal stress. That lab 
is still operative and we have done a number of projects in it: the heated 
X-15 wings and tails, we heated the old YF-12 and flew it again. Those 
experiments were extremely edifying to us and we found out that the thermal 
and mechanical stresses for our purposes seemed to superimpose quite well. So 
we found that in flight vehicle testing we could correct the strain gages for 
temperature rather effectively. We also found a piece of structure that 
represented current thinking on hypersonic structures put together: Rene 41 
beaded panels and spar caps, which we have been heating to generate some data 
which would help us evaluate thermal stress calculations and also heat 
transfer calculations. 

The current activities [fig. 271 are: we got involved (Sid, Phil Glynn and I) 
in a discussion on what ought to be done in hot structures and they formed a 
kind of Gentlemen's Alliance, which is informal, to pursue some of this stuff 
in as coordinated a way as possible. So we're pursuing the hypersonic wing 
test structure in our laboratory. We are helping Phil with his orbiter 
measurements. With the hypersonic wing test structure, we are doing a finite 
difference thermal analysis. We are also doing a NASTRAN heat transfer 
analysis that is a fairly complicated structure and we sent the NASTRAN deck 
up to Ames to run on their 7600 machine. We are also doing some work on the 
orbiter because of our commitment to help measure loads. We decided we would 
have to do some heat transfer work to predict the temperatures with enough 
detail across the cross section, where the strain gages are located, to be able 
to attempt to make analytical prediction of strains and to make corrections. 
These diagrams show the cross section of the mid fuselage at station 877. In 
the middle chart [fig. 281 you can see the temperature distribution along the 
bottom surface and down the sidewall. 

Our first computer run by SPAR uses heat inputs which we have generated the 
best we could (the kind of things that were discussed by Dr. Ko and Les 
Gong). We then took the measured temperatures and we tried to modify the 
theoretical temperatures as best we could. But you can see in the glove area 
(which is the projection out on the side of the fuselage) that measured 
temperatures are considerably lower than what we had predicted with our 
computer. Its quite a complex model, as we saw yesterday, so I don't think we 
have any concern about the complexity of the heat transfer model but we do 
have some concern about heating inputs to it. Now looking at the left-hand 
panel [fig. 291 the thermal stresses are plotted. The solid lines correspond 
to the solid lines on the temperature chart, the dashed lines correspond with 
the dashed lines on the temperature chart and the circles are the measured 
thermal stresses. The way we got those was to read the gages right after 
landing when it was sitting on the gear hot, read the same gages cold, take 
the difference and assume that was the thermal stress. This may not be 
perfectly legitimate because of some drift in the gages. I think the 
interesting point to be made in this chart is that thermal stresses, being 
self-equilibrating, are very sensitive to the changes in temperatures around 
other parts of structure (not just where the thermal stress is being 
measured). For example, the colder glove kicked the compression stress on the 
bottom up more than twice. You will also notice that the measured compression 
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stress is considerably higher than my dashed line. This happens to be a 
fairly critical area and it is just an illustration of the fact that we really 
need to know the temperature distribution all around the cross section in 
order to do the job we want to do. So smearing [interpolation] bothers us. 

The next set of charts [figs. 30 and 311 is a similar sort of thing for a wing 
cross section. Here the temperatures were quite different (measured versus 
predicted) but that was partially due to the fact we didn't account for 
convection as discussed yesterday. We didn't have too much data to verify the 
gradient between the skin and the spar cap. You will notice that although the 
absolute value of the temperature was adjusted, the gradient was not adjusted 
very much. You will notice on the stress diagram that the stress predictions 
are not too different because we did not change the gradient. Fortunately for 
us, the spar cap tensile stresses, which are the things that really hurt us, 
seem to be predicted fairly well. The front spar, however, we have no idea 
what it is going on. We don't have any measured temperatures. We don't know 
how thick the insulation is so we are still pretty lost. That is an 
illustration of the kind of problems we are concerned with. I think maybe it 
is a good idea for thermal types to get a feeling for the amount of detail 
that is required across a cross section to give us something that we can use. 

Our future plans [fig. 321 are to continue with this hypersonic wing structure 
and to do a SPAR analysis to go along with the NASTRAN and the finite 
difference. Not so much to illuminate the world but to give us an idea of 
what we would like stick with. Phil Glynn is interested in our proceeding 
with this orbiter wing model and putting it on CRAY and trying to do a heat 
transfer job on the whole wing. Then, if we ever get that done, he would like 
to have us do a combined wing and fuselage. I think I share Ed's feeling that 
we ought to be able to get our problem solved without having to go to such 
extreme length, but we are now part of Ames. Ames has a CRAY and I think we 
may be able to go ahead and do these things as more or less an experimental 
investigation. 

Our final slide [fig. 331 is some observations on what our feelings were after 
doing those cross sections you heard about yesterday. The SPAR system allowed 
us to model those very conveniently. In the time that it took for us to model 
one 3-D cross section [by finite differences] the finite element system 
permitted us to do one fuselage and two 3-D wing cross sections. So the 
modeling was really super in SPAR. That was an effective way for us to go. 
The view factor generation was a pain. We had a hell of a time. We tried to 
use a NASTRAN view factor generator and it took an amazing amount of computer 
time probably because we didn't use it right. We finally generated the little 
HB something or other, computer program that worked reasonably well but that 
was a real work-intensive job. So I am really encouraged to hear about Dr. 
Emery's system and the fact that they are going to put it in SPAR because I 
think that would be a really big shot in the arm for us. The other problem 
was with material property tables. The TPS properties are sensitive to 
pressure; therefore, you have to have a different and new set of material 
properties for every location on the vehicle for every profile and that is a 
mess. And we finally used the Lockheed thermal analyzer (the guts of that 
program) to generate material property table for SPAR. That worked out fairly 
well once we got it going but that was a real headache. Heat transfer versus 
structural analysis: I guess the point I was going to make there is I was 



amazed to find that the heat transfer analysis was an order of magnitude more 
effort than the thermal stress analysis. To think with only one degree of 
freedom per node that it would be one-third as difficult or one-sixth as 
difficult, yet it is ten times more difficult. Finally, finite element versus 
finite difference computer time: I think our conclusion was that finite 
differences was faster but for our operation we would prefer to use finite 
elements because we can model so much more quickly. Those are my 
observations. 

CHIMENTI: The use of large models is a big concern of mine. With the large 
sizes that we are talking about going to are we losing sight maybe of accuracy 
and losing the feel for the model maybe? Like I say that is a concern that I 
personally have. I know from experience not with a structural model but with 
a little experience we had with STS-1, where we had an anomally in the forward 
RCS. We had a very large model of that area, something on the order of 2000 
nodes. When we got to the problem we immediately dropped down to pulling out 
the area where we were having the problem and started analyzing that 
particular area just from the standpoint of turnaround, ease, and 
understanding what we were doing instead of just number-crunching with an 
enormous model. I think that kind of thing will be done in the future when 
you start getting into a specific problem in an area that you can narrow down. 

CARTER: I have to agree with Ed Chimenti that we can get really wrapped 
around the axle with these huge problems. I, however, don't yet have enough 
feeling for the effect of the adjacent temperatures on the area that I am 
trying to get thermal stresses. I don't know whether it is very sensitive or 
not but I am kind of pleased with the 2-D thermal stress analysis results that 
I showed there because they did not come fran a finite element model; they 
came from a beam model, a Bernoulli kind of 2-D analysis. So it may be that 
all you got to know is the temperatures at the cross section that you are 
concerned about but it is pretty obvious from the fuselage that you got to 
know it pretty well around that cross section. 

DIXON: Let me make one comment on that note, Al. When Phil Glynn was 
contacting us about some of the problems he was having, some of the old timers 
like Dick Heldenfels did not understand the need for big thermal models. He 
felt that thermal effects tended to the local. We actually had to send Jim 
Robinson down there for a couple of days to see what they were talking about 
and he came back and told us they had a real problem. If you will also 
remember one of the little jewels that Dick put out yesterday, it was to start 
with a small model and grow until you are happy with the results and quit. So 
I think when we are talking about big models, we are not really saying we are 
going to model the whole orbiter and calculate everything. We are going to 
try to make them big enough that we can do better than what we are doing with 
the current setup. 

CARTER: I have a feeling that we don't know if the state of the art of the 
thermal stress analysis is all that mature and we really don't know where we 
are. 

CHIMENTI: There is no doubt in my mind that with regard to the orbiter model 
we would integrate more than was integrated before in terms of number of small 
models, less of those and larger models. I don't think we would have a total 
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orbiter [model] by any means with the 300 nodes per model and 115 or 125 
models that we are talking about. I think you can see real quick here that 
with those numbers we are talking about 30 000 or so and you haven't even got 
many of the areas. So the kind of numbers is mind boggling in terms of total 
nodes. I think that Rockwell did a little bit of overkill in the level of 
detail in a lot of these models because they really didn't know at the time 
how big the gradients were going to be and what was required. I am sure we 
don't need the level of detail that you saw in that wing model, for instance. 
But on the other hand you need more than what you saw in the finite element 
[structural] model. 

CARTER: I think Rockwell did an excellent job with the state of the art they 
had. One thing that came across to me at Downey, it didn't seem to me that 
thermal guys and structure guys talked a lot together before they started. 

CHIMENTI: Well, that's always a problem but nobody asks why were the thermal 
models where they were. I think basically what dictated where those models 
cropped up was the structupes people had come over to the thermal discipline 
and said I got a concern in this area and we need some good temperatures here 
and so the thermal people would go off and build a detailed model in that area 
and this evolved into the 125 or so thermal math models. So they were doing 
some talking but maybe not as much as they should have. 

CARTER: I kind of also have the impression that the thermal guys speaking to 
the structures man essentially said, well, here is all of the stuff, you smear 
it around. So you put guys like me with one class of therm0 smearing those 
temperatures. I would not do it that way if I were doing it. 

CHIMENTI: That's a valid comment. As a matter of fact I think the structures 
people at Rockwell did most of the smearing of temperatures. Maybe the reason 
was that the structures people knew what they really wanted and they didn't 
want a temperature here and a temperature there but they wanted integrated 
average temperatures of this plate or this rod or whatever. So that is the 
way it was. 

DIXON: I would like to make one comment on the comment that Dr. Lee made that 
out in the real-world environment you have a thermal analyst over here and a 
structural analyst over there. This was in connection with the integrated 
analysis capability that Professor Thornton was talking about. Here at 
Langley our environment is certainly much different than that, but when we got 
started on that scramjet study our experiences indicated that we needed a new 
breed of engineer who is a thermal-structural analyst. In our finite element 
work we are trying to develop thermal finite elements geared to what the 
structures man is going to want to do when he is calculating the effects of 
thermal loads. How long it takes before that kind of person begins to find 
their way into industry I don't know, but here at Langley most of our people 
that are involved in the thermal work have also had a structures background 
and are doing the combined analysis to try to get around the communication 
problem. 

CARTER: One of the things that you have to be aware of, as Ed pointed out, is 
that these guys are doing 125 models; they just cannot all be super experts. 
So again you eventually need to have something that is practical for the 
average guy. I don't know what the answer is to that. 
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SWANSON: I have to open my mouth, I am afraid. The distinction between the 
thermal analyst and the structural analyst has been around. I was in 
aerospace back in the mid-60's and we had the thermal group and we had the 
stress group and in the stress group we redid the thermal to get the 
temperatures we wanted for the structural. I think this seems to be unique to 
the aerospace industry. We don't see this in the automobile engine block 
analyses, transistor analyses, and all the other coupled thermal-structural 
analyses that go on outside of the aerospace industry. This seems to be a 
unique phenomenon. I don't know why; maybe it just started that way and then 
propagated but in types of industries where they said let's start doing 
detailed analyses, they have not imposed this artificial distinction between 
thermal and structural analyses. There is a thermal-structures analyst. He 
does the switching temperature distribution in the transistor. He does the 
temperatures in the print circuit, read heads, or whatever. It is part of the 
entire design package. So let us say it looks like it is unique in aerospace 
and not necessarily in all industries. Perhaps one of the reasons for that is 
that you got 300 stress men, maybe 50 or 60 thermal men working on this one 
project, so you know, the order of magnitude of projects is very large. 

CHIMENTI: I think there is another point that needs to be brought out 
concerning that. In the thermal analysis world, I think, the thermal stress 
part of it is just one small piece of what the thermal analyst is doing. Just 
like in structures analysis I am sure that the thermal stress is just a small 
piece of what the structures guys are doing. If all the thermal analyst had 
to do was thermal stress analysis it would be a different situation. 

DIXON: We have time for about one more question or comment. 

CHIMENTI: I have one comment and I hope I am not opening up a bag of worms 
here but I have a concern after listening to a lot of the papers here and 
maybe interpreting the flavor of the way a lot of people are thinking. It 
appears that in some instances the concept of a turnkey operation is almost 
being proposed here where you push the button and out spits a thermal model, a 
thermal analysis, structures model and a structures analysis. Being an old 
thermal guy I guess that bothers me. I know that I have enough problems 
myself with people who have thermal expertise in assuring the temperatures 
that they generate are correct and I think that problem would really be 
compounded if you had people that are not thermal people generating 
temperatures. In some of these programs, specifically with implicit 
techniques, they're stable, they will give you numbers. They may not be the 
right number and one of the beauties I have really felt of the explicit 
technique is that you know when it is stable and when it is not. They do a 
lot of crunching to give you a number but I have confidence in that number 
when they get through versus I have always had problems with the implicit 
technique because you really get into a situation where you think you have a 
good number but you really don't. 

DIXON: I am going to have to turn off the discussion now. I do want to bring 
up just one final thing. I got several questions last night about were we 
going to have a conference like this again some time and my initial reaction 
was, sure it wasn't a whole lot of work and I think we got some things done. 
Reflecting on it last night, I felt like some members of my staff would have a 
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little bit different answer, but if they have time to recover they probably 
would have a positive response and I think the thing that will really 
determine whether we have another one is responses from you attendees. If you 
felt it was worthwile or in another couple of years it would be worthwhile to 
do one if you would tell Howard or me or drop us a line or call us some time. 

CARTER: Sid, tell them to tell their management. 

DIXON: Personally, I think there is a void in the technical societies that 
they intend to have the thermal people getting together ahd the structures 
people getting together and although we tried to aim this at thermal 
structures people we couldn't avoid bringing in some of the structures things 
and I think the focus we would like to see in the future is the thermal. 
structural problem as a whole. So that is a question that is up in the air 
and your actions with comments back to us and your management will go a long 
way in whether we do this again. 

Howard, shall we close it? OK, we are through. Thank You. 
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Figure 5.- Software development needs. 
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Figure 8.- Options to decrease analysis time. 
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Figure ll.- Basic disciplines in the development of computational procedures 
for heat transfer. 
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Figure 13.- State of the art in computational heat transfer. 
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Figure 14.- Computer programs surveyed. 
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(A) FINITE ELEMENT TECHNOLOGY 

FORMULATI VE ASPECTS AND ELEMENT DEVELOPMENT 

0 ALTERNATE MULTIFIELD FORMULATIONS (MIXED AND HYBRID FINITE 
ELEMENT MODELS) 

0 EQUIVALENCES AND SIMILAR ITIES BETWEEN ELEMENTS 

0 SPECIAL ELEMENTS (E.G. BOUNDARY LAYER AND INFINITE ELEMENTS) 

MESH DESIGN 

. HIERARCHICAL FINITE ELEMENT APPROACHES AND ADAPTIVE REFINEMENT 
OF MESH (EQUIVALENT TO MULTIGRID FINITE DIFFERENCE METHODS) 

. A POSTRIORI ERROR ESTIMATE 

TRANSIENT ANALYSIS 

. EXPLICIT, IMPLICIT AND MIXED EXPLICIT/IMPLICIT TEMPORAL 
INTEGRATION TECHNIQUES 

. OPERATOR SPLITTING AND PARTITIONING SCHEMES 

0 AUTOM.ATIC TIME-STEPPING STRATEGIES 

Figure 15.- Some recent advances that will impact computational heat transfer. 
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Figure 16.- Additional recent advances that will impact computational heat transfer. 
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Figure 17.- Curvilinear finite difference grids. 

Figure 18.- Curvilinear finite difference grid. 
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Figure 19.- Recent advances that will impact computational heat transfer. 
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Figure 20.- Future directions. 
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Figure 21.- Overall view of stress/finite element model. 
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Figure 22.- Locations - detailed thermal gradient models. 
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Figure 23.- Locations - detailed thermal gradient models (concluded). 

Figure 24.- Wing rib Pratt truss thermal models. 
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Figure 25.- ASKA structure model nodes. 
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Figure 26.- Today's needs for large integrated thermal structures analysis. 
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Figure 27.- Dryden thermal structural response research - current activities. 
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Figure 28.- FSS 877 temperatures. 
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Figure 29.- FSS 877 thermal stress. 
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Figure 30.- WS 240 temperature measurements. 
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Figure 31.- WS 240 thermal stress. 
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Figure 32.- Dryden thermal structural response research - future plans. 
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Figure 33.- Dryden thermal structural response research - observations. 
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SURVEY OF COMPUTER PROGRAMS FOR HEAT TRANSFER ANALYSIS 

Ahmed K. Noor* 
Joint Institute for Advancement 

of Flight Sciences 
NASA Langley Research Center 

INTRODUCTION 

The significant advances made in numerical discretization techniques, coupled 
with the rapid developments in computer hardware and software provided the foundation 
from which general-purpose programs for heat transfer analysis have evolved. After 
more than two decades of development, a wide variety of these programs are currently 
being used in government and industry for heat transfer analysis of practical problems. 
Depending on the criteria used for identifying general-purpose heat transfer analysis 
programs, estimates of. their numbers vary between thirty and seventy. In addition, 
several special-purpose and research-oriented heat transfer programs are in existence. 
The potential user of a heat transfer analysis program is now faced with the problems 
of 1) getting information about, and sorting out, existing heat transfer analysis 
programs; and 2) identifying the program that is best suited for his particular needs. 

While a number of bibliographies, data sheets and tables have been compiled about 
finite element software (see, for example, Refs. 1, 2 and 3), little has been published 
on the assessment of programs used for heat transfer analysis. The best known publi- 
cation on this subject is Ref. 4 which was prepared by the Committee on Computer 
Technology of the ASME Pressure Vessels and Piping Division and includes information 
about eleven programs used for thermal analysis. The present paper goes well beyond 
the scope of Ref. 4. Specifically, the objective of this paper is to give an overview 
of the current capabilities of thirty-eight computer programs that can be used for 
solution of heat transfer problems. These programs range from the large, general- 
purpose codes with a broad spectrum of capabilities, large user community and compre- 
hensive user support (e.g., ANSYS, MARC, MITAS II, MSC/NASTRAN, SESAM-69/NV-615) to 
the small, special purpose codes with limited user community such as ANDES, NNTB, 
SAHARA, SSPTA, TACO, TEPSA and TRUMP. The capabilities of the programs surveyed are 
listed in tabular form followed by a summary of the major features of each program. 
As with any survey of computer programs, the present one has the following limitations: 
a) It is useful only in the initial selection of the programs which are most suitable 
for a particular application. The final selection of the program to be used should, 
however, be based on a detailed examination of the documentation and the literature 
about the program; b) Since computer software continually changes, often at a rapid 
rate, some means must be found for updating this survey and maintaining some degree of 
currency. Nevertheless, the author feels that the present survey can serve as a focal 
point for the user community interested in heat transfer analysis. 

Before listing the capabilities of the programs, some of the sources of infor- 
mation about computer programs and references on the background material needed for 
effectively using the programs are listed, and guidelines for selecting the code are 
discussed. 

*Professor of Engineering and Applied Science, 
George Washington University 
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SOURCES OF INFORMATION ABOUT COMPUTER PROGRAMS 

A partial list of users groups and software dissemination services that provide 
information about computer programs for heat transfer analysis is given subsequently. 
A list of cooperative users groups and finite element software dissemination services 
can be found in Ref. 5. 

l ASIAC - Aerospace Structures Information and Analysis Center, AFFDL/FBR, 
Wright Patterson Air Force Base, Ohio 45433 

l COSMIC - Computer Software Management and Information Center, Suite 112, 
Barrow Hall, University of Georgia, Athens, Georgia 30602 

0 ICP- International Computer Programs, Inc., 9000 Keystone Crossing, 
Indianapolis, Indiana 46240 

l National Energy Software Center, Argonne National Laboratory, 9700 South 
Cass Avenue, Argonne, Illinois 60439 

l NTIS - National Technical Information Service, U.S. Department of Commerce, 
5285 Port Royal Road, Springfield, Virginia 22161. 

BACKGROUND MATERIAL NEEDED FOR EFFECTIVE EVALUATION 
AND USE OF COMPUTER PROGRAMS FOR HEAT TRANSFER ANALYSIS 

The user of a computer program for heat transfer analysis is dependent on the 
detailed knowledge about the principles, algorithms and assumptions behind the program 
features for the proper selection of models and algorithms as well as for monitoring 
the solution process. There are also many heat transfer problems whose solution may 
require modifying (slightly) the program. Therefore, the effective evaluation and use 
of heat transfer programs, requires some knowledge about the following disciplines: 

l Principles of heat transfer and formulation of thermal problems. 

l Solution techniques for linear and nonlinear steady-state thermal problems. 

0 Temporal integration and solution techniques for nonlinear transient thermal 
problems. 

l Considerations for the design of software systems for heat transfer analysis. 

GUIDELINES FOR SELECTION OF A COMPUTER PROGRAM 

The analysis capabilities and user features vary considerably from one code to 
the other, and therefore, it is often difficult to identify the proper code that meets 
a specific need. A number of factors which affect the selection of a code are enumer- 
ated in the succeeding paragraphs. The order in which the factors are listed does not 
necessarily reflect the priority which should be given each factor; this remains the 
responsibility of the user of the code. For a detailed discussion on the technical, 
operational and commercial criteria for selecting a code see Refs. 6 and 7. 

488 



1. Ana.lyh& CapabiLiLie?l 

These include the range of applications and limitations of the code. The limi- 
tations include both those implied by the formulation aspects and numerical solution 
procedures adopted by the code as well as the element library available in the code. 

2. Adequacy 06 Uhm-Onietied Featwru 

For heat transfer analysis the user's features such as automatic (or semi- 
automatic) mesh (or model) generation, error checks, displays of original model and 
of various intermediate results, and mechanism for data transfer to other program 
packages (e.g., thermal stress analysis program) are essential for the effective use 
of the analysts' time. 

3. MainXainabilLfy 

Because of the rapid advances in computational methods, computer software and 
hardware technology, the maintenance of heat transfer codes usually includes updating 
the computational modules, extending the capabilities of the code and improving its 
performance. There exist well-established formal mechanisms of integration and. 
quality assurance of software extensions. Maintenance of the code by personnel other 
than the developer (e.g., user's organization) can be quite expensive and time 
consuming. 

4. Adequacy 06 Uhm Suppoti Faciei;tiu 

In addition to the printed documentation (user manuals, training manuals, pro- 
gramming manuals, sample problems and test cases), the following services are 
desirable: training courses, users meetings, hotline consulting, assistance by data 
centers and consulting organizations. 

5. Potiability 

Although most of the heat transfer codes are written in standard FORTRAN IV 
language, a code developed on one computer system may not be entirely compatible with 
another system due to differences in I/O facilities, operating system, precision of 
the machine (e.g., UNIVAC versus CDC), etc. 

Once a code is acquired and implemented on the user's computer system, it is 
important to establish its reliability by bench-mark problem runs. For a discussion 
of verification and qualification procedures see Ref. 8. 

6. Expe~.Lence 06 Othext Uaem 

This can be invaluable if the users are objective in their evaluation and are 
familiar with some of the other software packages. 

PROGRAM SURVEY AND DESCRIPTION 

This section gives an overview of the capabilities of thirty-eight computer pro- 
grams for the solution of heat transfer problems. The majority of these programs use 
either finite elements or finite differences for the spatial discretization. Some of 
the programs have a much more limited scope than others. The information presented 
herein is based on a questionnaire sent to the developers of each program. The capa- 
bilities of the programs are listed in tabular form followed by a description of each 
program. 
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Temperature or Flux Exceedances 

Others (see program abstracts) 



c 

L 

~ 3. 

- 

Hidden Lines or Surfaces 

Orthographic Views 

Perspective and Isometric Views 

Section View on Arbitrary Plane 

Others (see program abstracts) 

e) Other Facilities 

Digitizer Input (.I I 1' / I 1 I 1 I I I@1 I I I I@( ibl 
Automatic Renumbering of Nodes, Elements or Equations I I.1 :.I I: I@1 I.1 I IMId I I.1 I.1 
Table Lookup of Data 

Others (see program abstracts), 

Results Output Form 

a) Tabular Output 

e 

-l--L 

l 0 0 e 

8 e 

1’1 I I I I’I I I I I I I I’l I l’l I 

I.1 l4*l.i~l.l+l I l@l@l@l@l.l I.I@I Fixed Set 

User Defined Set and Sequences 

Maximum and Minimum Quantities 

Average and Maxima for Blocks of Nodes 

Temperature or Flqx Exceedances 

Others (see program abstracts) 



Part II - Concluded 

Selective Output (e.g., by Elements or Regions) 0 0 0 0 0 0 e 0 0 0 

Histories (e.g., Time History) 0 0 0 0 0 ..@... 

Others (see abstracts) program 0 0 

4. Interactive Input and Control 

Parameter Specicification (e.g., Flux or Time Steps) 0 0 

Singularity Check 0 0 

Error Correction/Recovery a 
I ' 'I I I I 

User Control of Matrix Decomposition 

Others (see program abstracts) 
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b) File Output for User Post-Processing and Plotting 0 0 0 0 0 0 0 0 0 l . e 

, c) Plots 
! 

Isotherm Plots (Contours) of Temperatures/Flux e 0 e 0 l 0 0 0 0 e e 

Surface Functions l @ 

I 
Selective Output (e.g., by Elements or Regions) l 0 0 l l l e l 

I 
Histories (e.g., Time History) l e e e e e l e l l e l 

Others (see program abstracts) e e l e e l 

Interactive Input and Control 

Parameter Specification (e.g., Flux or Time Steps) e e e l e 

Singularity Check Singularity Check l l @ e 0 e 0 e 

Error Correction/Recovery Error Correction/Recovery 0 l 0 e 0 e e e 0 l 

User Control of Matrix Decomposition User Control of Matrix Decomposition 0 e e e l l 

Others (see program abstracts) Others (see program abstracts) e e 0 e 



III II Ill1 IIlllllI II I 

Ve~o~Lp~5ve Prrogmm Tistfk: General Purpose Structural and Heat Transfer Program 

P4og4am Vev~opm: Hibbitt, Karlsson and Sorensen, Inc., 35 South Angel1 Street, 
Providence, Rhode Island 02906. 

Date 06 Fi4~;t Re,tkahe and MahA: Recent UpdaZe: 1979 and 1981 

Gene&zt In~o4maAion: 
ABAQUS is a general purpose, structural and heat analysis code developed and maintained 
by Hibbitt, Karlsson and Sorensen, Inc. 

PtLog/ram Capab.iLLty and Scope 06 Analyhih : 
ABAQUS provides a complete capability for linear and nonlinear analysis. In addition 
to a general heat transfer capability, static, dynamic, eigenvalue buckling and soil 
consolidation procedures are included in the code. Also, a procedure for Eully 
coupled heat/stress analysis is operational. 

uheh ltie.h~ace and Modeling CapabiktLu : 
a The ABAQUS pre-processor is designed to simplify the task of data specification. 

Data may be entered in fixed or free format and are identified by leading keyword 
cards. Extensive data consistency checks are built into the code and clear messages 
are printed whenever errors are encountered. 

l ABAQUS provides a complete range of plotting: mesh plotting, contour and dis- 
placed plots at specified points in an analysis may be requested, and time history 
plots are directly obtained. Each of these plotting capabilities permits detailed 
'blow-ups', viewpoints, etc. 

l A very general printed/file output is provided as well as a flexible restart 
capability. 

SaLtion M&ho&: 
l Nonlinear transient response - Backward difference scheme. 
l Nonlinear steady state - Newton-Raphson technique. 
l Eigenvalue extraction - Subspace iteration procedure. 
a Linear equation solver - Wavefront technique. 

NotibLe l&m and LiImUom: 
All solution procedures include automatic time stepping capability. These self- 
adaptive schemes choose time (loading) increments based on user set tolerances to 
provide solutions of uniform accuracy. Automatic loading can avoid excessive 
restarting to obtain convergence and thus generally saves computer costs. 

Prrogtramming Language: ANSI FORTRAN 

ffahdNaAe/~peting S yh&m : CDC 6600, 7600, CYBER 175, 176, CDC 203, CRAY, IBM 370, 
3033, AMDAHL, UNIVAC 1100 series, VAX. 

Ptrogm Size [ffeat T&anhdcst Modutti Onty): Pre-processors 25,000; Main 50,000 
executable statements. Programs load as libraries, so that small problems 
can be fitted in quite small machine memories. 

Z?ocumention: See Ref. 9 

514 



Pnogmm Avaieabilkty: The program may be obtained from the developer: 
Hibbitt, Karlsson and Sorensen, Inc. 
35 South Angel1 Street 
Providence, Rhode Island 02906 

It may also be accessed commercially through the CYBERNET System. 

D~W?.4@a%e p4og4am Ti.t&: ADINAT - A Finite Element Program for Automatic Dynamic 
Incremental Nonlinear Analysis of Temperatures 

Ptrogrram vwe.tope4: Professor K. J. Bathe, Department of Mechanical Engineering, 
Massachusetts Institute of Technology, Cambridge, MA 02139 

Da.-& 06 Fih.h;t R&ztie and M0h.t Recent Upda;te: 1977 and 1981 

Genmat 7n~omtion : 
ADINAT is part of the ADINA system together with the general purpose code ADINA and 
the pre- and post-processor ADINA-PLOT. ADINAT is a proprietary code which is main- 
tained and further developed by ADINA Engineering with offices in Vasterzs, Sweden, 
and Boston, Massachusetts. The code is available for a fee and members of the users 
group obtain the source code and all new developments as long as they remain members 
of the group. The source code is transmitted with sample data cases and their 
solutions. 

Ptrogtrcun Capability and Scope 06 AnaLyhih: 
ADINAT is a general purpose linear and nonlinear finite element analysis program for 
steady-state and transient heat transfer and analogous field problems. The nonline- 
arities may be due to temperature-dependent material properties including latent heat 
effects, element birth and death options or boundary convection and radiation 
conditions. The program can be used to restart at pre-selected time steps. Thermal 
frequencies and mode shapes can be calculated. Both concentrated and distributed 
heat flows can be applied. 

Uam lnte.&6ace and Modeling CapabiLiLLeh: 
The ADINA system includes ADINA-PLOT for pre- and post-processing. At present the 
capabilities of ADINA-PLOT are oriented towards ADINA but a temperature tape can be 
output from ADINAT for further processing in ADINA-PLOT with printing and plotting 
of selected results in the form of tables, curve plots, etc. 

So&&ion Mtiho&: 
a Nonlinear transient response - Implicit and explicit time integration, Euler 

backward and forward method, trapezoidal rule and the a-family method. Equilibrium 
iteration. 

l Nonlinear steady-state problems - Incremental solution, modified Newton-Raphson 
method. 

l Equation solver for linear equations - Compacted out-of-core solver. 
l Extraction of frequencies and mode shapes - Determinant search method. 

>NoZabLe 1Omh and Limiaktiom : 
ADINAT offers a very large range of applications in linear and nonlinear analysis 
with relatively few effective elements, a good library of material models and ef- 
fective numerical methods. The program can be employed effectively in linear 
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analysis and then, with only a few input changes, in relatively simple and very 
complex nonlinear analyses. 

Ptrog’tumming Lang uag e. : FORTRAN IV 

Uandwane/~p~ng Syhxtem: Among mini- and supercomputers, installations are VAX, 
PRIME, CYBER 203, and CRAY. 

P4og4clm Size: Approximately 12,000 source statements of the core program; 
ADINA 45,000 statements. 

Documention: See Refs. 10 to 13 

Pn_ogeam AvcGLab.ikty: Source program of ADINAT is available by joining the ADINA 
Users Group (for a fee). Contact: 

ADINA Engineering AB 
Munkgatan 20 D 
S-722 12 Vasterzs 
Sweden 
Tel. 021-14 40 50 
Telex 40630 ADINA S 

V~ctiptive P4og4um T,is-t&: Abbreviated General Thermal Analyzer Program 

P4og4cun vevelopul: Grumman Aerospace Corporation, Bethpage, New York 11714 

VcLte 06 F&X Re.&a~e and Mod Recent Update: 1965 and 1980 

Gene.kaL ln~otunation: 
AGTAP is a general thermal analyzer designed to solve both simple problems requiring 
rapid solution and unconventional problems for which extensive supplementary calcu- 
lations are necessary. 

Phogtram Capability and Scope 06 Analyni3 : 
This program is capable of solving thermal models of up to 1,000 nodes with 2,000 
conduction and 2,000 radiation connectivities. 

Uhe,t Tntetrdace and Made-k&g Cupab,iliLh : 
The preprocessor code TANG provides model generation capability with output formats 
compatible with AGTAP. A post-processor plotting capability is also available. 

SoLutian Me.Xhudn: 
The solution technique employs a "lumped parameter" approximation of the problem 
which is solved by a finite difference iterative procedure. 

Notable TXtet~ and Lim~tioti: 
The program features three options to insert specialized calculations into the 
solution. Evaluation of the maximum critical time step is provided, but not 
internally controlled. 

Ptrog4umming Languuge: FORTRAN IV 

5i6 



tlartdwa&e/~pe4&&g Sqhtem: IBM 370 (OS/VS> 

P/ragham Size (treat Thanhdeh Mod&W Only) - Numbeh 06 Sotice S;taZemena% 06 
C04e PhogtLam, P4e- and POh~-PhOc&L504A : 
The most recent version contains 905 source statements. 

Vocwnwta;tion: Informal report describing method of solution, program operation, 
data preparation and sample problems is available. 

Phog4um Avaiecrbmy: For further information contact: 
Dr. John G, Roukis 
Mail Stop B22/35 
Grumman Aerospace Corporation 
Bethpage, New York 11714 

&Achi~~ve PhOgham TLMQ: Acoustic Non-Destructive Evaluation Stress Analysis 

P4Ogham VeveLopct: Dr. A. F. Emery, Department of Mechanical Engineering, University 
of Washington, Seattle, Washington 98195. 

Date 06 Fit&t ReLeahe and MonA: Recent Updafe: September 1980 and September 1981 

Gene,f& ln6anmaaXun: 
ANDES is designed to calculate stresses and residual stresses for comparison with 
acoustic experimental tests. Phase changes, temperature-dependent properties, time- 
dependent properties, and time-dependent boundary conditions are treated. Dynamic 
core allocation. 

PhOg4um CapabL&ty and Scope Oh AnaA?yhih: 
Two-dimensional and axisymmetric problems. Transient with nonlinear boundary 
conditions. 

Uheh 7nZtendace and Mod&&g CapabZLAiti : 
Batch processing. Interactive graphic input of mesh. Separate mesh generator or 
internal generation of simple meshes. 

So&Lion MeLhod: 
Direct solution of equations with incremental iteration for nonlinear problems. SOR 
method if specified by user. User prescribed convergence criterion. Convergence 
based upon rms or maximum error. 

P4oghamming language: FORTRAN Extended. 

/-kVdNwiQ/~pQh~ng SqhhJn: CDC CYBER 175/750, NOS operating system, CDC 6000 series, 
NOS/BE operating system. 

PhOgham Size (HeaX Tkanh 6e.h Mod&U OnLy) : 
This program contains approximately 3,000 cards. Pre- and post-processors approxi- 
mately 3,000 cards each. 

~ocumen;ttion: See Ref. 14 
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Phogham AvailubLLLty: On request from program developer. 
cost: Approximately $200. 

Ve,hdp;tive Pxogmm Tia2e: ANSYS 

P4og4.a.m veveeope4: Swanson Analysis Systems, Inc., P.O. Box 65; Johnson Road, 
Houston, PA 15342. 

IlaZe 06 F&&t Rehuhe and MohX Recen;t UpdaZe: 1970 and 1981 

ANSYS is a proprietary finite element program first offered by Swanson Analysis 
Systems in 1970. ANSYS, Rev. 4, is the most current release. ANSYS is supported by 
Swanson Analysis Systems, Inc., in Houston, Pennsylvania and by consultants in 
Los Angeles, California and London, England. 

Pkogkam Capability and Scope 06 Andyhih: 
ANSYS is a general purpose program for steady state and transient heat transfer, as 
well as structural analyses. Thermal-electrical capabilities and thermal-fluid flow 
capabilities are also available. Loads include specified temperatures, heat flows, 
convections and/or internal heat generation. Any thermal solution may be input as a 
load to a structural analysis. The finite element model is identical; the user need 
only select structural members from the element library. 

Use4 ltimdace. and Modeling CapabLL&h: 
l A powerful preprocessor facilitates complete input data preparation. Model 

geometry, loads, materials, and analysis options can be described. Many plotting 
options exist to verify geometry and loads. The preprocessor can be operated in 
interactive or batch modes. 

a Different post-processors aid the user in results evaluation. Isotherms can be 
plotted, graphs of temperature versus time are available and results can be scanned 
for user specified temperature and/or heat flow ranges. 

Elmeti tibmty: 
A complete library of line, area, shell and solid elements is available. Axisymmetric 
elements with axisymmetric or nonaxisymmetric loads may be used to perform a three- 
dimensional analysis with a two-dimensional model. Convection, conduction and 
radiation element types may be used. Each thermal element has an analogous structural 
element so that the same model can be used in a structural analysis where the temper- 
ature solution is a load. 

Solution M&ho&: 
l Transient analysis - Modified Houboldt method. 
l Linear equation solver - Wavefront technique, Gaussian elimination on 

substructures. 

Nofable l;tem~ and Lhhixtiom: 
Phase change problems can be solved. One of the most powerful features of ANSYS is 
the ease with which a thermal model can be used in a structural analysis. 

~4og4finming Language: ANSI FORTRAN 
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Hm&me/UpWng syh;tem: CRAY, CDC, IBM, AMDAHL, UNIVAC, Honeywell, PRIME, 
DEC VAX, Harris. 

PhOghm Size: 100,000 lines of code. 

Vocumetition: See Refs. 15 and 16 

Phogham AvaieabiLL-tq: ANSYS is available at most data centers in the United States, 
and Europe. ANSYS can be leased on an in-house basis. Charges are cents/CP second 
based on machine speed or fixed cost/month for some in-house leases. Contact the 
developer for further information. 

khU.icnipa%~e Ptroghm Ti222: Linear/Nonlinear Thermal Analyzer of the ASAS Range of 
Finite Element Programs 

PhOghCUn ~iLve..tO~~: Atkins Research and Development, Parkside House, Woodcote Grove, 
Ashley Road, Epsom, Surrey, England 

V&e a6 Fihkt Release and Moa;t Recent UpdaZe: 1973 and 1981 

GenemA? ln~omtion: 
a ASASHEAT is a proprietary code developed and maintained by Atkins Research and 

Development. Development started in 1972 with the first release in 1973. Nonlinear 
capabilities were incorporated in 1981 which is also the date of the latest update. 
The program is supported from the headquarters in Epsom; England, and from Houston, 
and H. G. Engineering, Ltd., in Ontario. 

l The program is modular in design with free format-list directed format input and 
extensive data checking, model creation and solution modules. Complete saving and 
restart facilities are incorporated. 

l The nonlinear capabilities include: temperature dependent material properties, 
surface radiation to and from surroundings, temperature dependent free and boundary 
layer convection, temperature dependent internal/nodal heat generation and thermal 
flux for both steady state and transient analysis. 

Uheh lntct~ace and ModeRing CapabiliLen: 
As a result of developments in the field of interactive mesh generation, the ASAS 
system incorporating ASASHEAT is designed to interface with proprietary pre- and 
post-processors. 

El!ement Libtrahy: 
The linear/nonlinear elements include: uniaxial, two-dimensional Cartesian, axisym- 
metric and three-dimensional isoparametric elements. For coupled thermal-structural 
analysis, structural elements default automatically to thermal ones. 

SoL&an M&ho& 604 NontXneart Phoblem : 
Nonlinear transient response: Implicit integration; coupled Crank-Nicholson and 
corrective iterative scheme. 
Nonlinear steady state response: Corrective iterative scheme applied to steady state. 
Equation solvers for linear problems: Out-of-core, in-core modified frontal solver. 
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NoXabLe l&mh and lAni%tiovu: 
The program is under continual development. Greater flexibility in heat flux output, 
intersurface radiation, forced convection and phase change effects are being 
developed and included. 

Phog4amming Language: Portable ANSI FORTRAN 66 

fkx4dwa4e/@xYuting Syhtem: UNIVAC 1100 series, SIGMA, PRIME, VAX U/780, IBM 360 
series. 

Paogmn Size (ffed Thanh,@~ Modulen OntyI: 
Core Program: 35,000 statements 

~ocume~on: See Ref. 17 

Ptogtram AvaieabiLLty: The program is available at several bureaus and computer 
installations. For further information the developer's Support Manager should be 
contacted. Absolute versions only are distributed. Program fees are negotiable 
with developer. 

Ve,5~&cttip;tive Phogham TLtte: FLHE - FLOW of Heat by Finite Elements - - 

Phogham VeveLope4: The overall system was developed by Dr. T. K. Hellen and col- 
leagues, Central Electricity Generating Board, Berkeley Nuclear Laboratories, 
Berkeley, Gloucestershire GL13 9PB, England. FLHE was developed originally by 
Mr. K. Fullard and is maintained by Dr. M. A. Keavey at the above address. 

VCL& od Fh;t RQL'QCUQ and Mohk RWU& UpdaZe: 1971. Level 3 released in 1981. 

Genti ln~omtion: 
BERSAFE is a general purpose finite element system started in 1968. It has been 
developed for the Central Electricity Generating Board at Berkeley Nuclear Labora- 
tories, and has been available for purchase since 1970. FLHE is the. component dealing 
with thermal analysis within the overall BERSAFE system. 

Prtogham Capabikty and Scope 06 Anak?yhi.A : 
General purpose program linking the functions of thermal analysis, stress analysis 
(elasticity, plasticity, creep, large displacements), and linear dynamics. Extensive 
pre- and post-processor aids are available. A wide range of finite elements exist 
for two-dimensional and three-dimensional beams, plates and shells. 

So&Lion Mtihoak : 
l Transient analysis - Crank-Nicholson scheme. 
l Linear equation solver - Wavefront technique. 

No;tabLe l;tenu and Limtitionn: 
Storage use is dynamic so the limitations on most variables are imposed by available 
core - on our system this is very large. Semibandwidth is the only notable limitation 
(currently 1,000 for stress analysis, but can easily be increased). The stress 
analysis package uses substructuring techniques and is particularly powerful for 
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fracture mechanics, as is the nonlinear version. Plasticity, creep and cycling are 
also well used, often coupled to previous transient temperature analyses. 

P~ogh.amming Language: FORTRAN IV 

Hatrdwme/OpUng S yntm: IBM (MVS, MVT, DOS), UNIVAC, AMDAHL (MVS), ICL, VAX (MVS), 
Burroughs, PRIME. 

P~agtirn Size (ffeaat T/tatiiet Mod&en Only] - Numbcx 06 S&we Skatemev& 06 Coke 
Pkognam, We- and PO&-Ptroc~naam : 
Size of core is approximately 420 K bytes on IBM. Source statements for FLHE is 
approximately 10,000. The stress analysis and pre- and post-processor programs are 
much larger - the whole system being well over 100,000 statements. 

Vocwne~on: See Refs. 18 to 20. 

Phagtuun Awail.ab.iLLty: The programs are available from the BERSAFE Advisory Group at 
the above address (Mr. G. Marshall). The price for a five year license for source, 
including support and maintenance, is from $10,000 for the thermal analysis program 
including relevant pre- and post-processors. 

V eh ctip;tiv e Ptragtram 
A General Transient 

CAVE I, II, III 

TAX&: CAVE (Conductive Analysis Via Eigenvalues) 
Heat Transfer Computer Code Utilizing Eigenvectors and Eigenvalues. 

Grumman Aerospace Corporation, Bethpage, New York, under a con- 
tract for NASA Langley Research Center, Hampton, Virginia. 

Da& 06 Fi.m;t R&eme and MO&~ Re-cent Upda.te: November 1977 through October 1979 

l The computer code CAVE III (Conduction Analysis Via Eigenvalues for Three- 
Dimensional Geometries) provides a convenient and economical tool for predicting the 
transient temperature response of structures. This code is an extension of the work 
done under contract NASl-13655 for two-dimensional geometries. CAVE III is written 
in FORTRAN IV and is operational on both the IBM 370/165 and CDC 6600 computers. 

a The method of solution is a hybrid analytical-numerical technique which utilizes 
eigenvalues (thermal frequencies) and eigenvectors (thermal mode vectors). The 
method is inherently stable, permitting large time steps even with the best of con- 
ductors with the finest of mesh sizes which can provide a factor-of-five reduction in 
machine time compared to conventional explicit finite difference methods when struc- 
tures with small time constants are analyzed over long time periods. This code will 
find utility in analyzing hypersonic missile and aircraft structures which fall 
naturally into this class. 

l The code is a completely general one in that problems involving any geometry, 
boundary layer conditions and materials can be analyzed. This is made possible by 
requiring the user to establish the thermal network, e.g., node capacitances, con- 
ductances between nodes, etc. Dynamic storage allocation is used to minimize core 
storage requirements. 

l The report is primarily a user's manual for the CAVE III code. Input and output 
formats are presented and explained. Sample problems are included which illustrate 
the usage of the code as well as establish the validity and accuracy of the method. 
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PtroghAm Size (Heat Than&&vL Moo!u&A Only) - Numben 06 Soutce Se&zakme& o,j Cohe 
Phogham, Phe- and POh;t-PhocUhOhh : 
The CAVE programs contain approximately 1,600 source statements. The pre-processor 
network generator and graphics package for CAVE III contains an added 1,400 lines 
of code. 

VocumevLta;tian: See Refs. 21 to 23. 

Phoghum AvaieabLtiXy: This program is available from Grumman Aerospace Corporation. 
For further information contact: 

Dr. John G. Roukis 
Mail Stop B22/35 
Grumman Aerospace Corporation 
Bethpage, New York 11714 

V~isctiptive PrragtLam T,i.a%t: Geometric Configuration Factor Program 

Phog&Am ~DeV~~O~~: Grumman Aerospace Corporation, Bethpage, New York 11714 

IlaZe a& FdM Rti~e and MaaX RecenX UpdaZe: 1964 and 1975 

This program was originally developed by Grumman to determine geometric configuration 
factors between surfaces for the LUNAR Module and Orbiting Astronomical Observatory 
Projects. 

Phogtunn Capability and Scope 06 Ana.ty/J&: 
The program determines geometric configuration factors between convex planar polygons. 
Thermal radiative behavior is in accordance with Lambert's Law. 

UNTIL ln-teh~ace and ModcLing Capab-LLLti~: 
Versions have been developed for up to two hundred surface geometries. Graphics pre- 
processor packages will provide model generation and model verification capability. 

Solution M&hod: 
CONFAC uses the method of contour integration and includes the effects of intervening 
surfaces in the results. Surfaces are divided into subareas based on a user selected 
mesh size. 

No;tabLe 1;temn and finL&uXo~n: 
This program is limited to planar convex polygons that are described by a maximum of 
ten vertices. Intersecting surfaces (other than a common edge) cannot be treated 
without subdivision to eliminate the intersection. 

Phoghamming Language: FORTRAN IV 

Hahdwa,W./C)p~ting Syhh.m: IBM 370 (OS/VS> 

Phogham Size (Heat Thanc!&A Modubu &L&J) - Numbm 06 Source StaXemeti a 6 COhe 
PhOgha.m, Phe- and Poht-PhocUhohA : 
This program contains approximately 1,250 source statements. 
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Vocwnevttdtion: Informal users guide documentation is available. 

PhOghCUn Ava.ZabUy: For further information contact: 
Dr. John G. Roukis 
Grumman Aerospace Corporation 
Mail Stop B22/35 
Bethpage, New York 11714 

hhd~tive Phogham TLtkZe: Grumman Orbital Heat Flux Program 

Phogham Vevelopeh: Grumman Aerospace Corporation, Bethpage, New York 11714 

V&e 06 Fh.d R&e&se and Man2 Recent Update: 1965 and 1980 

Genenat In~ohmcuXon: 
This program was developed by Grumman to evaluate the orbital environments of the 
Orbiting Astronomical Observatory and the Lunar Module. Its verification was based 
on extensive correlation with flight test data from these programs. 

Phagtram Capabtiy and Scope 06 AndyhiA: 
This program calculates solar, planetary albedo and planetary emission fluxes for up 
to one hundred surfaces of any orbiting vehicle. Blockage of the environment by 
intervening surfaces can be accomplished by tabular input. Six different vehicle 
orientation modes are available. 

SokkiAi.on M&ho& : 
Computation of albedo and IR fluxes can be accomplished with options of either numeri- 
cal integration or an approximate technique for determining the form factors between 
the planet and the vehicle. 

No;tabLe Meti und Li.m,iXuZoti: 
Blockage effects for albedo and IR fluxes are only available if the numerical inte- 
gration option is selected. 

PhOghUmtiMg Language: FORTRAN IV 

/&#&ua,&e/@~ting Syhbn: IBM 370 (OS/E> 

Phogham Size (/-/eat Tha~ndeh Mod&W Only) - Numbeh 06 Souhce SX&&.men& 06 COhe 
PhOghCW, Phe- and Poh;t-Phoc~ho~: 
This program contains 770 source statements. 

Vocwnetition: Informal users guide documentation is available. 

PhOgtcam Auaieabi.Uty: For further information contact: 
Dr. John G. Roukis 
Grumman Aerospace Corporation 
Mail Stop B22/35 
Bethpage, New York 11714 
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Vehcdptiwe Phoghum Ti.Se: Finite Difference Heat Conduction Program 

Phog~ ‘hW&~~: W. D. Turner, D. C. Elrod, I. I. Siman-Tov, Union Carbide 
Corporation, Nuclear Division, Oak Ridge, Tennessee 37830 

Vaate 06 F&f R&eahe and MohT Receti UpdaZe: March 1977 and July 1979 

Genucut 7n~otuna;tion: 
HEATING5 was written over a period of years by personnel at Union Carbide Corporation, 
Nuclear Division, Oak Ridge, Tennessee, and was funded by various departments of the 
Department of Defense and the U.S. Nuclear Regulatory Commission. 

Phogham CapabLLLty md Scope 06 AnaIyhih: 
HEATING5 is a general purpose heat conduction code designed to solve steady-state 
and/or transient heat conduction problems in one-, two- or three-dimensional 
Cartesian or cylindrical coordinates or one-dimensional spherical coordinates. 

Uheh lntetdace and Modeling CupabiLiXL~: 
The user defines the problem by a series of regions having common characteristics. 
HEATING5 generates the nodal configuration from this information. Parameters may be 
defined by built-in functions or by user-supplied functions. 

SoLtion Mtihoo!h : 
Steady-state problems are solved by SOR with Aitken's extrapolation. Transient pro- 
blems may be solved by either implicit schemes ranging from Crank-Nicholson to fully 
implicit or by forward difference technique or Levy's extrapolation procedure. 

NotabLe l;tm and ,!imLtcl;tio~n: 
Variable-dimensioned with respect to maximum number of nodes. 

Phoghamming Language : FORTRAN IV 

Ua4dwaheIOpmting syh-tem: IBM 360, IBM 370, IBM 3033, CDC 6600, CDC 7600. 

Vocumen-zi&ion: See Ref. 24 

Phugham AvaiIub-iLLfy: 
Radiation Shielding Information Center 
Oak Ridge National Laboratory 
Oak Ridge, Tennessee 37830 

or: 

National Energy Software Center 
Argonne National Laboratory 
9700 South Cass Avenue 
Argonne, Illinois 60439 

524 



khU~/+tive Ph0gha.m T.&&t: Finite Difference Heat Conduction Program 

Phogham tkv&~Uz: W. D. Turner, D. C. Elrod, G. E. Giles, Union Carbide Corporation, 
Nuclear Division, Oak Ridge, Tennessee 37830 

Pa.& 06 F.&.&t R&k.ue and Moht Recent Upda&: October 1981 

Genti ln~ohmation: 
HEATINGG, an extensive revision of HEATING5, was written by personnel at Union 
Carbide Corporation, Nuclear Division, Oak Ridge, Tennessee, and was primarily 
funded by the Transportation Branch, Nuclear Materials Safety and Safeguards, U.S. 
Nuclear Regulatory Commission. 

Pmghmn CapabiLity and Scope 06 AnaXyhih : 
HEATING6 is a general purpose heat conduction code designed to solve steady-state 
and/or transient heat conduction problems in one-, two-, or three-dimensional 
Cartesian or cylindrical coordinates or one-dimensional spherical coordinates. 

uheh lntek~ace and Modeling CapabUti : 
The user defines the problem by a series of regions having common characteristics. 
HEATING6 generates the nodal configuration from this information. Parameters may 
be defined by built-in functions or by user-supplied functions. 

SokluXon M&o&: 
Steady state problems are solved by direct solution techniques or by SOR with Aitken's 
extrapolation. Transient problems may be solved by either implicit schemes ranging 
from Crank-Nicholson to fully implicit or by forward difference technique or Levy's 
extrapolation procedure. 

No;tabLe l;temh and htitiom: 
All arrays whose length is a function of the input parameters are variable- 
dimensioned. Extensive error checking facilities are incorporated into the code. 

Ph#ghamming Lmguage: FORTRAN IV 

tkIhhe/c)pmting syh&?J?I: IBM 360, IBM 370, IBM 3033 

Phogm Size (Heat Th.um,$e,t Mod&u OnLyI - Numbuz 06 Souhce Smemeti 06 Cohe 
PhOgm, ?'he- and pOh~-phOC~hO4A: 
Core Program 15,000 

Vocu.mentaCon: See Ref. 25 

PhOghclm Avaieabtiy: 
Radiation Shielding Information Center 
Oak Ridge National Laboratory 
Oak Ridge, Tennessee 37830 
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lk5Chptiie PhOghm Tk%: A Two-Dimensional Finite Element Program for HEAT 
TRANsfer Analysis 

Phogham '&ve,topeh: Dr. W. D. Collier, United Kingdom Atomic Energy Authority (UKAEA), 
Risley Nuclear Power Development Establishment, Warrington, Cheshire WA3 6AT, England. 

V&e 06 F&G Relkuhe and MohX Recent UpdaAe: 1969 and 1979 

Gene&&’ 1 n~o~tion : 
HEATRAN was developed to meet the need of users in the UKAEA. The intention was to 
provide a simple but concise and natural means of inputting the data and to provide a 
wide range of boundary conditions. It runs about 4,000 jobs a year for UKAEA and 
other companies associated with the nuclear industry, but work is being phased over 
gradually to TAU. 

Ph#gm CapabLLLty: 
HEATRAN deals with conduction in materials of varying composition with material data 
varying with position, time or temperature. Radiation may be specified between arbi- 
trary surfaces. Boundary conditions include natural and forced convection, convection 
to a fluid whose temperature is to be found, radiation to ambient, fixed temperatures, 
fixed flux. Calculations are performed in one- and two-dimensional (slab and axi- 
symmetric) for steady state and transient situations. 

Uhm lnakh~ace and Modelhg CapabilLtiu : 
There is a simple and natural system for inputting nodes and connections. Various 
shorthands are provided. Mesh and result plots are provided and a tabular output of 
temperatures is available. Temperatures may be saved for transfer to a stress 
analysis program. 

Ekkment tibmy: Linear triangular elements only. 

SoLuLion Metho & : 
l A sparse equation solver using a variant of Gauss elimination is used. Many 

solutions stay in core using work space provided by the program at run time. Data 
is moved out of core automatically in an efficient systematic manner if in-core 
storage is insufficient. 

l Nonlinear cases use a Newton-Raphson iterative scheme. 
l Transients use a fully implicit method (backward difference) with time steps 

adjusted automatically for accuracy. 

Phog&zmn&g Language: FORTRAN IV 

tlahdw~e/@~ng Syh-ttem: IBM 370, IBM 3033 (OS/VS>; ICL 2900 (VME/B) 

P/rogmrn Size (Heat Thu~kl,(ct Mod&W ht?y) - Numbm a,$ Souwe Statemen& of; Cohe 
Phogham, Phe- and Poh;t-Phoc~hoti: 
9,500 lines 

Vocumeuz;tation: See Ref. 26 

Phogham AvaiXubiLLty: Available for use under contract on the Risley, Harwell and 
Winfrith computers of the UKAEA. 
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Source (1976 vintage) available from: 
Nuclear Energy Agency - Computer Program Library 
Gif-sur-Yvette 
Paris, France 

I MARC 

V~cdptive PhOgham T.LaZe: General Purpose Finite Element Code 

PhOghCUn ~eV~#~~: MARC Analysis Research Corporation, 260 Sheridan Avenue, 
Suite 200, Palo Alto, California 94306. 

Vtie 05 FLh&t ReRecae and MohX Recevd Update: 1970; Version 5.2 - September 1981 

Genti 1n~ohmaaXon: 
MARC is a proprietary code supported by MARC Analysis Research Corporation with 
offices in Palo Alto, California, Tokyo, Japan, and The Hague, Holland. The current 
state-of-the-art of finite element technology is adapted and incorporated into the 
program. New releases of the program are generated at the rate of about one per 
year. 

PhOghm CapabiLity and Scope 06 Analyhih : 
MARC is designed for the linear and nonlinear analysis of structures in the transient 
heat transfer, static and dynamic regimes. Anisotropic heat conduction, and latent 
heat effects are included. The heat transfer model uses element types of which a 
structural analog exists, making a decoupled thermo-mechanical analysis using the 
identical mesh possible. All properties may be thermally dependent. Numerous user 
interfaces for specification of user selected parameters make the program extremely 
flexible. Properties may be specified as a function of other state variables through 
user subroutines. 

Uheh lnteq(ace and Modeilhg CapabLEtXen : 
An interactive pre- and post-processor, MENTAT, assists in the two- and three- 
dimensional mesh generation and other data preparation areas. Post-processing 
includes displaced geometries and contours of element quantities. MENTAT interfaces 
to MARC, NASTRAN and other FEM programs. MARC also contains complete pre- and post- 
processing capabilities. 

Sokhtion Mea%od~ : 
Backward difference (modified Crank-Nicholson). 

Most of the different options can be used simultaneously to cover an extremely wide 
range of nonlinear applications: tying degrees of freedom, joining shell and solid 
elements, fine and coarse mesh, user supplied constraints, friction and gap element. 

Ph#g&amm&j Language: FORTRAN IV 

ffatLdwatLe/Opeting Syntem: CDC 6600, 7600, CYBER 175, 176, AMDAHL, IBM, UNIVAC, 
CRAY, HITAC, ACOS, FUJITSU, MAGNUSON, PRIME, VAX. 

Phogham Size (ffeuA ThanAfje.4 Mod&W hi&): 
40,000 core programs, 20,000 pre-processors; 20,000 post-processors. 

I 
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Vocwnetion: 
MARC User Information Manual, Version 5.2 

Volume A - User Information Manual 
Volume B - MARC Element Library 
Volume C - Program Input Manual 
Volume D - User Subroutine and System Description 
Volume E - Demonstration Problems 
Volume F - Structural Analysis with MARC Course Notes 
Volume G - MARC Background Papers 

Published by MARC Analysis Research Corporation 
For background material see Refs. 27 to 29. 

P~ogfmn AvaiXabiLiQ: MARC is available internationally at the following data 
centers: CDC Cybernet, McAuto, Information Systems Design, Boeing Computer Services, 
Westinghouse, and Babcock and Wilcox. The program is available from MARC Analysis 
Research Corporation on a lease basis in either a binary or a binary and source form. 

Ve~ctiptive Phogharn Tixtk: &tin Marietta Interactive Thermal Analysis System, 
Version 2.0 (MITAS II), Lumped Parameter Finite Difference Thermal Analysis Program 

PhOghC#n Deu&opQn: R. E. Kannady, Jr., R. J. Connor, C. E. Shirley, Martin Marietta 
Corporation, P.O. Box 179, Denver, Colorado 80201 

Da& 06 FtiX Re&tie cmd MaaX RecenX &da&: 1969 and 1981 

GenQncLe ln~ohmtiun: 
MITAS II is a computer code developed and maintained by Martin Marietta Corporation, 
Aerospace Division. Development started in 1969 and was an offshot from the 
CINDA-3G code developed by Chrysler-Aerospace for NASA. 

Phogham Capabili-ty and Scope 06 Analynh: 
MITAS II is a general purpose program system that provides a solution to a lumped 
parameter representation of the diffusion equation. The boundary conditions can be 
conduction, convection, radiation or some user-defined heat flow function. There is 
a large library of subroutines and functions that the user can employ in setting up 
boundary functions or determining values during the course of problem solution. 

UNTIL lnte,tdace and Modeling Capab,thXLu: 
l The problem is defined in terms of nodes which represent the lumped mass of the 

system. The specific heat of these nodes can be allowed to change as a function of 
temperature or some user-defined function. Nodes with a very small thermal mass can 
be considered to have a zero mass. Boundary nodes' temperatures are specified by the 
user and can be altered during the course of the solution. 

l Heat flow paths (conductors) can be linear for conduction and convection, non- 
linear for radiation heat transfer or defined by the user to simulate some process. 
Conductors can be generated by using short hand input statements and can be constants, 
temperature varying or varied by some user definition. 

l During the solution process the user has access to the temperature solution 
vector and the matrix of conductors. The contents can be tested and altered if the 
user desires. 
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So.ltion M&ho&: 
The program provides for a steady state temperature solution and transient solutions. 
The transient solutions available are explicit (forward differencing) and implicit 
(backward differencing and forward-backward differencing). 

NoXabLe l.tem and Linkhtionn: 
Due to a word packing technique and code which adjusts to the size of the problem, 
MITAS II has very few practical limitations as to the size of the problem to be 
solved. The structure of MITAS II allows the user to code in logic which will be 
executed prior to and after the temperature solution is obtained. This feature 
allows the user to describe conditions or printouts as he desires. 

Phaghamning Language: CDC FORTRAN 2.4 

ffatrdWaJ&~p~a;ting Syn;tem: CDC 6000 series, CDC CYBER series/Operating systems 
NOS, NOS/BEl, SCOPE3 

Phogham Size: Preprocessor = 50,000 statements 
Library = 100,000 statements 

~oCumeticu%on: See Ref. 30 

Phogmm AvaLtabLtLty: MITAS II is available through the Cyber Service network 
executing on a CYBER 750 computer. For further information as to this service, 
contact Martin Marietta Corporation, Data Systems, 104 Inverness Circle East, 
Suite 310, Englewood, Colorado 80112, Alan R. Cheuvront or John W. Davis 
(303) 740-3012. 

The MITAS II source code is available through Martin Marietta Denver Aerospace, 
P.O. Box 179, Denver, Colorado 80201; Roy E. Kannady, Jr., (303) 977-3075. 

Ve,sc/tiptive PhoghUm TLtte: _ _ The MacNeal-Schwendler Corporation, "NASA STRuctural - -- 
ANalysis" 

Phogham vDev&peh: The MacNeal-Schwendler Corporation, 7442 North Figueroa Street, 
Los Angeles, California 90041. 

Date ofj F&AX R&eme and MoaA: Recent Update: 
The initial release of the NASA funded program NASTRAN occurred in 1969 (NASTRAN is 
a registered trademark of NASA). The MacNeal-Schwendler Corporation has marketed and 
serviced an advanced version of that code since 1972. MSC releases a new, updated 
version of MSC/NASTRAN twice yearly. The latest version was released in March 1981. 

GenemL ln@unaLion: 
MSC/NASTRAN is a large-scale, general purpose computer program which solves a wide 
variety of engineering problems by the finite element method. The program is an 
advanced, proprietary version of the NASA-funded structural analysis program NASTRAN. 
MSC/NASTRAN is marketed and serviced from MSC's offices in the United States, Europe 
and Japan, and is available at most major public data processing centers. Customer 
hotline service is available to users in need of assistance. The engineering com- 
munity is also aided by a wide variety of MSC/NASTRAN instructional courses. 
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Pnogmm CapabiXLty: 
l The program's capabilities include static and dynamic structural analysis, both 

geometric and material nonlinear static analyses, thermal analysis, acoustics, aero- 
elasticity, electromagnetism and other types of field problems. Many substructuring 
options are also available with the above capabilities. 

l MSC/NASTRAN's thermal analysis capabilities include linear steady state, non- 
linear steady state, and transient heat transfer. As outlined in the tables, these 
basic capabilities are available in scalar, one, two and three dimensions with various 
material properties and various boundary, loading and initial conditions. These 
basic capabilities can be further enhanced through many options available to the 
analyst. Some options not included in the tables are, for example: 

l The analyst may input his own elemental matrices, thereby defining his own 
elements (these matrices may be symmetric or unsymmetric); 

l He may input transfer functions for use with active thermal mechanisms such 
as heat pipes and thermostatic controls; 

l He may use matrix order reduction methods such as Guyan reduction; 
l He may use the thermal analysis capabilities to solve analogous electrostatic 

problems. 

linen lntm~ace and Mad&kg CapabiUtiu: 
MSC/NASTRAN contains many special features to support and enhance its "user-friendli- 
ness" and modeling capabilities. These features include: 

l Pre- and Post-Processors: 
MSC/NASTRAN's internal pre-processor MSGMESH automatically generates finite element 
models from analyst supplied descriptions of one, two and three dimensional regions. 
Since MSGMESH is an integral part of MSC/NASTRAN, finite element model generation and 
solution may be accomplished in a single execution. Post-processing may be performed 
by either of two post-processors. MSGVIEW enables the user to graphically display 
undeformed structural models in both batch and interactive modes. MSC's newest post- 
processor, MSC/GRASP (scheduled for release later this year) provides extensive 
interactive post-processing capabilities including: many model viewing and mani- 
pulation functions, deformed and modal plots, element stress contours, output scan- 
ning, x-y plots and keyframe animation. 

a Data Checking and Error Analysis: 
Special aids help to detect errors in such input data as geometry, element con- 
nections, elastic properties, mass properties, constraints, loads and temperatures. 
These aids include editing of input card formats, verification that all required 
cards are present, and verification that data for specified elements are geometri- 
cally compatible. In addition, formatted tables present summaries of grid point 
geometry, coordinate systems, constrained degrees of freedom, and element connections. 
This information can be assessed prior to initiating the problem's matrix operations. 

l Matrix Operations: 
l Automatic Resequencing - The user can request automatic internal resequencing 

of grid points in order to minimize the time for equation solution. The sequencing 
processor also provides time estimates for the generation and decomposition of the 
stiffness matrix. 

l Automatic Singularity Suppression - At user option, singular or nearly singu- 
lar degrees of freedom will be suppressed. Output data are supplied which indicate 
the degrees of freedom which have been removed. 

l Sparse Matrix Routines - All of MSC/NASTRAN's matrix routines have been de- 
signed for the efficient solution of very large problems. Detailed patterns of 
nonzero terms are recognized and processed in condensed form. Efficient automatic 
spill logic is provided for matrices which are too large to be kept in high speed 
memory. The availability of several methods of matrix multiplication provides 
optimum efficiency for wide ranges of matrix size and density. 
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l External Post-Processing: 
The program contains a number of methods by which the analyst may output intermediate 
or final results (on punched cards or FORTRAN readable files) for easy input to 
external post-processing. 

So&utLon Metho&: 
l MSC/NASTRAN's solution methods are directed toward large-order complex structural 

models. The linear static solution methods provide for multiple loading conditions 
and boundary conditions in a single run. Superelement/substructure and modal methods 
are also available to reduce the size of the final solution matrices for thermal as 
well as structural analysis. 

l Heat transfer solutions are performed by straightforward matrix methods similar 
to the structural analysis methods. For the nonlinear statics solution, a modified 
Newton/Raphson iteration is performed, starting from a user-selected initial estimate 
of temperatures. Conduction, convection, and surface coefficients may be functions 
of temperature. 

l Both linear and nonlinear transient solutions are performed using a user-speci- 
fied parameter for controlling the time steps and forward-backward difference ratio. 
The default provides an implicit integration with an optimum balance between 
stability and drift errors. 

Na;tcrb&e Ltemh and Lti~om: 
l Large Problem Capabilities: 

MSC/NASTRAN employs many features that make possible the solution of large problems 
in an accurate and efficient manner. These features include: multilevel superelement 
substructuring, cyclic symmetry substructuring, and matrix reduction methods. 

l Problem Oriented Language: 
MSC/NASTRAN's DMAP (Direct Matrix Abstraction Program) allows the user to specify his 
own series of matrixoperat?ons in-order to perform a specific type of problem solu- 
tion that is not contained in a solution sequence supplied with the program. 

PhOg4LLmtiVIg Language: FORTRAN IV, with isolated machine dependent assembly language 
routines. 

Uatrdwatre/0pW&&g SyM2.m: MSC/NASTRAN is available at most major public data centers 
and is currently operational on more than 200 computers, including the IBM 360/370 
series, the AMDAHL series, the ITEL AS, the Fujitsu M series, the CDC 7600, and the 
CDC CYBER series, the UNIVAC 1100 series, Digital's VAX 11/700 series and the CRAY-1. 

PhOghmn Size (ffe.at Thanb~e,t Mod&% Onty) - Nwnbeh 06 Sauhce S;ta;tmeti 06 &he 
Phoghcm, Phe- and Pa&t-Phoc~Aah5: 
The delivered system contains approximately 430,000 source statements. 

VoctienXtion: The following manuals are available from MSC: 
NASTRAN Theoretical Manual 
MSC/NASTRAN User's Manual (2 volumes) 
MSC/NASTRAN Programmer's Manual (3 volumes) 
MSC/NASTRAN Application Manual (2 volumes) 
MSC/NASTRAN Demonstration Problem Manual 
MSC/NASTRAN Aeroelastic Supplement 
MSGMESH Analyst's Guide 
MSC/NASTRAN Handbook for Linear Static Analysis 
MSC/NASTRAN Primer, Statics and Normal Modes Analysis 
MSC/NASTRAN Handbook for Superelement Analysis 

(See Refs. 31 to 34). 
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In addition, NASTRAN user's conferences have been sponsored by MSC and NASA. tiny 
papers have been published in these proceedings. 

A manual describing MSC/NASTRAN's thermal capabilities, with how-to descriptions and 
many example problems is in preparation. 

Phoghmn AwailabLLLty: 
An executable version of the program is available under lease agreement from MSC 
through any one of our regional sales offices in the United States, Europe and Japan. 
Prices vary with computer type, therefore, interested persons should contact one of 
the sales offices listed below: 

The MacNeal-Schwendler Corporation 
7442 North Figueroa Street 
Los Angeles, CA 90041 U.S.A. 
Tel. (213) 254-3456 
TWX: (910) 321-2492 MACN SCHW LSA 

MSC Southwest Regional Office 
P.O. Box 1606 
Grapevine, TX 76051 U.S.A. 
Tel. (817) 481-4812 

MSC Midwest Regional Office 
5745 Oxford Drive 
New Berlin, WI 53151 U.S.A. 
Tel. (414) 542-5747 

MSC Eastern Regional Office 
P.O. Box 504 
Oakdale, NY 11769 U.S.A. 
Tel. (516) 589-8316 

MacNeal-Schwendler GmbH 
8000 Munchen 80 
Prinzregentenstrasse 78 
West Germany 
Tel. (089) 47 02 068 
Telex: (41) 523784 MSG D 

MacNeal-Schwendler Representative Office 
Kyodo Building (Kodenma-cho) 
16-8 Kodenma-cho, Nihonbashi 
Chuo-ku, Tokyo 103 
Japan 
Tel. (03) 661-0133 
Telex: (781) 523363 MSGWATA 

I NNTB 

Vad~tive Phogham TiaYe: Nodal Network Thermal Balance Program 

PhOghCUn &vC!&pM: J. T. Skladany, NASA-Goddard Space Flight Center, Code 732, 
Beltsville, Maryland 20771 

Date 06 Fim-t Rdeahe: 1967 

GenetaX ~n~ohmcu%n: 
Performs thermal analysis of lumped parameter networks consisting of both radiation 
and conduction. Nodal performs a thermal analysis of a spacecraft during all stages 
from launch to orbital dynamic steady state. The program is designed to solve inte- 
gro-differential equations taken from a thermal network composed of radiatively and 
conductively coupled modes. A finite difference form of the equation is used but 
they are solved using a matrix inversion technique known as Gauss elimination. Nodal 
is designed to handle both steady state and transient problems. 

U~~JL lntm~ace md Mode&q CapabikX.th: 
The program contains no automatic modeling capabilities. 
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Soku%n M&o&: 
A finite difference form of the thermal equations is used but is solved implicitly 
by the Gauss elimination method. 

No.tab.& T&m and Limi/tation6: 
The program was written to handle thermal analysis of spacecraft. Hence, great 
emphasis was placed on radiation between nodes including temperature varying 
radiation. The program can handle up to 300 nodes. 

Pnaghcmmhg language: FORTRAN IV 

ffahdwarre/0pWg Sybtm: OS-360, VAX 111780 

Phogham Size (/fed Thunh&~~ Moduta OvLeyl - Numbs 06 Souhce Sltatmeti .ob Cohe 
PhOgham, Phe- and Pa&t-Phoc~naoffA: 
Total program includes 2,000 statements. 

Vacurn~on: See Ref. 35 

Paogh.am Avaieabtiy: 
Computer Library 
Goddard Space Flight Center 
Beltsville, Maryland 20771 

Computer Software Management 
and Information Center (COSMIC) 

Computing and Information Services 
Suite 112, Barrow Hall 
The University of Georgia 
Athens, Georgia 30602 

See TEMP 

Ve,bdptive Phoghm Title: Program for Automatic Finite Element Calculations 

Ph0ghU.m VW~O~~: PAFEC, Ltd., Strelley Hall, Strelley, Nottingham NG8 6PE, 
England. 

Date 06 Fh& ReLme and Ma& Rec& Update: 1970 and November 1981 

GenuutfZ ln~ommtion: 
PAFEC is an independent company which grew from a research group active in finite 
element methods during the 1960's. First copies of the system were sold while 
members of the group were still working at the University of Nottingham, but, sub- 
sequently, the extent of commercial involvement became too great and PAFEC, Ltd. was 
formed. Since then, PAFEC has continued to increase its share of the finite element 
market and the system is now supported in the United States, Europe, Australia and 
South Africa. 
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PhOgm CapabiXLty and Scope 05 h&y&&5: 
l Many advanced facilities are available with PAFEC in the fields of statics and 

dynamics as well as heat transfer. The basic system includes linear and nonlinear 
elastic stress analysis, large displacements, modes and frequencies and dynamic 
response, creep and plasticity. 

l Problems may be solved involving steady state and transient heat transfer with 
conduction and convection. Nodal temperatures and heat flux are user definable with 
time as are all material and boundary layer properties. Temperature dependent pro- 
perties are available in both isotropic and anisotropic elements. Stress analyses 
can be performed directly from the temperatures calculated in a thermal analysis or 
in combinations with thermal and static loads applied from another data file. 
PAFEC's development of the Boundary Integral Method for heat transfer is currently 
under test and is expected to be released in the very near future. 

U~UL lnteh,(ace and MadeCng Capab.iLiGu: 
PAFEC's greatest selling feature is its extreme versatility and ease of use. Data 
preparation is the simplest yet devised for any major finite element system. PAFEC 
employs free format input with engineering key words and modular layout. The use of 
system defaults, abbreviated headings, constant properties and data generation re- 
duces to a minimum the amount of user effort required for data preparation. Data may 
also be prepared interactively using the APES (nongraphics) package or the PAFEC 
Interactive Graphics System (PIGS). PIGS allows the user to generate many elements 
and shapes automatically and then replicate these shapes to form other parts of the 
structure. Nodes and elements may be added and removed with ease. Post-processing 
options allow temperature contours and many graph options including temperature, 
stress and displacement. Sophisticated hard copy plots of all of the above options 
are available without PIGS. 

Element tibtrany: 
PAFEC has over eighty element types including four two-dimensional and two three- 
dimensional temperature distribution elements for isotropic applications and dupli- 
cates of these for anisotropic calculations. In addition to these there are four 
two- and three-dimensional boundary layer elements. 

So&.&ion Method: 
Three system solution methods are available: front solution, blocked front solution, 
and partitioned banded solution. Each has some advantages. Steady state temperature 
problems are solved directly while incremental methods are used for nonlinear steady 
state. Transient analyses use a modified Crank-Nicholson technique. 

Addi;tion& ln~o/untin: 
There is no limitation on problem size other than those imposed by machine capacity. 
PAFEC always supplies source code. 

PhOghcUmLiMg Language: A subset of ANSI FORTRAN. 

ffurdlA,wLe/uptig sy&tem: 
PAFEC is currently running on the following computers: DEC (10, 20 and VAX), IBM, 
UNIVAC, CRAY, Burroughs, GEC, SEL, PRIME, CDC, Perkin-Elmer, Honeywell, ICL (1900 
and 2900), Sigma and Itel. 

Vocume.vLta;tion: See Refs. 36 to 38 
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PhOgham Avaieabmy: 
PAFEC Engineering Consultants, Inc. 
5401 Kingston Pike 
Knoxville, TN 37919 
Tel. (615) 584-2117 

PAFEC, Ltd. 
Strelley Hall, Strelley 
Nottingham NG8 6PE 
England 
Tel. 0602-292291 

PAFEC, Ltd. 
3 Marsh Street 
Bristol BSl 1SS 
England 
Tel. 0272-213914 

Matrix Computing Services Pty, Ltd. 
64 Randhill Building 
106 Jan Smuts Avenue 
Randburg 2194 
South Africa 
Tel. (011) 481084-5 

Megadata, Pty, Ltd. 
24 Falcon Street 
Crows Nest 
New South Wales 2065 
Australia 
Tel. 438-1233 

Value Engineering (WA), Pty, Ltd. 
32 Kings Park Road 
West Perth 
Western Australia 6005 
Tel. 322-2211 

Co&t: The current (1981) prices of the FORTRAN source and installation are: 
PAFEC - $41,900; Interactive Graphics - $9,600; Substructures - $7,200. Six-month 
trial installations are currently $7,500. 

Vtidptive PhOgtuun Titte: General Purpose Conduction, Convection and Radiation Heat 
Transfer Code Used at Sandia Laboratories, Livermore, California. 

PhOghmn ~eve,to~U~: V. K. Gabrielson, Organization 8331, Sandia National Laboratories, 
Livermore, California 94550. 

Date 06 FLUX ReLeane und Moh$ RecenaZ UpdaAe: 1972 and 1981 

GenehaL ln~omtion: 
The SAHARA set of codes contains a very general finite difference pre-processor and 
several interactive post-processor codes. The SAHARA codes have developed over the 
past fifteen years for adaptations to Sandia Laboratories' special needs and computer 
hardware. The work is funded by the United States government. 

Phoghum Capabili,ty: 
SAHARA is a general purpose conduction, convection and radiation heat transfer code 
applicable to nonlinear steady-state and transient analysis. Model sizes can be 
easily extended to capacity of each computer. A variety of boundary and initial 
conditions are available with special emphasis on radiation heat transport. Boundary 
and fluid elements may be defined within the model. 

Uhe& lnAx,-jace and Modting Capabi.LLtLu: 
SAHARA uses the HEATMESH pre-processor for developing the finite difference mesh of 
two-dimensional axisymmetric solids with some capability for three-dimensional 
modeling. 

535 



Solution M&ho& : 
Successive overrelaxation iteration used for most transient problems. An adaptive 
conjugate gradient method used for steady-state problems. 

l Input for both HEATMESH and SAHARA use mnemonic keyw0rd.s for all data sets. 
l Several interactive post-processors are available providing time history and 

mesh plots. 

PhOghCUnming Language: CRAY-CFT and CDC-FTN FORTRAN 

UmciIume/Upem2ing S yntem : CRAY-COS and CDC-NOS-BE systems 

Pmgmm Size [flea-t Thatida Mod&u On-ty) - Numbs 04 Sowwe S;tatemeti 06 Cohe 
Phogm, Phe- and PO&t-PhOcahohA: 
Pre-processors: 2,000 statements 
SAHARA: 4,500 statements 
Post-processors: 2,000 statements 

VocumetiatLon: See Refs. 39 and 40 

Ph0ght.W AvaiLabifZify: For CRAY or CDC versions - contact author. Little or no 
experience on machines other than CRAY and CDC. 

%Yat&tive Phogham Tixt&: Systeme d'llnalyse des Milieux Continus par Elements 
Finis (Thermique Non Lineaire) 

pha@.Um VQU~LO~UL: L.T.A.S., Aerospace Laboratory, University of Liege, Rue Ernest 
Solvay 21, B-4000 Liege, Belgium 

VaXe 06 F&A: ReLeuhe and MonR Rece& UpdaZe: Both 1981 

GenemxC ln~omtion: 
SAMCEF is a university code. The package was first developed as a research tool in 
the structural mechanics area. Progressively, further developments were financed by 
industries and since 1970 a general purpose code is operational. It is being used in 
an industrial as well as research environment. The LTAS Group provides the users 
with the service they require for using the program, which is available for various 
computers. The price includes the source code, installation, documentation and 
training. A yearly contribution allows the users to obtain updated versions. 

Phogham CapabLLiAy and Scope 06 AnaXyhih: 
THERNL is a member of SAMCEF Systems dedicated to linear and nonlinear, steady-state 
and transient heat transfer analysis. The finite element library covers one- 
dimensional, two-dimensional, and three-dimensional geometries including shells and 
transition-to-volume elements. Boundary elements for forced convection and radiation 
are included. Specialized elements for forced convection in ducts are available. 
Thermal conductivity of the material can be anisotropic and all thermal character- 
istics are temperature dependent. Step-by-step analysis is allowed: data 
preparation - element generation, steady-state and transient responses and restarts. 
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Un UL lnteh~ace and Scope 06 AndyA&: 
THERNL allows to use the general pre- and post-processors of SAMCEF, including 
graphic displays of the data and results. 

Solution M&ho&: 
The nonlinear algebraic systems are solved via a secant method performed block-by- 
block. 

No-table 12~ and Limi;ta;tionn: 
l Explicit mesh deformation for modeling steep gradients and implicit mesh deform- 

ation for phase change problems are included for one-dimensional situations. 
l User supplied elements are easily introduced. The front width is limited to one 

thousand degrees of freedom. 

Phoghamming Language: Subset of FORTRAN IV 

iiahdwake~~@uLting SyL&em: IBM (OS, DOS, VS, CMS) - UNIVAC (double precision), CDC 
(6400, 6600, 7600), DEC 2040, VAX, SIEMENS. 

Phogham Size (HeaX Thatibeh Modub h&t) - Numba 06 Source Wztemeti 06 COhe 
Phogham, Phe- and PO&-PhOcuhiMg: 
40,000 source statements 

Vocumenttion: See Refs. 41 to 45 

Phoghum Av&bLLLty and Co&t: Contact developer. Cost negotiable depending on 
source availability, maintenance, assistance, etc. Special rate for universities. 

Ve~co,Lptive Phagham TLtte: Analysis of Heat Conduction in Three-Dimensional Solids, 
Stationary and Transient 

Phagkam ZkVetOpeh: A. S. Computas, Data Division of Det Norske Veritas, Veritas- 
veien 1, P.O. Box 310, 1322 Hdvik, Norway. 

Date 06 Fim;t Retease and Maa? Receti Updaak: 1976 and 1981 

Gene/u& lnf(ohmation: 
The general heat conduction program NV615 is part of SESAM-69 (see Ref. 46) which is 
a proprietary code developed and maintained by A. S. Computas which is a subsidiary 
and the Data Division of the Norwegian classification society Det Norske Veritas. 
Development of NV615 started in 1974 and was released for external use in 1976. The 
program is supported from the headquarters in Oslo, Norway, and from four European 
branch offices (London, Paris, Rotterdam and Hamburg). 

PhOgtram CapabLLLty and Scope 06 AnaLyhih: 
NV615 is a general purpose batch program for calculation of stationary- and transient 
temperature distributions in three-dimensional solids. Both linear and nonlinear 
heat conduction problems may be analyzed. Isotropic material properties are assumed, 
but the properties may be temperature dependent. NV615 is based on the finite 
element method. The multilevel superelement technique (see Ref. 47) may be used. 
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Considerable advantages are obtained with this technique both for linear and nonlinear 
problems. The program has complete saving and restart facilities. 

l Boundary Conditions/Thermal Loads: 
1) Prescribed zero or nonzero temperature 
2) Given heat flow 
3) Given heat flux 
4) Given ambient temperature (convective heat transfer) 

Given heat flux, heat flow and ambient temperature may be time-dependent in transient 
analyses. 

l The convective heat transfer coefficients used in connection with ambient temp- 
eratures may be temperature and/or time-dependent. In stationary analyses the heat 
transfer coefficients are, of course, limited to temperature dependency. The initial 
temperature of the structure may be at zero temperature or a nonzero value varying 
throughout the region. 

U.A~L lntm~ace and Mod&Zing Capabi.!.iLh: 
NV615 utilizes a highly efficient data generator (see Ref. 46) both for the geo- 
metric modeling and specification of thermal loads, boundary conditions, etc. The 
input is fixed format batch input specifications. The input data generator has 
extensive checking and visualization facilities (plots). 

l Element Library: 
1) Isoparametric hexahedral solid element, eight nodes 
2) Isoparametric hexahedral solid element, twenty nodes 

In connection with eight node basic elements, diagonal or consistent capacitance 
matrix may be requested. Twenty node basic elements always require the use of con- 
sistent capacitance matrix. 

l A separate post-processor (NV340) (see Ref. 48) performs print and plot of 
temperatures in the form of tables, isoplots, etc. 

Solution M&ho& : 
l In the case of stationary heat conduction the system equation is solved by 

Choleski factorization accompanied by forward and backward substitution (see Ref. 49). 
l For the solution of transient heat conduction problems the time integration is 

carried out by means of the trapezoidal formula, i.e., a step-by-step time inte- 
gration (see Ref. 49). 

l Adding some supplementary input data, the output (i.e., nodal temperatures) may 
be used as input for a corresponding thermoelastic static stress analysis using the 
same finite element mesh. The communication is via magnetic tape (see Refs. 50, 51). 

l Due to extensive use of superelements, NV615 gives very few limitations with 
respect to problem size (total number of elements, nodes, etc.). In direct analysis, 
i.e., not using the superelement technique, the limits are: 1,000 nodes, 175 ele- 
ments, 400 boundary condition nodes. 

l When the superelement technique is employed the above limitations relate to each 
first level superelement. For higher levels the following limitations have to be 
observed: 5,000 nodes, 100 elements (superelements), 10 levels. 

Phoghumming Langumje: Simplified ANSI 1966 FORTRAN 

ffakdwahe?/~pting Sy&tem: UNIVAC 1100 Series/Exec 8 

Phognam Size (ifeat T~VZA~~A Modutu Only] - Nwnbm 06 Source S;ta;temeti 06 Cohe 
?%.oghwn, Phe- and ?'a&-PhocUAOhA: 
Core program abt. 80,000; post-processor abt. 30,000. 
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Uocumefltion: See Refs. 46 to 52 

Paogtram AvateabiLLty: 
l The program is available at several European service Bureaus and computer 

installations. For further information the developer should be contacted. Normally 
absolute versions only are distributed. However, program sales will also include 
source code. Program fee to be negotiated with the developer. 

l Contact A. S. Computas, Section for Technical Software Series, P.O. Box 310, 
1322 Hdvik, Norway. 

khd~tive PhOghm Ti.t&: Systems Improved Numerical Differencing Analyzer 

phogh.am @vtiap~: Chrysler Corporation, Space Division, New Orleans, Louisiana; 
TRW Systems, Redondo Beach, California; TRW Systems, Houston, Texas; LTV Aerospace 
Corporation, Dallas, Texas; Lockheed, Houston, Texas. 

V&e 06 F-h&t Releahe and Mohlt Recent Updccte: 1967 and 1975 

Genuud? ln~otunation: 
a SINDA has been in use at NASA and throughout industry since 1967. Several 

modifications have been made to the original code to adapt it to various computers. 
Pre- and post-processor codes have been adapted to run with SINDA. 

a The SINDA system consists of two main pieces: (1) the preprocessor and (2) the 
library. The SINDA preprocessor is a program which accepts problems written in the 
SINDA language and converts them to the FORTRAN language. The preprocessor also 
accepts 'program-like' logic statements and subroutine calls (requesting some parti- 
cular routine from the library) as data, which permits the user to tailor the program 
to suit his particular problem. The SINDA library consists of many pre-written 
FORTRAN subroutines which perform a large variety of commonly needed actions and 
which reduce the programming effort which might have been required to solve a given 
problem. These routines are fully compatible with the FORTRAN routines produced by 
the preprocessor. It should be recognized that the use of a preprocessor provides 
a system with a large capability and considerable flexibility, but because of the 
numerous options that are generally offered, user instructions are more difficult 
than other thermal analyzer-type programs which have less flexibility. 

Phoghm Capability md Scope 06 AnaJ?yha : 
l SINDA, the Systems Improved Numerical Differencing Analyzer, is a software system 

which possesses capabilities which make it well suited for solving lumped parameter 
representation of physical problems governed by diffusion-type equations, such as 
Fourier, Poissons, or Laplace equations. The system was originally designed as a 
general thermal analyzer accepting resistor-capacitor (R-C) network representations 
of thermal systems, although, with due attention to units and thermally oriented 
peculiarities, SINDA will accept R-C networks representing other types of systems 
(e.g., electrical networks). 

l As a thermal analyzer, SINDA can handle such interrelated complex phenomena as 
sublimation, diffuse radiation within enclosures, transport delay effects, sensiti- 
vity analysis, and thermal network error correction methods. The thermal analysis 
is performed on thermal analog modes presented in network format. The network 
represents a one-to-one correspondence with both the physical and mathematical models. 
SINDA has been used in the analysis of networks containing about 2,000 nodes without 
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requiring unreasonable amounts of computer time. The thermal network can be coupled 
to an iterative solution of a lumped parameter fluid network. Nonlinear material 
properties and boundary conditions may be calculated simultaneously as a function 
of one or more independent variables. 

a The general fluid flow solution capabilities include extensive valve character- 
ization and ability to match pump curves and system pressure-flow characteristics. 
The valves have been formulated so that either cooling or heating situations may be 
controlled with any of the valve types. Pump options included are pressure rise as 
a tabulated function of system flow rate and pressure rise as a polynomial function 
of flow rate. Special subroutines are included in the SINDA library to facilitate 
the thermal analysis of systems containing counter flow heat exchangers, parallel 
flow heat exchangers, cross flow heat exchangers, condensing heat exchangers, and any 
heat exchanger with an input effectiveness. The Flow-Hybrid method is incorporated 
for calculating fluid temperatures, with improved calculation accuracy obtained by 
using fluid enthalpy rather than specific heat for the convective term of the fluid 
temperature equation. To facilitate the speedy analysis of a general flow problem, 
provisions have been made for the user to divide the flow system network into sub- 
network elements. 

Uheh lvl/teh&Lce and Mode,!ing Capab,LLikLu : 
Software using DISPLA produces temperature history plots through the use of a post- 
processor in batch or demand mode. 

SaLtion M&Io~A: 
The use of SINDA is based on a lumped parameter representation of a physical system. 
Thus, SINDA solves numerically a set of ordinary (in general nonlinear) differential 
equations that represent the transient behavior of a lumped parameter system or a set 
of nonlinear algebraic equations representing steady state conditions. The numerical 
techniques used by SINDA are based on finite difference algorithms as opposed to 
finite element methods. For user decision flexibility, SINDA provides a number of 
implicit and explicit numerical solution methods for both steady-state and transient 
solutions. 

NoztabLe l;tem and Lim~am: 
The generality of the SINDA code is largely accomplished by being able to program the 
driver code for each particular problem. This flexibility often requires more tedi- 
ous input to somewhat standard types of problems. 

PhOghmting Language: FORTRAN 

Hcutdwam/Opeting SLjh&nI: CDC 7600, UNIVAC 1100, VAX, IBM, CRAY 

Phogham Size (Uea,t Thuti~m 14aduRen hly) - Numba 06 Sou’ce SX&emeti 06 Cohe 
PhOgmm, Phe- and POhx-PhOcahVhA: 
There are approximately 30,000 cards for the SINDA pre-processor and library. 

RocumeM;tu;tio n: See Refs. 53 to 55 

Phoghc#n Ava/Zubtiy: Computer Software Management 
and Information Center (COSMIC) 

Computing and Information Services 
Suite 112, Barrow Hall 
The University of Georgia 
Athens, Georgia 30602 
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lhhp%~e PhOghm Title: SPAR Thermal Analysis Processors - SSTA, TRTA, TRTB and 
TRTG 

SSTA - Steady State Thermal Analyzer 
TRTA - Transient Thermal Analyzer, Explicit Method 
TRTB - Transient Thermal Analyzer, Implicit (Galerkin) Method 
TRTG - Transient Thermal Analyzer, Implicit (Gear) Method 

PhOghm &v&opch: Engineering Information Systems, Inc., 5120 West Campbell Avenue, 
Suite 240, San Jose, California 95130. 

V&e 06 fiht Rcc&me and Moat Recent UpdaZe: Level 12 - 1977; Level 20 - 1981 

Genmc& ln@zmtian: 
The SPAR thermal analyzer is a system of finite element processors that perform 
steady-state and transient thermal analyses. The processors communicate with each 
other through a random-access data base. As each processor is executed, all pertin- 
ent source data is automatically extracted from the data base, and computed results 
are stored in the data base. Each processor may be executed in interactive or batch 
mode. 

Phoghum CapabLUty and Scope 06 Anakyhih: 
a The steady-state processor SSTA performs linear and nonlinear analyses. The 

user may exercise complete control over the solution process through a variety of 
commands. The processor may be restarted, as required, from any initial temperature 
state. 

l The transient processors TRTA, TRTB and TRTG perform linear and nonlinear tran- 
sient analyses. Each processor may be started from any point in time using any 
stored temperature vector. 

l The thermal element repertoire consists of a complete set of conduction, forced 
convection, fluid-surface convective-exchange, mass-transport, and radiation- 
exchange elements. 

l All properties may be functions of temperature, pressure and time. Properties 
may be isotropic or anisotropic. 

l Thermal loading may be of any combination of the following excitation types: 
l Time-dependent volumetric heat generation 
l Temperature-dependent volumetric heat generation 
l Time-dependent surface heat fluxes 
l Time-dependent convective-exchange temperatures 
l Fluid-surface convective-exchange 
l Time-dependent prescribed nodal temperatures 
l Radiation-exchange. 

UhW 7nte&~ace and Modeling Considuu&LoMn: 
The SPAR thermal analysis processors utilize data generated by the SPAR or EAL pro- 
cessors TAB (geometry), ELD (element connectivities), AUS (tables of properties and 
thermal excitation), and SEQ (minimization of the system K matrix rms bandwidth). 
Source data and results may be scanned and displayed using processor DCU. 

SaLtion M&ho& : 
Processors SSTA, TRTB and TRTG use a skyline method to solve systems of equations. 
A modified Newton method is used to perform nonlinear analyses. Processor TRTA uses 
an explicit method to compute solutions. 
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l An experimental element capability is provided for those users who wish to in- 
sert their own element formulation into any of the processors. 

l An automated verification package is used to assure proper functioning of the 
thermal analysis processors each time new capabilities are added to the system or 
the system is installed on a new host machine. 

PhOgkamting Language: FORTRAN V 

fftidwa/re/Upmng Syhfem: UNIVAC 1100, CDC CYBER 175 - NOS BEl.3 

Phogkam Size (ffeat T/rati~eh Mod&W Only1 - Numbs 06 Soume Shak.men& 06 Cohe 
Phogkam, Phe- and POhx-PhUCUhOhn: 
Approximately 18,000 statements (thermal analysis processors only). 

~ocumenttian: See Ref. 56 

PhOgham AvtibLfXty: Contact: James C. Robinson 
Loads and Aeroelasticity Division 
Mail Stop 243 
NASA Langley Research Center 
Hampton, Virginia 23665 

Engineering Information Systems, Inc. 
5120 West Campbell Avenue, Suite 240 
San Jose, California 95130 

Vehaicnip;tive PhOghC#n TiHe: The Simplified Shuttle Payload Thermal Analyzer 

PhOgham !kWi?kk~~: Arthur D. Little, Inc., Acorn Park, Cambridge, Massachusetts 
02140 

Date 06 Fht Releme and Moht Recent &d&e: First release - November 1977. 
Second release - September 1979. Current update in process. 

Genehat ~n~ahmaa%n: 
SSPTA was developed by Arthur D. Little, Inc., under contract to NASA Goddard Space 
Flight Center, to simplify the computational procedures involved in defining the 
thermal design of shuttle payloads. It comprises a number of subroutines which have 
been in use for ten to fifteen years. The input to the program has been designed to 
simplify its use through the use of engineering terminology and stored Job Control 
Language (JCL) procedures. The program has the capability to easily store and keep 
a record of data for use with subsequent runs. 

Phogham Capabikty and Scope ol( Analyhih: 
Transient or steady-state thermal analysis, in general, with shuttle payloads as a 
specific example. Programs can generate and automatically store view areas, orbital 
fluxes, thermal models, etc., so that in subsequent runs only new data has to be 
inputted or generated. The data file management system has the capability to handle 
up to fifty stored data sets with automatic backup. The program was designed primari- 
ly for transient, orbital, thermal design analysis of shuttle payloads. 
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U~CYZ ltim~ace and Madethg CapabUu: 
A user language has been defined, based on simple thermal engineering terms, to input 
data and to define files for the storage of data. Geometric modeling of a cargo bay 
full of payloads is enhanced by an internally stored model of the shuttle cargo bay. 
Geometric models of individual payloads can also be stored in the program file 
storage system and placed within the geometric model of the cargo bay using coordi- 
nate transformations. Radiative view areas and orbital fluxes (with shadowing and 
multiple diffuse reflections) are then computed by the program using the unified 
geometric models. 

So&.&ion MefhocL5: 
Contour integration is used to compute black body view areas. The thermal analyzer 
uses the Newton-Raphson iterative procedure on each nonlinear energy balance equation 
and the modified Gauss-Seidel procedure for solving the set of energy balance 
equations. 

NoaizbLe latem and L.imL&Som: 
SSPTA greatly simplifses the engineer-computer interface associated with developing a 
thermal design for a shuttle payload. This is done by a system of user oriented in- 
put data formats and data storage schemes. In order to keep the program as simple as 
possible, the analytical capabilities do not automatically handle variable properties. 

ptrog&amming La-nguuge: FORTRAN 

Hcuuiwme/Opmting Syntem: IBM System/370 Model 4341, VM370 System Product Release 1, 
T-I ASC, VAX 11, VMS 

PtLogmm Size (Heat ThaMnbm Moduf% OniZyl - Numbeh 06 Sowme Shu2meM;tn 06 COhe 
Phoghum, Phe- and PO&t- Phoc&Mom : 
Core Program: 5,000 statements 

Vocumenta.tion: See Refs. 57 and 58 

Phogham Avail!abiLLt y : 
Computer Software Management 

and Information Center (COSMIC) 
Computing and Information Services 
Suite 112, Barrow Hall 
The University of Georgia 
Athens, Georgia 30602 

Dr. David W. Almgren 
Arthur D. Little, Inc. 
Room 20-531 
Acorn Park 
Cambridge, Massachusetts 02140 

I TACO 

Vehchicniptive Phogmn TiAtZe: A Finite Element Heat Transfer Code 

Phogham Pevelopeh: W. E. Mason, Applied Mechanics Department, Sandia National 
Laboratories, Liver-more, California 94550 

543 



Date 06 F.&&t R&tie and MO& R~XWIX Uptie: 1979 and 1980 

Genetrae ln~omtion: 
TACO is a two-dimensional implicit finite element code for heat transfer analysis. 
It can perform both linear and nonlinear analyses and can be used to solve either 
transient or steady state problems. Either plane or axisymmetric geometries can be 
analyzed. 

PhOghUm Capability and Scope 06 Anatyhh : 
l TACO has the capability to handle time or temperature dependent material pro- 

perties and materials may be either isotropic or orthotropic. A variety of time and 
temperature dependent loadings and boundary conditions are available including 
temperature, flux, convection and radiation boundary conditions and internal heat 
generation. 

l Additionally, TACO has some specialized features such as internal surface con- 
ditions (e.g., contact resistance), bulk nodes, enclosure radiation with view factor 
calculations, and chemical reactive kinetics. A user subprogram feature allows for 
any type of functional representation of any independent variable. A bandwidth and 
profile minimization option is also available in the code. 

U.hti lnteh~ace and Modeling CapabLt%.iu : 
l TACO has some limited capability for generation of nodal, element and boundary 

data. However, it relies on separate mesh generation codes for complex models. 
l Graphical representation of results in the form of time histories, isoplots, 

and profile plots are provided by a companion post-processor named POSTACO. 
l Temperature states calculated by TACO are written to a file which can be read by 

mechanical codes for uncoupled thermal stress calculations. 

So.ttion M&o dh : 
l Time integration: Generalized trapezoidal method (Ref. 59) varying from forward 

explicit to backward implicit. 
l Nonlinear solution scheme: Modified direct iteration and BFGS method. 
l Equation solver for linearized equations: Compact out-of-core skyline. 

PhOghatdng Language: ANSI FORTRAN 

Umhe/0pUng S y&tern: CDC 6600/NOS BE, CDC 7600/LTSS, CRAY l-S/COS and CTSS 

Pmgmm Size (ffea;t Thati@ Moduk On.tyJ - Nwnbeh 06 Soutce Shtemeti 06 &he 
Phogham, Phe- and PO&t-PhOceclbOhA: 
Core Program - 10,000; Post-Processor - 2,000 

VocwnenbuZon: See Refs. 59 to 61 

Prragmm AvaihbiLLty: Presently available from the developer at no cost. 

Vactip;tive ptrogham JiaXe: Thermal Analysis Code - Two-Dimensional 

Phoghm tkVk?tOpeh: General Atomic Company, P.O. Box 81608, San Diego, California 
92138 
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Date 06 F&at Retetie and MoaZ Recent Updctte: 1969 and 1976 

Genti Tn~otwation: 
TAC2D is a code for calculating steady state and transient temperatures in two- 
dimensional problems by the finite difference method. 

P/ragmm Capabi-kty: 
Linear and nonlinear problems may be treated with TAC2D. Internal and external flow- 
ing coolants may be used, and there may be internal and external thermal radiation. 
Thermal expansion of materials may also be accounted for. 

UAVL TnXm~ace and Mod&.&g CapabUti: 
The configuration to be analyzed is described in the rectangular, cylindrical or cir- 
cular (polar) coordinate system. The input of thermal properties is by FORTRAN 
statement functions. This permits flexibility as many of the calculation variables 
(time, local temperature, local position, etc.) are available for use in these 
functions. There is a wide selection of optional output. 

Solution M&ho& : 
Alternating direction implicit method for two-dimensional problems (Peaceman- 
Rachford). 

NotibLe I.&m and Linittioti: 
The grid lines must be orthogonal, and the entire problem must be bounded by four 
grid lines in one of the coordinate systems. All radiation is one-dimensional. There 
is no provision for phase change. 

Phoghmming Language: FORTRAN V 

/fa.kdioa/re/Op&ng Symkn: UNIVAC lllO/Exec 8 

PhOghUm Size (/feat Thannden Mod&& Or&y) - Numba 06 Souhce StaXemeti 06 Cohe 
PhOghUN, Phe- and PO&t-Phocanaom : 
65,000 word storage; 120,000 statements total 

VocumeMon: See Refs. 62 to 64 

Phogham AvaXabiLCtty: Contact developer. Cost is negotiable. 

l&W@tiVe Phoghanl Ttie: Thermal Analysis Code - Three-Dimensional 

PhOgm ‘lkv&Opm: General Atomic Company, P.O. Box 81608, San Diego, California 
92138 

V&e 06 Fit&Z Retwe and Moat Recent Upda.te: 1969 

GenetraR 1nborrmaaXon: 
TAC3D is a code for calculating steady state and transient temperatures in three- 
dimensional problems by the finite difference method. 
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Pmgmm Capab.Lt!Lty: 
.Linear and nonlinear problems may be treated with TAC3D. Internal and external 
flowing coolants may be used, and there may be internal and external thermal 
radiation. 

&en ln.tm,(ace and Modeting CapabLt.i&h : 
The configuration to be analyzed is described in the rectangular or cylindrical 
coordinate system. The input of thermal properties is by FORTRAN statement functions. 
This permits flexibility as many of the calculation variables (time, local tempera- 
ture, local position, etc.) are available for use in these functions. There is a 
wide selection of optional output. 

So&Con M&ho& : 
Alternating direction implicit method for three-dimensional problems (Douglas). 

No-table lltemh and Lhn,i3k.aXo~n: 
The grid planes must be orthogonal, and the entire problem must be bounded by six 
grid planes in one of the coordinate systems. All radiation is one-dimensional. 
There is no provision for phase change or thermal expansion of materials. 

Pnagtuunming Language: FORTRAN V 

/faJ&&V&@tiha;tiMg syh&m: UNIVAC lllO/Exec 8 

Phogm Size (f-/e& Tm,$eh Modutu Onl!y) - Numbs od Sounce SfuXmeti 06 COhe 
Phoghum, Phe- and PohJt-PkocUhom : 
65,000 word storage; 150,000 statements total 

VocumWon: See Refs. 65 and 66 

Phoghum Avaieabtiy: Contact developer. Cost is negotiable. 

I TANG 

Vm9c.ipZive PhOghUm T.Lt.te: Thermal Analyzer Network Generator 

PhOghUm Vev~opeh: Grumman Aerospace Corporation, Bethpage, New York 11714 

Date 06 F&&t Relkuhe and MahA: Recent Update: December 1976 

GenuzaI ln~omtion: 
The Thermal Analyzer Network Generator software has been developed to automate the 
creation of finite difference thermal models. The program is a proprietary code 
belonging to Grumman Aerospace Corporation. 

Phogham CapabZiXy and Scope 06 AnaLyhiA: 
The program is capable of generating two- and three-dimensional thermal models of 
general geometries. 

Uhm lntm~ace and Modeling CapabLtXtien : 
The program makes use of the interactive capabilities of the IBM operating system and 
user graphics hardware (digitizers and CRT displays) to expedite data display and 
verification. 
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SoLtin Method : 
The code employs standard conduction coupling formulation and surface area evaluation 
for convection and radiation coupling determination. 

Phoghumtning Language: FORTRAN IV 

ffarrdurane/opena;ting syh;tem: IBM 370 (OS/VS) 

Pmgmm !Xze (ffea;t Tm~e/r Mod&es Only) - Numba 06 SOWLC~ S;ta;tmti od COhe 
PhOgham, Phe- and ?'Ohf-PhOCebhOhJ: 
The pre-processor code contains 384 source statements and performs digitizing and 
input data graphics functions. The core program for model generation contains 
573 lines of code. Post-processor plotting - 173 lines of code. 

~ocwne~on: See Ref. 67 

Phoghmn AvaitabLlLty: For further information contact: 
Dr. John G. Roukis 
Grumman Aerospace Corporation 
Mail Stop B22/35 
Bethpage, New York 11714 

0 TAU 

Vcmhp&ive Phoghum Titte: xhermal&ralysis of Uncle 

PhOgtwn VeVdOpeh.: J. A. Enderby, United Kingdom Atomic Energy Authority (UKAEA), 
Risley Nuclear Power Development Establishment, Warrington, Cheshire WA3 6AT, England. 

V&e 06 Flit ReLeane and Moht Recent Update: 1975 and 1981 

Gents?& Tn~omtion: 
TAU is the heat transfer module of a general finite element system UNCLE which pro- 
vides all the facilities needed by a general purpose finite element program. It is 
used extensively within the UKAEA and by a number of companies associated with the 
nuclear industry. 

Phoghmn Capabi.tit y : 
TAU deals with conduction in materials of varying composition with material data 
optionally a function of temperature, time, or space and with internal heat 
generation. Radiation is allowed between all surfaces with a direct line of sight. 
Surface conditions include natural and forced convection, fixed flux, radiation to 
ambient, convection to an internal fluid whose temperature is to be found, and 
fixed temperatures. Calculations are performed for two-dimensional (slab and axi- 
symmetric) and three-dimensional models in steady state 'and transient modes. 

UhcA lntmbace and Mod&kg CapabUu: 
A unique element-cell-array-structure hierarchy gives an extremely concise and power- 
ful yet natural way of inputting finite element models. The difficult task of 
providing radiation between surfaces, calculating viewfactors, and allowing for 
'Ishadows" can be accomplished with minimal effort on the part of the user. Mesh 
plots (including hidden line plots of three-dimensional structures) are provided. 
On-line interaction with the output routines allows selection of type of plot, 
size, viewpoint at run time. 
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Printed and plotted presentations of results are available (contour and line plots of 
temperature against position) and dump files may be used for 'restart purposes, for 
providing additional output, and for transfer of temperatures to the associated 
stressing program. 

t2hnen.t tibhahy: 
Two- and three-dimensional isoparametric elements are provided including triangles, 
quadrilaterals, tetrahedra, bricks and prisms with and without mid-side nodes. 
Boundary conditions are attached using compatible surface elements whose dimension- 
ality is one less than that of the whole problem. 

So.Ltion M&ho&: 
A sparse equation solver using a variant of Gauss elimination is provided. Many sol- 
utions stay in core using work space provided by the program at run time. Data is 
moved out of core automatically in an efficient systematic manner if in-core storage 
is insufficient. Nonlinear cases use a Newtonian iteration, or a modified Newton 
method in which the matrix of equations is set up and eliminated only once. 

Transients use a backward difference (implicit) technique with time steps adjusted 
automatically for accuracy. 

Phoghuming Language: FORTRAN IV 

ffahdwahe/~pehting syh;tm: IBM 370, 3033 (OS/VS), ICL 2900 (VME/B) 

Phogkam Size (ffeaat TJZUY~CS~~& ModuRu O&y) - NumbQtr 06 Sounce Statemen& 06 COhe 
Phogham, Phe- and Pohx-PhocQnhohn: 
UNCLE (input and solution - 18,000 statements; UNCLE (output) - 8,500 statements; 
TAU - 4,300 statements; LISTIN - 3,300 statements. 

Vocumevvi7Lion: See Refs. 68 to 70 

Phogtwn AvaitabLLLty: Available for use under contract on the Risley and Harwell 
computers of the UKAEA. Expected to be available in the United Kingdom and the 
United States on bureau by early 1982. 

TEMP and NTEMP 

V~c/ripLLve Phogham Ttie: TEMP - Temperature Analyzer; NTEMP - New Temperature 
Analyzer 

Phoghakn %W2/tOpUG Dr. A. F. Emery, Department of Mechanical Engineering, University 
of Washington, Seattle, Washington 98195 

Date 06 FL%& R&eu5e and Most Recenf Update: TEMP - 1970 and 1981; NTEMP - 1980 

Genti 1 ndokmaiion : 
l TEMP handles temperature dependent, time dependent properties and boundary 

conditions. Dynamic core allocation. 
l NTEMP - Same as TEMP with the following additions: 

l Algebraic formula input for time and temperature dependent variables. 
l Direct solution on modification and resolution using R. Young's method - 

choice determined on basis of execution times. 
l Convergence based upon dT/dt or dF/df using rms or mat. value. 
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Scope 06 Analyh-b: 
Two-dimensional and axisymmetric. Radiation and convection. Nonlinear problems. 
Used for input to SAAS. 

uheh lntendace and Mod&&g Capab.ihXti: 
Batch processing. Interactive graphic input of mesh. Separate mesh generator or 
internal generation of simple meshes. 

SaLtion MeRho& : 
Direct solution of equations combined with iteration for nonlinear problems. Young's 
method used t,o reduce solution time for nonlinear problems. User prescribed conver- 
gence criterion. Convergence based upon rms or maximum error. 

NotibIe latm and Limi;b;tiom: 
NTEMP has the following two mesh generators: 

l Batch processor based on solution of Laplace's equation. Arbitrary mesh 
capability. 

0 Interactive generator. Triangles or quadrilaterals. Library of different 
surfaces. Spheres, cylinders, cones, etc. 

The post-processor has the following facilities: 
0 Contour plotter 
l Three-dimensional perspective hidden line plotter 
l Determined mesh plotter 
l Temperature-time plots 
l Heat flux - time plots 

PhOgham.hg Language: FORTRAN Extended 

Hcmlwahe/OpmutLng syh&Zm: CDC 6000 series/NOS BE; CDC CYBER 175/750/NOS 

Phogmm Size (He.& Tmnn,(eh MaduE% Only) - Numbs 06 Sowtce S;tcr;temen& 06 &he 
Phoghmn, Phe- and POh;t-PhOctihOhh: 
1,500 cards. Pre- and post-processors - 3,000 cards each. 

VocumeWon: See Refs. 71 and 72 

PhOghi7.m AvaieabiLLty: Contact developer. Cost: $250 

Vtimiptive PhOgmm Tae: Thermal Elasto-Plastic Stress Analysis 

Phoghmn vev&peA: T. R. Hsu, Department of Mechanical Engineering, University of 
Manitoba, Winnipeg, Manitoba, Canada R3T 2N2 

V&e 06 FimX R&me and Moht Recent Upda.te: September 1973 and November 1980 

Genti ln~omcttion: 
TEPSA is a proprietary finite element computer code developed and maintained by 
Professor Tai-Ran Hsu. The code was initially developed to predict the thermo- 
mechanical behavior of reactor core components especially the fuel elements. 
However, it can be used equally well for other structures which comply, either 
three-dimensional axisymmetric or two-dimensional plane geometries. This code can 
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be used to handle thermal only, mechanical only, or coupled thermomechanical 
problems. 

Paogmm CapabLGty: 
The thermal analysis part of the TEPSA code is fully capable of ,handling both steady 
state and transient heat conduction of solids involving temperature-dependent ma- 
terial properties. Nonlinear convective and radiative boundary conditions can be 
applied, as well as heat generating elements. The' analysis applies to the instan- 
taneous geometry of the solid in the transient cases. Phase changes of the structure 
can also be handled. Extensive experimental verification of the code predictions 
has been made and a comprehensive user's manual is available. 

Sotudon M&ho ch : 
Incremental process was used in the code for the nonlinear loads, material properties 
and geometries involved in the solution. Both two-level implicit and three-level 
explicit time difference schemes have been used. The "averaging enthalpy" algorithm 
was used for the evaluation of latent heat involved in the phase change process. 

Phoghalm.ikg Language: -FORTRAN IV 

fftie/op&ng Syha%m: AMDAHL, IBM 

Pmyt.am !Zze (ffea/t T/ram&u Modules Only) - Numb? 06 Sotme S.ta&meti 06 COhe 
Pmgmm, Phe- and Poh.t-Phocehho/ : 
Preprocessor: approximately 100 statements. 
Core program: approximately 1,684 statements. 

VocumentaCon: See Refs. 73 and 74 

PhoghUm AvL.&b.LLi.ty: Contact developer. Cost is negotiable. 

Vehdptive PhOg/Lam TMe: A Three-Dimensional, Transient Heat Analysis Code Using 
the Strongly Implicit Procedure 

Phog4U.m Vev~opm: W. D. Turner, Union Carbide Corporation, Nuclear Division, Oak 
Ridge, Tennessee 37830 

V&e 06 FLthlt R&ease and MohaZ Recent Update: September 1978 

Genmd 1n~oWon: 
THAC-SIP-3D was written at Union Carbide Corporation, Nuclear Division, Oak Ridge, 
Tennessee, and was funded through the Office of Waste Isolation as part of the 
National.Waste Thermal Storage Program. 

Phogmm CapabLtLty and Scope 06 Avudyh.ih : 
THAC-SIP-3D is a transient analysis code designed to calculate temperature distri- 
butions for problems that can be modeled in the three-dimensional Cartesian 
coordinate system. 

UA~A Tntm{ace and ModeEng Capabi.t.LxXeb : 
The user defines the problem by a series of regions having common characteristics. 
THAC-SIP-3D generates the nodal configuration from this information. Parameters 
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may be defined by built-in functions or by user-supplied functions. 

Solon Me&o& : 
Uses Stone's strongly implicit procedure for three-dimensional, transient problems. 

Nofable lakmh and LiXtmXons: 
Variable-dimensioned with respect to maximum number of nodes. 

Phoghimun * g Language: FORTRAN IV 

ffaho!ume/UpmzGng syh&ZJn: IBM 360, IBM 370, IBM 3033 

Pmgm Size (Uea;t TJUW@L Modu&s Unlyl - Numb& .a6 So&e 2hZm3mti 06 &he 
P&ogkam, Phe- and POht-PhOC,edhOtL6:, 
Core program - 5000 

DocwneWon: See Ref. 75 

Phogham Ava,L.tabLt.Lty: 
Radiation Shielding Information Center 
Oak Ridge National Laboratory 
Oak Ridge, Tennessee 37830 

Vacvulptive Phogham TLtte: Transient Heat Transfer Program Version D 

PhOg/uun lkN&xh: General Electric Company, AEBG, Cincinnati, Ohio 

Genti ln6ofrmtion: 
THTD is a proprietary code developed and maintained,by the General Electric Company. 
Development started in 1956 with the first version released for use in 1957. Since 
then the program has undergone numerous changes and updates with continuing ongoing 
work to expand program and pre- and post-processor capabilities. 

Phogham Capabi&ty and Scope 06 &m&yhih: 
THTD is a general heat transfer code based on a finite difference implicit 'formulation 
of the partial differential equation for heat conduction. It computes transient and 
steady-state temperatures for three-dimensional geometries with a large variety of 
optional boundary, interface and internal conditions including: 

l Internal heat generation, volumetric, time dependent , 
l Surface flux, time dependent 
0 Contact co.efficient, ,constant 
l Node to node or node to boundary radiation 
l Convective boundaries with and without fluid flow, natural and forced 

convection, time and temperature,dependent 
l Temperature dependent physical properties 
l Phase change (melting) 

Useh ,lntut6ace and Modting CapabLtiXleb : 
l THTD includes options for output data generation for direct interfacing with 

finite element stress programs through appropriate file manipulation. 
l Extensive pre- and post-processor plotting capabilities for input and output 
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data analyses and documentation including isotherm plots, geometry plots and time 
and space dependent temperature plots are part of the THTD system. 

l Input to the program is greatly simplified by the use of pre-processors in the 
preparation of geometry and boundary condition input data and a conversational input 
generation program. Geometry input data processing is accomplished by use of digit- 
ized nodal coordinate data generated by use of digitizer or mesh generator programs. 

So&tion M wEho& : 
The solution method used is based on the Gauss-Seidel procedure with solution obtained 
by iterative solution of simultaneous algebraic equations for node temperatures de- 
rived from finite difference analysis. Convergence is recognized by user specified 
successive sets of maximum temperature changes (tolerance) permitted between iteration 
sweeps. The fully implicit formulation of the finite difference solution precludes 
any stability limitations on time increments and permits a direct steady state 
solution. 

NofabLe l&Jnh and l.imLta;tioti: 
l THTD is a strongly user-oriented program with extensive data checks and edited 

output features and capabilities to accumulate solution results on binary tapes for 
problem restart, stress program interface and for graphical display. 

a Although the program includes node to node and node to boundary radiation among 
its boundary condition options, it is generally not recommended for use in node to 
node radiation dominant problems. 

l The program is currently limited to 2047 nodal elements, but can be readily 
expanded to 6,999 nodes. 

Phoghamning Language: Basic program language is FORTRAN IV. However, several service. 
type subroutines are encoded in the GMAP assembly language for the Honeywell 6000 
computers. 

HatrdwatLe/Upting SyhA3.m: THTD is operational on the Honeywell 6000 computers at 
several locations within the General Electric Company. Earlier versions of the pro- 
gram are operational on the CDC 6400 at Battelle Memorial Institute and the UNIVAC 
computer at the NASA Manned Spacecraft Center, Houston, Texas. 

Phogmn Size (ffeat Jhati6m Mod&% Only1 - Numbm 06 Sowwe Slta&men& 06 Cohe 
Phogharn, Phe- and PohX-Phoc~hoh4 : 

0 Core Program: 45K, additional memory required for loading of input data and 
depends on the number of nodes and tables used in the input. 

0 Source Statements: 22,000 

Vocumeniktion: See Refs. 76 to 83 

Phogm AvaiLabiLiXy: Inquiries should be addressed to: 
W. K. Koffel 
General Electric Company AEBG 
Mail Drop K70 
Neumann Way 
Cincinnati, Ohio 45215 
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Vebcniptive Phoghum Jtie: A Computer Program for Transient and Steady State 
Temperature Distributions in Multidimensional Systems 

Phoghanl IkVtiOpa: Arthur L. Edwards, Lawrence Livermore National Laboratory, 
P.O. Box 808, Livermore, California 94550 

IlaZe 06 Fihlt R&me and MaaX Recent Update: 1967 and 1974 

GenmaX ln6omtion: 
TRUMP is a computer program in the public domain available from the Argonne Code 
Center, Argonne, Illinois. TRUMP is currently in use at Lawrence Livermore National 
Laboratory, and at a number of other locations in the United States, Canada and 
several other countries. 

Ptwgham CapabiLity and Scope 06 AndyhiA: 
l TRUMP is a general purpose program for solving linear or nonlinear, steady-state 

or transient potential flow problems, including heat flow in temperature fields, 
Darcy flow in pressure fields, and fluxes in electrical and magnetic fields. In 
addition, TRLJMP solves two additional equations representing, in thermal problems, 
heat production by decomposition of two reactants having rate constants with a gen- 
eral Arrhenius temperature dependence. 

l Geometrical configurations may consist of complex three-dimensional structures of 
many materials which are described by specifying the dimensions or volumes of volume 
elements, and the dimensions or areas of their connections or surfaces. 

l Material properties (e.g., thermal conductivity, specific heat) may be tabulated 
functions of the field variable (e.g., temperature) or time. Initial conditions may 
be specified for each volume element. Sources (e.g., heat) may be specified for each 
volume element, and may be tabulated functions of the field variable (i.e., tempera- 
ture) or time, or may be given an exponential time dependence. Boundary conditions 
may be specified for each surface and each volume element, and may consist of a time- 
dependent field variable (e.g., temperature) or flux (e.g., heat), or a combination 
of a time-dependent external field variable and an interface conductance which may 
also be a tabulated function of time or the surface field variable (e.g., tempera- 
ture). In thermal problems both convective and radiative transport may be represented 
at boundaries and between volume elements, and the surface conductance may be made 
proportional to a specified power of the difference between surface and external 
temperature. 

l On thermal problems, a mass flow field may be specified, which may be either time 
or temperature dependent, constrained only by the requirement that all mass flow 
connections are between volume elements of the same material, and that inflow equals 
outflow for each volume element. In problems of Darcy flow in a pressure field, 
this field may be used to model the effects of gravity. 

l Special elements may be specified that measure linear combinations (sums, aver- 
ages, differences) of the field variable (e.g., temperature), or its rate of change. 
Any property that may be a tabulated function of the field variable (e.g., tempera- 
ture) in one volume element may be made to depend on the field variable in another 
volume element, including the special elements specified for measurement.purposes. 
In thermal-reactive problems, these properties include specific heat, thermal con- 
ductivity, heat of reaction, collision frequency, activation energy, heat gener- 
ation rate, mass flow rate, and surface convection coefficient. This capability 
allows the solution of problems involving remote or automatic control. 
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l The solution method and accuracy may be determined by the program or specified by 
the user. Save-restart capability is provided by the, program. 

uhm lrutehdace and Mod&n~ C&pabiL.Lty: 
TRUMP geometric input can be produced directly by the user or by a pre-processor such 
as FED (Dale Schauer, LLNL). At LLNL the user may interact to determine the progress 
of the calculation, change output intervals, interrupt and restart, or end the 
problem. The user controls output intervals and quantity from minimum (e.g., temper- 
ature and global heat balance values) to maximum (e.g., detailed heat balance data 
for each volume element and connection, phase concentrations, chemical reactant 
concentrations, flow totals and rates, etc.). Plots include snapshots, time hist- 
ories and contour plots, produced either directly or by a post-processor. 

Phyhicat Phopetiy Libhahy: 
A collection of critically evaluated thermal properties of over 1,000 materials in 
the required input format for TRTJMP is available (see UCRL-50589) as part of the 
TRUMP package at Argonne Code Center. 

SokkaXon M&ho& : 
TRUMP uses a combination of explicit and implicit methods to solve the algebraic set 
of difference equations for each time increment, or the user can choose a particular 
method, such as explicit, or two forms of implicit (backwards time-step or Crank- 
Nicholson) methods. In the combination explicit-implicit method, the zones done 
implicitly are determined by the program, but others may be added by the user. The 
particular mix varies as the problem proceeds, to optimize the use of computer time 
for the accuracy specified. The implicit method uses a one-point iterative scheme, 
with an extrapolated first estimate and local and global convergence criteria. 

Nofable 1-tem-s and LimWonh: 
TRUMP is a very general and powerful solver of the general nonlinear parabolic partial 
differential equation describing flow in various kinds of potential fields in complex 
geometries. Geometry is specified independently of any global coordinate system, 
which limits the types of plots which can be made. Coordinate data is easily added 
when a geometric pre-processor is used. The number of volume elements and their 
interconnections and boundary connectors is limited by the memory size of the 
computer. 

Phoghumming Language: LRLTRAN at Lawrence Livermore National Laboratory, and various 
versions of FORTRAN at other locations. 

/famfwake/~pe4m%ng S yh&m: CDC 7600, 6000 and 3000 series, IBM 360, UNIVAC 1100 
series and GE 200 

P/rag&urn Size (/feat Jtcann6m Moduh Unty): 
Pre-processors - 5,000 statements, variable 
Core Program - 5,000 statements 
Post-processors - variable. 

VocumentaALon: See Refs. 84 to 86 

Phogham AvaiZ!abi.Gty: National Energy Software Center 
Argonne National Laboratory 
9700 South Cass Avenue 
Argonne, Illinois 60439 
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Damiptive PhOghUm JLMe: Westinghouse Electric Computer Analysis - 

PhOgham Vevetopeh: Analytical Mechanics, Westinghouse Research and Development 
Center, Pittsburgh, Pennsylvania 15235 

Date 06 F.im;t ReXetie and Moh1t RecemZ Upda;te: 1973 and 1981 

Genmut 1 n6ohmtion: 
WECAN is a proprietary code. It was and is developed jointly by Westinghouse 
Research and Development and other Westinghouse user divisions to be efficient, 
capable and easy to use. WECAN and its close relatives WAPPP (WECAN Pre- and Post- 
Processors) and FIGURES II (Finite Element Interactive Graphics User Routines) were 
designed to provide a complementary system of computer programs for structural 
analysis. Maintenance is funded by a surcharge. New developments are funded by 
user organizations desiring new development and the surcharge. 

Pmgaum Capability: 
WECAN is a general purpose static, dynamic transient linear buckling, and heat trans- 
fer and analogous field problems. Isotropic, orthotropic, and anisotropic materials 
are permitted. Material properties are defined as a fifth order polynomial of 
temperature. Substructures are linear but can be combined with nonlinear elements 
in the solution phase. Multilevel substructures are permitted. Substructures may 
be rotated, reflected or scaled. WECAN may be restarted at preselected time steps. 

uhe.& lntekdace and Modeling CapabUu : 
WAPPP is a collection of batch pre- and post-processors for WECAN. The pre-processors 
generate meshes and loads, check isoparametric element shapes, reduce wave fronts, 
prepare input for general matrix input and for composite materials. The post- 
processors edit heat transfer results, edit mode shapes and frequencies, combine 
results, plot contours, deformed shapes, transients and general xy curves, process 
seismic data, calculate J-integrals and calculate Fourier coefficients. 

FIGURES II is a collection of interactive pre-processors that prepare input for 
WECAN. It can interactively plot what is being generated. 

SaLtion M&ho& doh Nor&&em PhobXem: 
a WECAN solves transient heat transfer problems using the Crank-Nicholson-Galerkin 

integration scheme with a=213 or 1 or else uses a quadratic integration scheme. 
l WECAN uses the wave front equation solver with as much in core as possible. 

No-tabLe l-tern and Lim~om: 
WECAN's heat transfer capabilities offer a wide range of applications. By analogy 
it has been used to solve electromagnetic field problems, fluid-structure interaction, 
torsion of prismatic bars, incompressible inviscid fluid flow, corrosion, seepage, 
acoustics, and electrical conductance problems. Interactive post-processing of re- 
sults is under development. Users may specify any element conductivity or specific 
heat matrix through the general matrix input element. Basic workshops and advanced 
training sessions are offered periodically to train inexperienced and experienced 
WECAN users. An annual user's colloquium is held each Fall where users present 
papers in competition for prizes. 

Phoghamming Language: WECAN and WAPPP are over 99 percent FORTRAN IV, and less than 
1 percent COMPASS. FIGURES - 100 percent FORTRAN IV 
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HtidLua/re/@&ng SyhZkm: WECAN and WAPPP - CDC 7600 (SCOPE); 
FIGURES II - PRIME 750 '(PRIMOS) 

Phogham Size (t-k& ThanA6etz. Related): 
WECAN 35,000; WAPPP 20,000; FIGURES II 100,000. 

VocLunenttion: See Refs. 87 to 89 

Phogham Avcdkb~y: Program can be used on Westinghouse PSCC Engineering Computer 
System or CDC Cybernet System for a surcharge on each run of WECAN, WAPPP or 
FIGURES II. The object tapes are available with terms negotiable. For further 
information please contact William Kunkel, Advance Systems Technology, Westinghouse 
Electric Corporation, 777 Penn Center Boulevard, Pittsburgh, Pennsylvania 15235 
(412) 824-9100. 
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