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total jet hole area

ratio of jet hole area to opposing impingement surface area (open
area ratio), n/[4(x,/d)(yy/d)]

local thickness of jet plate at jet hole location

dimensionless quantity defined following Eq. (4.6)

dimensionless quantity defined following Eq. (4.6)

jet plate discharge coefficient

constant pressure specific heat

jet hole diameter

hydraulic diameter

coefficients defined following Eq. (9.4)

friction coefficient defined as 2tT,p/G3

crossflow mass velocity based on channel cross—-sectional area

G, normalized by channel exit mass velocity, G;/[(m; + mj)/(z'w)]
jet mass velocity based on jet hole area

superficial jet mass velocity based on jet plate area

heat transfer coefficient at impingement surface defined by Eq. (5.1)

streamwise length of jet plate and impingement surface
(Figs. 3.1, 4.5, and 8.1)

initial crossflow development (entrance) length upstream of jet array
streamwise length of region k of nonuniform jet array (Fig. 8.1)
Ly/L

initial crossflow rate

total jet flow rate

initial crossflow—to—total jet flow ratio, mc/mj

number of spanwise rows of holes in streamwise direction

number of jet holes across span of heat transfer test surface
number of jet holes across span of channel

Nusselt number, hd/k

channel pressure

jet plenum pressure

heat flux at impingement surface
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Greek

T F < Jdw

heat rate at surface of test plate segment n in initial crossflow
channel

ideal gas constant

crossflow (channel) Reynolds number, G (2z)/p
jet Reynolds number, do/u

superficial jet Reynolds number, G}d/u
Stanton number, h/cpaj
adiabatic wall temperature

characteristic temperature of initial crossflow (pp. 53-55 and 63-64)
characteristic temperature of jet flow (pp. 53-55)

characteristic injection temperature for film cooling

characteristic mainstream temperature for film cooling

jet plenum air temperature

initial crossflow plenum air temperature

heat transfer surface temperature

width (span) of channel

streamwise location along jet plate or impingement surface
(Figs. 3.1., 4.5, and 8.1)

x/L

£ - (1/2) (xy/L)

streamwise jet hole spacing
spanwise jet hole spacing

channel height (jet exit plane—to—~impingement surface spacing)

dimensionless adiabatic wall temperature defined by Eq. (5.3) for jet
array impingement with initial crossflow; and by Eq. (5.2) for
film cooling.

function defined by Eq. (4.2)
ratio of specific heats
dynamic viscosity

fluid density

channel wall shear stress
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Subscripts and Superscripts

bp
x,1,2
)
()"

refers to ’'’break point’’ value of Gc/Gj (p. 25)

refer to uniform geometry region of nonuniform arrays k = 1 for
upstream regions; k = 2 for downstream region

overbar refers to mean value over jet plate

superscript n refers to value at nth spanwise row of holes
(n = 1)2)||I)Nc)

vii






T

& &

- -

NOMENCLATURE

total jet hole area

ratio of jet hole area to opposing impingement surface area (open
area ratio), n/l4(x,/d)(yg,/d)]

local thickness of jet plate at jet hole location
dimensionless quantity defined following Eq. (4.6)
dimensionless quantity defined following Eq. (4.6)
jet plate discharge coefficient

constant pressure specific heat
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SUMMARY

The work reported herein is divided into two major parts, each of which
represents an extension of work completed in earlier phases of an overall
investigation. The overall investigation was directed toward the determina-—
tion of flow distributions and heat transfer characteristics for two-dimen—
sional arrays of circular air jets impinging on a surface parallel to the jet
orifice plate. The configurations considered were intended to model those of
interest in current and contemplated gas turbine airfoil midchord cooling
applications. The geometry of the airfoil applications considered dictates
that all of the jet flow, after impingement, exit in the chordwise (i.e.,
streamwise) direction toward the trailing edge. The accumulated flow from
upstream jet rows in the array acts as a crossflow to downstream rows. In
some cooling schemes am initial crossflow arising from air used to cool the
leading edge approaches the midchord jet array. The temperature of this
initial crossflow air can be several hundred degrees higher than the cooling
air introduced to the jet array.

The early work in the study dealt with arrays of uniform geometries not
subject to an initial crossflow. These arrays had streamwise hole spacings of
5, 10, and 15 hole diameters, spanwise hole spacings of 4, 6, and 8 diameters,
and jet exit plane—to—impingement surface spacings (channel heights) of 1, 2,
and 3 hole diameters, with 10 spanwise rows of holes. Spanwise averaged heat
transfer coefficients, resolved in the streamwise direction, were measured and
correlated in terms of individual spanwise row jet and crossflow velocities,
and in terms of the geometric parameters. These results were reported in
detail in two previously published NASA reports.

IJn Part I of the present report, experimental results for the effects of
an initial crossflow on both flow distributions and heat transfer characteris-
tics for a number of the prior uniform array geometries are presented. Heat
transfer coefficients and adiabatic wall temperatures resolved to one stream—
wise hole spacing were determined for ratios of the initial crossflow—-to—total
jet flow rate ranging from zero to unity. The adiabatic wall temperatures
depend on the relative flow rates and relative characteristic temperatures of

both the jet air and the initial crossflow air, as well as on the geometric



parameters. Both Nusselt number profiles and dimensionless adiabatic wall
temperature (’'’effectiveness’’) profiles are presented and discussed as a
function of the flow and geometric parameters., For some conditions ’'’'effec—
tiveness'’’ profiles cover nearly the entire range between zero and unity, and
Nusselt numbers at upstream rows are reduced significantly compared with zero
initial crossflow values, even for initial crossflow-to—total jet flow ratios
as small as 0.2, Special test results which show a significant reduction of
jet orifice discharge coefficients owing to the effect of a confined crossflow
are presented, along with a flow distribution model which incorporates those
effects.

In Part II, experimental results for the effects of nonuniform array
geometries on flow distributions and heat transfer characteristics for nonini-
tial crossflow configurations are presented. The nonuniform arrays are
comprised of two different regions each of which has a uniform geometry.
Either hole spacing or hole diameter has a different value in the two regioms.
The previously developed flow distribution model for wuniform arrays is
extended to nonuniform arrays and validated by comparison with the measured
flow distributions. The validated flow distribution model is then employed to
compare the nonuniform array streamwise resolved heat transfer coefficient
data with the previously reported uniform array data and with the previously
developed correlation based on the uniform array data. It was found that the
uniform array results can, in general, serve as a satisfactory basis from
which to predict heat tramnsfer coefficients at individual rows of nonuniform
arrays. However, significant differences were observed in some cases over the
first one or two rows downstream of the geometric transition line of the
nonuniform array. For practical purposes the '‘'entrance’’ or '’'adjustment’’
length for a downstream region could be considered as requiring from zero to

at most two jet rows, depending on the particular case.




1. INTRODUCTION

The cooling of gas turbine engine components has become established as an
important aspect of turbine engine design. The most common cooling schemes
involve the use of air cooling, where a portion of the compressor discharge is
diverted around the combustor to be used directly as a heat exchange medium.
In this way the temperatures and temperature gradients of components exposed
to the hot gas stream can be reduced, thereby extending service life at a
given performance level.

Modern high performance engines use 20 percent or more of the compressor
discharge flow for cooling purposes. The design of such engines requires
great care so that the performance improvement to be derived from operating at
higher temperatures is not more than offset by the cycle and aerodynamic pen-—
alties associated with compressing and using the cooling air. In order to do
rational and confident design, the designer must have access to detailed accu—
rate information on the flow and heat transfer characteristics of cooling
schemes in use or under consideration,

The most critical areas in the engine from the viewpoint of thermal
exposure are the first—stage airfoils, both stator vanes and turbine blades.
The stationary first stage vanes, situated immediately downstream of the
burner experience the highest gas temperatures, including ’’hot streaks’’ of
several hundred degrees above the mean temperature associated with combustor
pattern nonuniformities. The first stage blades, although experiencing lower
relative velocities and a rotational averaging of the combustor patterm, are
subject to the additional complications and stresses of rotation.

For both these airfoil sets, the external heat load around the airfoil
surface is very nonuniform, The situnation depicted in Fig. 1.1 is typical.
The leading edge region experiences very high external heat transfer coeffi-
cients. These decrease gquickly but usually grow again in the midchord region,
particularly on the suction side of the airfoil.

The large external heat loads require an internal cooling scheme with
high heat transfer coefficients between the cooling air and inner surface of
the airfoil. An impingement cooled arrangement is often the choice because of

the high heat transfer coefficients possible and the capability of placing



Fig. 1.1 Example of airfoil external heat load distribution,

jets in patterns dictated by the external thermal loading. This flexibility
in jet placement can be advantageous not only in the chordwise directiomn, but
also in the spanwise direction to reflect, for example, the burner pattern in
the radial direction. Fig. 1.2 shows a typical midspan arrangement of jets.
Note that the jets are constrained to exit in the chordwise direction, so the
accumulated jet flow from upstream rows acts as a crossflow to downstream jet
rows in the array. The drop—off in external load behind the leading edge
eliminates the need for new cooling jets in this region and the leading edge
coolant flows around to become a separate, or initial, crossflow to the
midchord jet array. Alternate types of arrangements, for example Fig. 1.3, do
not include the presence of an initial crossflow approaching the midchord jet
array.

Despite the complications involved in fabricating airfoils with inserts
to provide a jet plenum, the jet array remains an attractive cooling scheme
for the midchord region for the reasons stated above. It is potentially a
much better match to the spanwise and chordwise distribution of external heat
loads than a multipass spanwise cooling flow arrangement. These multipass
designs are often subject to either overcooling or undercooling problems in
the turn regions at the airfoil root and tip.

Over the past several years, Arizona State University (ASU) has engaged
in an extensive NASA sponsored study of the flow and heat transfer character—

istics of two—dimensional jet arrays of the type depicted in the midchord




Fig. 1.2 Impingement cooled airfoil — midchord jet arrays
subject to initial crossflow.

Fig. 1.3 Impingement cooled airfoil — midchord arrays not
subject to initial crossflow.

regions of Figs. 1.2 and 1.3. The early work in this study was directed at
modeling uniform arrays in cases where an initial crossflow is not present
[1,2]. It should be recognized, however, that crossflow is always present
downstream of the first row, whether or not a separate initial crossflow is
imposed. The geometry of the airfoil application dictates that all of the jet
flow will exit in the chordwise direction toward the trailing edge. This fact
has stimulated much of the prior work on the effects of crossflow on confined
jets, as typified by References [1-11].

More recently, the ASU study was expanded to consider the effects of
initial crossflow, including the effect of am initial crossflow temperature
which is elevated above the jet temperature. The latter condition is of
considerable importance. The designer is often faced with an initial
crossflow temperature which is substantially above the jet flow because of
heat pickup in the leading edge region., Confident design can be achieved only
if the designer knows the proper effective coolant temperatures and heat

transfer coefficients to wuse in the region where the initial crossflow



penetrates into the jet array. 7To date, there is virtually no information in
the literature to help the designer answer these questions,

Part I of this report presents the results of the ASU study intended to
respond to this need. Experimental results are included for both flow distri—
butions and heat transfer characteristics for uniform rectangular arrays of
circular jet orifices with initial crossflow. These are intended to model the
types of midchord cooling arrangements illustrated schematically in Fig. 1.2.
For flow distributions emphasis is placed on the parametric effect of the
initial crossflow rate. A theoretically based flow distribution model is also
presented and compared with the results of the measurements, For heat
transfer characteristics emphasis is placed on effects of both flow rate and
temperature of the initial crossflow relative to the jet flow. Results are
presented for a range of three primary geometric parameters: chordwise and
spanwise jet hole spacings, and jet exit plane—to—impingement surface heights
each considered relative to hole diameter,

One of the major results of the earlier work of the study was the deter—
mination of spanwise averaged, chordwise resolved heat transfer coefficients
for uniformly spaced inline and staggered arrays in noninitial crossflow
configurations modeling midchord arrays similar to those in Fig. 1.3 [1,8].
Nusselt numbers resolved to one chordwise hole spacing were correlated in
terms of the individual spanwise row jet Reynolds number, the crossflow—to—jet
mass velocity ratio, and the three primary geometric parameters noted above
[2,11]. It is emphasized that all of these previously reported results in the
noninitial crossflow configuration were restricted to cases where all aspects
of the array geometry were uniform; i.e., uniform spanwise and chordwise hole
spacings, hole diameters, and jet exit plane—to—impingement surface spacing.
The correlation based on these results is, however, in a form which permits
its direct application locally (i.e., row by =row) to mnonuniform array
geometries, assuming only that the row-by-row jet flow distribution for the
nonuniform array is known, It is also possible for the chordwise resolved
Nusselt number data from the uniform array tests to be applied locally to
nonuniform arrays. The use of nonuniform arrays provides the designer with
additional flexibility in tailoring array geometry and corresponding coolant

heat transfer coefficients to meet the specific local cooling requirements




imposed by the external hot gas flow. An important question which arises,
therefore, is what confidence can the designer place in the local application
to nonuniform arrays of uniform array heat transfer data and/or correlations
based on such data?

Part II of this report addresses this question. Experimental results for
both flow distributions and heat transfer coefficients for nonuniform arrays
are presented. A previously developed flow distribution model for uniform
arrays is extended to nonuniform arrays and validated by comparison with the
experimental results. The validated flow distribution model is then employed
to compare the nonuniform array heat transfer data with the previously
reported uniform array data and correlation. The nonuniform arrays are
composed of two uniform but different array patterns in the upstream and
downstream regions of the array, respectively. In each nonuniform array only
one geometric parameter takes a different value in each of the two regioms,
with all other parameters remaining constant. The parameters which were
varied in this way were the hole spacings and the hole diameter. To facil-
itate comparisons the patterns used in each region matched previously tested

uniform array patterns.






PART I - EFFECTS OF INITIAL CROSSFLOW






2. INTRODUCTORY REMARKS (PART I)

The jet arrays tested in the initial crossflow configuration had uniform,
rectangular inline hole patterns with streamwise and spanwise hole spacings,
exprossed in jet hole diameters (x,/d, y,/d), of (5,4), (5,8), (10,4), and
(10,8). Each array had ten spanwise rows of holes, The jet plate—to-
impingement surface spacings (z/d) were 1, 2, and 3 hole diameters. The (5,4)
configuration with z/d = 3 was also tested in a staggered hole pattern. Most
tests were conducted with a nominal mean jet Reynolds number (i:j) of 10°.
The ratio of initial crossflow rate to total jet flow rate (mc/mj) was set at
nominal values of 0.2, 0.5, and 1.0 for each geometry with a reference test at
zero initial crossflow also included. The basic experimental facility as
utilized for both flow distribution and heat transfer tests is described in
Section 3.

A primary objective of Section 4 is to report and characterize the exper—
imentally determined streamwise distributions of the jet flow, emphasizing the
parametric effect of the initial crossflow. During the course of the tests
significant inconsistencies arose for some cases with larger initial cross-
flows, when experimental mass balances failed to adequately check. By means
of special tests it was found that these inconsistencies were due to crossflow
effects on the discharge coefficients of the jet holes. Additional special
tests were conducted to account for these effects. An additional objective of
Section 4 is, therefore, to report experimental results for the effect of a
confined crossflow on the discharge coefficients of jet orifices. A final
objective is to present a relatively simple predictive model for the flow
distributions, which, in its general form, includes effects of initial cross-—
flow, variable discharge coefficients, and crossflow channel wall shear.
Predictions based on the model are compared with the experimentally determined
flow distributions.

Section 5 deals with the heat transfer characteristics for the jet arrays
with an initial crossflow. Since the characteristic initial crossflow temper-
ature may differ from the characteristic jet temperature, the problem is
introduced from the perspective of a three—temperature problem, the most

well-known example of which is film cooling. Spanwise averaged heat transfer
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coefficients and adiabatic wall temperatures at the impingement surface,
resolved to one streamwise hole spacing in the streamwise direction, were
experimentally determined. The adiabatic wall temperatures depend on the
relative flow rates and the characteristic temperatures of the jet air and the
initial crossflow air, as well as on the geometric parameters. Both Nusselt
number profiles and dimensionless adiabatic wall temperature (’’effectiveness
values’’) profiles are presented and discussed as a function of the flow and
geometric parameters, im particular, the initial crossflow-to—-total jet flow
ratio and the corresponding jet flow distributions presented in Section 4.

Part I closes with concluding remarks presented in Section 6.

12



3. INITIAL CROSSFLOW EXPERIMENTAL FACILITY

The basic test model geometry and nomenclature are shown schematically in
Fig. 3.1. The flow region of primary interest is that bounded by the jet exit
plane and the impingement surface. The length (L) of this region is
considered to extend from one-half a streamwise hole spacing (x,/2) upstream
of the first spanwise row of holes to the same distance downstream of the last
row. The total crossflow rate approaching a givem row is equivalent to the
initial crossflow rate (m;) combined with the total jet flow introduced
upstream of that ‘row.

The basic experimental facility was that originally used for a comprehen—
sive series of noninitial crossflow tests [1,2], but set up in a modified form
suitable for conducting tests with initial crossflow. The original facility
was designed for conducting heat transfer tests but was also utilized for
measurement of jet flow distributions., A complete description of the original
facility may be found in [1]. Here a description of the facility in the
initial crossflow configuration will be given. For the convenience of the
reader certain basic features previously described in detail [1], will also be
reviewed,

A cross—sectional view of the arrangement is shown in Fig. 3.2. There
are two plenum chambers, each with two sections of porous plenum packing
supported by screens, supplied individually with dried and filtered laboratory
compressed air, one for introducing air to the main jet plate, and one for
introducing the initial crossflow air to the channel. An electric resistance
heater (not shown) in the line immediately upstream of the initial crossflow
plenum permits independent control of the initial crossflow air temperature at
levels above the jet plenum air temperatures. The initial crossflow was
introduced to the channel through two spanwise rows of jet holes. The main
jet plates, each with ten spanwise rows of holes, are interchangeable. The
plenum/jet plate assembly was mounted over the test plate unit (impingement
plate) through interchangeable spacers which fixed the channel height (i.e.,
the jet exit plane—to—impingement surface spacing). The spacers also formed
the upstream end-surface and side walls of the channel, thus constraining the

initial crossflow and the jet flow to discharge in & single direction to the

13
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Fig. 3.1 1Initial crossflow basic test model geometry and nomenclature.

laboratory environment at atmospheric pressure, The test plate unit consists
of a segmented copper heat transfer test plate with individual segment
heaters, the mnecessary thermal insulation, and the test plate support struc-—
ture. The segmented design provides for control of the streamwise thermal
boundary condition at the heat transfer surface, as well as for determination
of spatially resolved heat transfer coefficients in the streamwise direction.
Note that in the configuration shown the spanwise rows of jet holes are
centered over the test plate segments, one row per segment. This results in a
streamwise resolution of measured heat transfer coefficients equivalent to one
streamwise jet hole spacing., There are a total of 31 segments in the test
plate, 19 upstream of the jet array, 10 immediately opposite the array, and
two downstream of the array.

Significant geometric characteristics of the configurations tested are
summarized in Table 3.1. The array of length L = 12.7 cm with matching jet
rlenum (Fig. 3.2) was designated as size B. The jet plates are identified by
the notation B(x,/d,yp/d)I where the I designates an inline hole pattern,
replaced by S to designate a staggered pattern. A staggered pattern was
identical to its inline counterpart, except that alternating spanwise rows of
holes were offset by one-half the spanwise spacing. Note that the overall

channel width exceeded the width of the heat transfer test plate and that the
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Fig. 3.2 1Initial crossflow test facility schematic.
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pumber of holes across the channel (Ni) exceeded the number across the test

of the channel and the edges of the heat transfer test plate. Reckoned from
the centerline of the second (i.e., downstream) spanwise jet row of the
initial crossfiow plenum, the channél lengih availabie for fliow developmeni
upstream of the jet array (initiel crossflow development length, 24.1 cm)
ranged from 16 to 95 hydraulic diameters, depending on the channel height. It
sfay also be noted that this length was 19 times the streamwise hole spacing in
the main jet array (x; = 1.27 cm). Average jet plate discharge coefficients,
to be discussed later, are also included in Table 3.1.

The jet plates were machined from aluminum, The jet plate thickmess, b,
at each hole location was equal to the jet hole diameter., This was achieved
by appropriately counterboring jet plates of a larger overall thickness,
1.1 em (Fig. 3.2). This design feature was dictated primarily by the desire
to insure accurate channel heights during test rums, a particularly critical
requirement for the narrowest channel heights. The counterbore was three jet
hole diameters, except for the narrowest hole spacings where a two—diameter
counterbore was used. The B(10,8)I jet plate was originally machined with a
2d counterbore and utilized in that form for both heat transfer and discharge
coefficient tests. The counterbored holes were subsequently bored out to 34,
with both the heat transfer tests (at z/d = 1) and discharge coefficient tests
repeated over a range of jet Reynolds numbers. The results were identical to
within experimental uncertainty.

The copper test plate segments were 0.635 cm thick and 1.19 cm wide with
0.079 cm balsa wood insulation bonded between adjacent segments to minimize
heat leak. The individual heaters were foil—-type bonded to the underside of
each segment, ecach with power input controlled by a separate variac. The
edges and undersides of the segment/heater assemblies were bonded to basswood,
selected for the combination of structural and insulating qualities it
provided. Those insulation surfaces which would have formed part of the
channel and been exposed to the air flow were surfaced with 0.079 cm Lexan
plastic to provide a smooth aerodynamic surface and prevent possible erosion
of the wood insulation materials. The primary temperature instrumentation in

the test plate consisted of copper—constantan thermocouples mounted in the
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Table 3.1. Geometric Parameters and Mean Discharge Coefficients

for Jet Plates Tested.

Jet Plate .
B(x,/d,yn/d)I A, d and b Ng Ng

(cm)

B(5,4)I(&S) 0.0393 12 18
0.254

B(5,8)I 0.0196 6 9

B(10,4)1 0.0196 24 36
0.127

B(10,8)I 0.0098 12 18

Channel heights, (z/d) =1, 2, and 3

Fixed Parameters:

Channel width (span), w = 18.3 cm

Heat transfer test plate width, 12.2 cm

Heat transfer test plate length, 39.4 cm
Overall channel length, 43.2 cm

Initial crossflow channel length, 26.0 cm
B-size jet array and plenum length, L = 12.7 cm
Downstream exit length, 4.5 cm

Initial crossflow development length, 24.1 cm
Number of spanwise rows of jet holes, N, = 10

I = Inline, S = staggered hole pattern

17



center of each copper segment, with a redundant thermocouple in each segment
offset 1.52 cm in the spanwise direction. Several segments at intervals along
the plate had additional thermocouples mounted out to the edge to verify that
the spanwise temperature distributions during testing were essentially
uniform. Thermocouple output signals and heater power input signals were

recorded on a digital data logger.
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4. FLOW DISTRIBUTIONS WITH INITTAL CROSSFLOW

4,1 Experimental Procedures and Data Reduction

The initial cross flow rate and total jet flow rate for each test
condition were measured utilizing standard square—edge orifice plates in flow
metering sections upstream of the respective plenums. Plenum pressure levels
were measured via static pressure taps, while plenum air temperatures were
determined using copper—constantan thermocouples. All pressure measurements
were made with either U-tube or single leg well-type manometers. Flow rates
at the flow metering sections were computed according to [12] which gives
values of flow coefficients for standard square—edged orifice plates. Plenum
air temperatures were nominally at ambient levels of about 300K. Plenum
pressures ranged from slightly above the nominal exhaust pressure level of one
atmosphere to as high as 275 kPa depending on test conditions. The distri-
bution of the jet flow among the individuel spanwise rows of the array was
determined from measurements of streamwise channel pressure profiles and jet
plate discharge coefficients.

Streamwise channel pressure traverses were accomplished with static
pressure probes inserted from the open downstream end of the channel as shown
in Fig. 4.1. The probes were stainless steel tubes of either 0.089 or 0.124
cm outside diameter and 0.015 or 0.020 cm tube wall thickmness, respectively,
closed at the upstream end, with a single orifice of 0.0254 cm in the tube
sidewall located 0.32 cm from the end. The smaller diameter tube was used for
the channel heights of less than 0.254 cm. For a given run the tube was
positioned along omne lower corner of the channel and pressed against the
channel side wall and bottom by slightly bowing the tube. This positioning
provided support of the tube, thus preventing vibration and possible whipping
in the presence of a strong channel flow. It may be noted that each channel
side wall 1location, hence the nominal probe position, was at a plane of
symmetry midway between streamwise hole row centerlines., For most traverses
the orifice was positioned facing upward toward the jet plate, with readings
made opposite each spanwise jet row location. For some traverses readings

were also made midway between spanwise jet rows. And in some instances,
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traverses were repeated with the orifice positioned facing downward toward the
impingement surface, or toward the channel sidewall. These, as well as prior
similar results, showed that the pressure measurements were not normally very
sensitive to the orifice orientation and that the profiles were rather smooth
in traversing from positions between jet rows to positions immediately
opposite jet rows. This indicated that dynamic pressure effects were normally
of minor significance.

Discharge coefficients for each jet plate were previously determined by
separate tests [2]. These tests were conducted with the plenum/jet plate
assembly removed from the impingement plate and discharging directly to the
laboratory environment at atmospheric pressure. Discharge coefficients were
defined in the standard manner as the ratio of the actual to the ideal flow
rate, where the latter was calculated assuming ome-dimensional isentropic
perfect gas flow, using measured values of plenum pressure, plenum tempera-—

ture, and atmospheric pressure., The defining equation is

G = CpPo(B/Pe)* T(2y (-1 (kT 12-(B/p ) T/ T1y2/2 (4.1)
where Gj = mj/A,. The actual flow rate (mj) was determined via the standard
orifice in the flow metering section upstream of the plenum. A discharge
coefficient determined as described above is an average value over all holes
in the jet plate. While discharge coefficients for individual holes were not
determined, each jet plate was checked for flow uniformity with very satisfac-
tory results as detailed in [1]. Discharge coefficients for each jet plate
were measured over a nominal range of jet Reynolds numbers from 2.5 x 10% to
5 x 10*+ The jet plate discharge coefficient as a function of jet Reynolds
number is illustrated for B(5,8)I in Fig. 4.2. The values were found to be
essentially independent of Rej over this range. The values summarized in
Table 3.1 are mean values over the range.

The jet mass velocity for each spanwise row of holes was calculated based
on Eq. (4.1) using the channel pressure measured at the row location and
Cp = Cp for the particular jet plate (Table 3.1). The sum of the flow rates
over all ten rows was then compared with the standard orifice measurement of

the total jet flow rate. These mass balances ordinarily closed to within a
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Fig. 4.2 Jet plate discharge coefficient as a function of jet Reynolds
number in absence of crossflow and impingement surface.

few percent. However, for tests with the smaller channel heights and larger
initial crossflow rates significant discrepancies up to 42% were observed. The
discrepancies were thought to be due to crossflow and/or impingement surface
proximity effects on the discharge coefficients.

Several special tests were then conducted to determine the effect of
crossflow and impingement surface proximity on the discharge coefficients.
These tests were performed with the plenum jet plate assembly mounted over the
impingement plate as in standard flow distribution tests, but with the last
nine spanwise rows plugged leaving only the upstream row open. This permitted
the jet flow rate through the single open row to be measured directly at the
standard orifice flow metering section upstream of the jet plenum. A cross-
flow rate was also orifice-metered and then introduced through the initial
crossflow plenum as in the standard flow distribution tests, The channel
pressure at the open row location was measured with the static pressure probe,
using the same technique as described above for the channel pressure
traverses., In this way, discharge coefficients were determined as a function
of crossflow-to—jet velocity ratio (Gc/Gj) and impingement surface proximity

(z/d). The use of these results in the reduction of the flow distribution
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data greatly improved the mass balances (flow rate closures) in those cases
where significant discrepancies had existed. The detailed results of the
special tests for the crossflow effect on discharge coefficients are presented

in the next section.

4.2 Effect of Crossflow on Discharge Coefficients

Special discharge coefficient tests were conducted as just desqribed
using the B(5,4)I jet plate at z/d = 1,2, and 3 and the B(5,8)I jet plate at
z/d = 1. The jet flow rate was set to give a jet hole Reynolds number of 104,
The crossflow was then varied to give a range of Gc/Gj for one spanwise row of
holes. The results are plotted in Fig. 4.3. Tabular values are listed in
Appendix C, Table C.1. For the larger values of Gc/Gj the jet Reynolds

numbers were set at less than 104 in order not to exceed the available

1.0 T A | I ]
e Rej=IO4(excep'r as noted) —
0 N NBE] . (yo/d,2/d) _
Rej x 10 O (4,1
~ 8/ A (4,2) -
[l 0 (4,3)
06 5 N (8,1) B
co | L]
Cl4-r
o2 —
(@ J — | | | I | | ]
0 I 2 3 4 5 3) 7 8

Fig. 4.3 Effect of confined crossflow on jet
orifice discharge coefficient.
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compressed air supply for the crossflow rate. For these cases the specific

Re; values are noted in the Figure adjacent to the appropriate data points.

se Cp values
Kline and McClintock [13] to be + 3% (Appendix B).

The behavior indicated is that Cp remains essentially constant for G¢/Gj
ranging from zero to & value somewhat less than unity. The data in this range
is in close agreement with the individual jet plate average values previously
determined in the absence of both a crossflow and an impingement surface
(Table 3.1). Beyond this range Cp decreases significantly in a smooth
monotonic fashion, and valves for z/d = 2 and 3 are somewhat larger than
values for z/d = 1.

To examine the semsitivity of Cp to Re; in the presence of a confined
crossflow, a second set of special tests was conducted using the upstream row
of holes of the B(5,4)I jet plate with z/d = 1. Gc/Gj was maintained constant

at several different values. At each value, Cp was measured over a range of

I.O T ] [
H8X OO0 O o
B o O _
08 AA AA D A AA A A A
06} —
G./G;
- OO0 O c’ ¥ _
Co 0o O 00
04+ A 1.0 ]
O 3.0
- (yo/d,z/d) =(4,1) -
02h -
0 | ] 1 | | | | |
0 10 20 20 40

RejxlO—3

Fig. 4.4 Effect of jet Reynolds number on jet orifice discharge coeffi-
cients for several values of cross—to—jet mass velocity ratio,
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Rej. The results (Fig. 4.4, also Appendix C, Table C.2) indicate that for
Gc/Gj = 0, Cp is not very semsitive to Rej, which is consistent with the prior
test results made with the full jet plate in the absence of both a crossflow
and an impingement surface. For the finite values of Gc/Gj, a similar conclu—
sion may be drawn, though for Gc/Gj = 1 some small dependence is noticeable as
Rej drops below about 5 x 10°. Nevertheless, deviations from a mean value
over the Rej range are no larger than a few percent.

Labeling the value of G;/G; at which Cp begins to decrease as the '’break
point’' (bp) value the observed behavior may be summarized as follows: (1)
for 0 £ Gc/Gj < (Gc/Gj)bp, Cp may be considered constant (i.e., independent of
G;/Gj and z/d) and equal to Cp, (2) for Gc/63 > (Gg/Gj)pp, Cp depends primar-
ily on Gc/Gj and secondarily on z/d, and (3) for practical purposes Cp may be
considered independent of Rej.

In order to make use of these results in the reduction of the flow
distribution data, algebraic representations of Cp vs. Gc/Gj were developed.
These are summarized in Table 4.1. The function &(Gc/Gj) appearing in Table
4.1 is defined by

1.06
(G,/Gj + 0.806)0.602

E(Gc/Gj) = (4.2)
This represents a nonlinear least squares curve fit to the Cp data points for
Gc/Gj > (Gg/Gj)pp obtained using the B(5,4)I jet plate with z/d = 1 (open
circles in Fig. 4.3). The coefficients of ¢ shown in Table 4.1 for the (5,4)
plate at z/d = 2 and 3 (1.08 and 1.11, respectively) are the best fit constant
multipliers of & based on the z/d = 2 and 3 data, respectively. The equation
for intermediate G;/Gj values for the (5,8,1) case is a best fit straight line
constrained to be tangent to the & function at Gc/Gj = 1,5. For clarity, only
the curve for the (5,4,1) case is shown in Fig. 4.3,

Since the (10,4) and (10,8) jet plates were not used in conducting the
special Cp tests, the representation summarized in Table 4.1 for the (10,4,1)
and (10,8,1) configurations was inferred from the results for the (5,4,1) and
(5,8,1) cases. The '’'break point’’ was set at the same value as existed for
the (5,8,1) case. As in the prior cases, Cp for G;/G; below the ’’break

point’’ was set equal to ED from Table 3.1. Since only one spanwise row of
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Configuration

B(5,4,1)I

B(5,4,2)1

B(5,4,3)I

B(5,8,1)1

B(10,4,1)I
and
B(10,8,1)I

Note: The function

Parameter

Equation

_ {0.85

{o.ss
1.08£(G,/6;)

Cn = 085
D 1.118(6,/6;)

0.80

Cp = {—0.169(Gc/Gj)+0.893
t(Gc/Gj)
0.76

Cp = —0.128(Gc/Gj)+0.825
é(Gc/Gj)

Range of Gc/Gj

0 to 0.63
> 0.63

0 to 0.83
> 0.83

0 to 0.90
> 0.90

0 to 0.54
0.54 to 1.5
> 1.5

0 to 0.54
0.54 to 1.8
> 1.8

§(Gc/Gj) is defined by Eq. (4.2).



holes was open, the values of Cp are independent of x,/d in this test.
Accordingly, for the largest values of Gc/Gj- the ¢ function was used, with a
linear function joining the ’‘’break point'’’ with the { function,

The determination of the jet velocities from the pressure traverse
results, using Eq. (4.1), requires special consideration when Cp depends on
G;/G; since then Cp is not known a priori. This requires an iterative calcu-
lation involving Eq. (4.1) and the appropriate equation from Table 4.1, with
Gj and Cp at the row in question as the unknowns. The value of G; approaching
the row is already known based on the sum of the initial crossflow rate and
the total jet flow upstream of the row in question., The jet mass velocity may
thus be determined at each row, in turn, proceeding in the downstream direc-—
tion., The effect of these results for Cp vs. G;/G; on the overall mass
balances is presented in Table 4.2 for those cases where Gc/Gj at one or more
rows exceeded (G;/Gj)pp. The mass closures for both constant and variable Cp
are listed. For (Gc/Gj)max slightly larger than (Gg/Gj)pp, the mass balances
with constant Cp closed to within a few percent of unity, and the use of
variable Cp did not change the mass balances significantly. For (Gc/Gj)max
considerably larger than (G;/Gj)yp, the mass closures with constant Cp were
much larger than unity, and the results were improved significantly by use of
the variable Cp.

Only for the B(5,8,1)I case at m;/mj = 0.52 was the mass closure distinc—
tly worsened. A possible explanation may be related to the fact that the
upstream history of the crossflow approaching a given row within the array was
not, in gemneral, identical to the upstream history of the crossflow for the
special discharge coefficient tests. For the special tests a crossflow
distributed uniformly across the span of the channel approaches the jet row.
However, the local crossflow velocity immediately upstream of a jet in a row
within an array may be somewhat less than the average velocity across the span
of the channel due to the partial diversion of the crossflow around jets
immediately upstream of the row in qguestion, Therefore, the spanwise local
value of Gc/Gj seen by a jet within the array may be somewhat lower than the
average across the span, resulting in a slightly higher actual Cp value than
that predicted based on the results of the special tests. It may be noted

that, overall, the adjustments in the closures by use of the variable Cp for
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Table 4.2 Effect of Variable Discharge Coefficient on
Overall Mass Balances (Re; = 104).

Mass Closure®*®

Configuration mg/m; With Cp With Cp (Go/6j)max  (Gc/Gjlpp

Constant Variable

0.00 1.03 1.00 0.79 0.63
0.20 1.09 0.99 2.71
B(5,4,1)I 0.51 1.22 0.97 51.4
0.99 1.42 1.00 29.4(See Note 3)
0.49 1.01 1.01 0.89 0.83
B(5,4,2)1 1.01 1.13 0.98 4.13
B(5,4,3)I 0.99 1.00 0.99 1.05 0.90
0.00 0.95 0.94 0.61 0.54
0.20 0.94 0.93 0.68
B(5,8,1)I 0.52 0.99 0.91 1.18
0.99 1.13 0.94 4.00
0.00 1.01 0.98 0.82 0.54
B(10,4,1)I 0.49 1.14 0.98 53.8
0.00 0.98 0.97 0.66 0.54
0.23 0.98 0.96 0.76
B(10,8,1)I 0.46 1.01 0.96 0.85
1.01 1.15 0.99 3.86

Note 1:

Note 2:

Note 3:

Only those cases where Gc/Gj at one or more rows exceeded
(Gc/Gj)bp are listed.

Data for B(10,4,1)I at mg/m; = 0.2 and 1.0 and B(10,4,2)I cases
were not available.

This is the value at the third spanwise row of holes. The values
of G; at the first two rows were too close to zero to be well
defined relative to experimental uncertainty. Therefore, the
values of G;/G; at these rows are very large and highly uncertain.

*Ratio of sum of individual row flow rates to total flow rate measured at
flow metering orifice upstream of jet plenum,



the B(10,8,1)I case are better than for the B(5,8,1)I case. This is comsis—
tent with the explanation suggested above since, with x,/d = 10 as opposed to
5, the crossflow approaching a row within the array has a longer ’'‘entrance
length’’ over which to adjust and become more nearly uniformly distributed
across the span before reaching that row.

In a prior study by Damerow, et al. [14], no significant effect of a
confined crossflow on jet orifice discharge coefficients was found, Since in
that study the maximum value of Gc/Gj was only about 0.8 at z/d = 3.0, the
conclusion reached is quite consistent with the present results. For angled
film cooling holes Meitner and Hippensteele [15] found a significant effect of
the mainstream flow on the coolant injection rate for coolant—-to-mainstream

momentum flux ratios less than about 0.4.

4.3 Flow Distribution Model

4.3.1 Formulation

In an earlier study [2,11] a simple one-dimensional, incompres-—
sible flow distribution model was found to be adequate for predicting flow
distributions for the array geometries considered here, under a noninitial
crossflow condition. The model was developed by assuming the discrete hole
array to be replaced by a surface over which the injection is continuously
distributed. It also included the assumptions of constant discharge coeffi—
cient and negligible effect of channel wall shear. A similar approach was
used by Dyban, et al. [16] for arrays with no initial crossflow, including
some attempt at accounting for channel friction effects. Martin [17] applied
a similar model for a geometry in which the injected flow was in fact
continuous in the streamwise direction, i.e., an array of slot nozzles in
which the outlet flow was constrained to exit parallel to the slots.

The basic model developed in [2,11) is here extended to include the
presence of an initial crossflow. For some of the geometries considered the
effect of crossflow on the discharge coefficient and the effect of wall shear
were found to be significant when an initial crossflow was present. The model

is therefore extended to include these effects as well,
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Fig. 4.5b Discrete hole injection model.

Consider the continuous injection model illustrated in Fig. 4.5a. The
continuously distributed injection velocity G} is related to the jet velocity
6; (Fig. 4.5) through the open area ratio, G} = GjA;. The distributed injec—
tion velocity may then be written in terms of the discrete hole discharge

coefficient as

6} = ASCpI2p(P,-P)1%/* (4.3)
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where, in general, we consider
Cp = Cp(G./6;)

A force-momentum balance on the control volume indicated in Fig. 4.5 results

in
aP = - 2G.dG, _ 2v.dx (4.4)
P Z
A mass balance leads to
6§ = zzGc (4.5)
x

For constant P,, the elimination of G; and P from Eqs. (4.3), (4.4), and (4.5)

in favor of G; yields in dimensionless form (See Appendix A).

d26; _ B2G [1+£(L/22)G_/(d6,/d¥)] + C(d6 /ax) (4.6)
ax? 1 + C6./(dG,/dx)
where
B = .2 AJCpL/z
and
c- AgL 1 acp

z  Cp d(6,/6;)

In the presence of an initial crossflow the boundary conditions are G; = m;/

(z°w) at x = 0 and G; = (m; + mj)/(z-w) at x = L or in dimensionless form

G, = M/(1 + M) at ¥I=0 (4.7a)
. =1 at ¥=1 (4.7b)
Eq. (4.6) is nonlinear and must be solved numerically for the general

case. Numerical solutions will be presented shortly. However, for the

important and useful special case where Cp is constant and wall shear is
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negligible (f = 0) the equation is linear and closed form solutions may be

easily written.

4.,3.2 Closed Form Solutions for Constant C f=0
For constant Cp and £ = 0, Eq. (4.6) simplifies to
as@,

ax2

- B’Ec = 0 (4.8)

The solution to Eq. (4.8) for Ec with boundary conditions of Eqs. (4.7a) and
(4.7b) may be conveniently writtem in terms of hyperbolic trigonometric

functions:

1 - [M/(1 + M)] coshB sinhB% +

coshBY (6.7)
sinhB 1+M

g, =
The corresponding continuous injection velocity G} may then be writtem in
closed form with the aid of Eq. (4.5). This result is then utilized to evalu-
ate the discrete hole array jet velocity distribution by assuming that the
value of Gj for a given spanwise row of holes is that correspomding to G}(x)
with x evaluated at the centerline of the row. Utilizing A:Ej = mj/(w-L), the
final result for the jet velocity distribution is

B (1 + M)coshBX — McoshB(1 - %)
sinhB

(4.10)

§1=
J
The crossflow parameter of interest is the crossflow velocity approaching

a given spanwise jet row relative to the jet velocity of the row. This may be
satisfactorily approximated utilizing G, from the continuous injection model
evaluated one-half a hole spacing upstream of the given row (Fig. 4.5b),

divided by Gj from Eq. (4.10). This operation results in

Gg _ 1 (1 + M)sinhBX' + MsinhB(1 - ¥') (4.11)
G; N2 Cp (1 + M)coshBX - McoshB(1 — %)
where X' =% - (1/2)(x,/L)

4.3.3 Numerical Solutions

For conditions under which Cp is dependent on Gc/Gj or the wall
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shear term is included, or both, Eq. (4.6) must be solved numerically, 1In
each case, Cp was evaluated as a functiomn of Gc/Gj using the appropriate

equation from Table 4.1. Note that G;/G; may be written in the form

Se _ . (4.12)
6, z (d8/ax)

6, ASL G,

with the aid of Eq. (4.5) and the relation G}=Gj-A;. Thus, Cp may be
considered as a function of G; and dG;/dX.

For the complex flow conditions encountered in these jet array geometries
a general accurate model for the friction factor is not available. However,
in order to assess the significance of wall shear effects the friction factor
was approximated according to standard representations for fully developed
flow in smooth ducts of constant cross section [18] and extending the lower
limit of Re; for turbulent flow from 5 x 103 to 2 x 10% to include a trans—

ition region:

24/Re, Re; < 2x103
f =<0.079/Rel*** 2x10% < Reg < 3x104 (4.13)
0.046/Rel?° Re, > 3x104

For use in Eq. (4.6), the crossflow channel Reynolds number appearing in these

friction factor expressions may be replaced by
Re, = 28 Re;(1 + M)AJ(L/A) (4.14)
To proceed with the numerical solution of Eq. (4.6) with boundary condi-
tions (4.7a) and (4.7b) it is necessary to specify the geometrical parameters,
the flow ratio M and the mean jet Reynolds number EEj. Then, taking into
account (4.12), (4.13), and (4.14), Eq. (4.6) is of the form
a2G,/d¥? = fen(%¥, G, d€./d%) (4.15)

Solutions were obtained by the shooting method using a fourth order Runge-
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Kutta method. Once the numerical solutions for Ec were found, the final
discrete holie array resultis for Gjiaj and Gc/Gj were then obtained using the
same approach as outlined above for the closed form solutions. These results
are presented in graphical form in the next section,

As 1long as the continuous injection model results in am injection
velocity distribution which is approximately linear over any given streamwise
hole spacing, basing the discrete injection velocity on the continuous value
evaluated at the jet row centerline should give essentially the same result as
averaging the continuous distribution over the streamwise hole spacing
centered at the jet row. As a check, the averaging method was applied to one
of the most highly non~uniform flow distributions, the B(5,4,1)I geometry at
me/mj = 0.2. The differences in G;/Gj and G;/G; between the two methods were

less than 0.3 percent.

4.4 Results and Discussion

4.4,1 Flow Distributions

Experimental flow distribution results for seven different config-—
urations are presented in Figs. 4.6 through 4.12, with one configuration
represented by each Figure. Both the jet flow distribution (Gj/Gj) and the
cross—to—jet velocity ratio (G;/Gj) are shown in each Figure for nominal
values of M = mc/mj at zero, 0.2, 0.5, and 1.0. However, in some instances
the data for intermediate values of M is omitted for clarity. The closure
obtained for the experimental mass balance in each case is listed in the
Figures. This closure value is the ratio of the sum of the individual span—
wise row jet flow rates to the total jet flow rate measured by the standard
orifice. The data points for Gj/Gj were determined using Gj based on the sum
of the individual row flow rates. This approach tends to compensate for any
small bias which may have been present in the individual row measurements.
The uncertainty associated with these data points was estimated by the method
of Kline and McClintock [13]. The uncertainty for the G;/G; data points is
about + 2%, The uncertainty for the Gc/Gj data points ranges from about + 2%
for downstream rows, smaller values of m;/m;, and larger values of (y,/d)(z/d)

to about + 4% for upstream rows, larger m;/mj, and smaller (y,/d)(z/d) (see
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Appendix B, Section B.1 for details). Tabular data for Gjlaj, Gc/Gj, and P/P,
for all tests may be found in Appendix D, Table D.1.

The solid curves in each Figure are based on the theoretical model with
f =0 (i.,e. neglecting wall shear effects). For those cases where Gc/Gj did
not exceed (G;/Gj)pp, Cp was constant and the solid curves are represented by
the closed form solutions, Egs. (4.10) and (4.11). These cases are indicated
in the figures by the notation '’'Cp constant’’. Where Cp depended on Gc/Gj,
indicated by the notation ’'’'Cp variable’’, the solid curves represent numer-—
ical solutioms. Numerical solutions including the effect of wall shear
(f # 0) are shown by dashed curves for those cases where the effect is notice—
able relative to the corresponding f = 0 case.

Consider first Figs. (4.6), (4.7), and (4.8). These are geometries with
x,/d = 10, and values of the product (y,/d)(z/d) equal to or greater tham 12.
For the (10,8,3) case (Fig. 4.6), the jet flow distribution remains nearly
wniform with a nearly uniform linear increase in Gc/Gj even for mc/mj =1, As
(yn/d)(z/d) decreases (Figs. 4.7 and 4.8) and m;/m; increases the flow distri-
bution becomes more nonuniform. Gg/G; continues to increase in a mnearly
linear fashion, but at mc/mj = 1 the initial crossflow has become large emnough
to cawse G;/G; to be almost mniform for the (10,4,3) case (Fig. 4.8). The
predictions show the effect of wall shear just beginning to appear for
(10,8,2) and (10,4,3) at mg/mj = 1. Test results with xp/d = 5 (Figures for
these cases will be presented shortly) were essentially the same as those for
x,/d = 10 except for an even smaller effect of wall shear, The composite
uncertainty (sensitivity) of these predictions due to uncertainties in the
input parameters, again based on the method of Kline and McClintock [13], is
less than about + 2% for Gj/Gj, and about + 4% for Gc/Gj except for upstream
rows where it ranges up to about + 7% (see Appendix B, Section B.2 including
Tables B.1 and B.2 for details). In the light of these sensitivities and the
previously noted data point uncertainties, verification of the predictions by
the date is excellent.

Consider next Figs. 4.9 through 4.12, These geometries all have
(yn/d)(z/d) equal to or less than eight, and all have z/d = 1, except the
(5,4,2) case (Fig. 4.9). The flow distributions all become much more highly

nonuniform with increasing mc/mj than for the previous cases considered. The
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cross—to—jet velocity ratio now varies, in general, in a nonlinear fashion and
in all cases changes from a monotone increasing to a monotone decreasing func-
tion of streamwise location as nc/nj goes from zero to unity. For the (5,4,2)
and (10,8,1) cases (Figs. 4.9 and 4.10) this transition occurs for a nominal
value mg/m; of 0.5, while for the (5,8,1) case (Fig. 4.11) it occurs between
0.2 and 0.5, and for the (5,4,1) case (Fig. 4.12) it occurs before m;/m; has
reached 0.2,

For all of these cases (Figs. 4.9 through 4.12), except (5,4,2) for nc/mj
< 0.5, Gc/Gj reached values greater than the ’'’break point’’ values at which
Cp began to decrease (compare Fig. 4.3 and Table 4.1 or 4.2)., However, the
effect is minor for mc/nj = 0 and becomes significant more or less rapidly
with increasing mc/mj depending on the particular geometry. With increasing
mg/m;, Gc/Gj greatly exceeds unity at the upstream locationsy; and for the
(5,4,1) case (Fig. 4.12) with m/m; = 0.5 and 1, the jet flow at the first
upstream row is essentially zero.

The effect of wall shear for the cases of Figs. 4.9 through 4.12 also
becomes much more significant than for the previous cases, However, the
effect is still minor with mno initial crossflow present. Where the theory
curves show little or no effect of friction, they are again quite comsistent
with the data. Where the theory shows a significant friction effect, the
prediction including this effect generally agrees more closely with the data,
and considering the complexity of developing a more precise accounting of wall
shear effects for these flow fields, the agreement is qguite satisfactory. The
results with friction are particularly good for the (10,8,1) case (Fig. 4.10).
For (5,8,1) (Fig. 4.11) the magnitude of the friction effect appears to be
somewhat under—predicted. This may be due to the smaller streamwise flow
development length between spanwise rows for this case, which is just one half
that for the (10,8,1) case. Recall that the predictive model for the frictiomn
factor, Eq. (4.13), was written assuming a fully developed flow. It may also
be noted, however, that the mass balance closures were, unfortunately, mnot
quite as good for (5,8,1) as they were for (10,8,1).

For the cases with (y,/d)(z/d) £ 8 (Figs. 4.9 through 4.12), the sensi-
tivity of the predictions due to uncertainties in the input parameters is the

same as previously noted for (y,/d)(z/d) > 12 (Fig. 4.6 through 4.8), except
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for the first several upstream rows at the larger mc/mj. where the semsitivity
is larger. For example, at the first row for (y,/d)(z/d) = 8 (Fig. 4.9, 4.10
and 4.11), with mg/mj = 1.0, it is + 12% for Gj/G; and + 16% for G./Gj. At
the first row for (y,/d)(z/d) = 4 (Fig. 4.12), with mc/mj = 0,2, it is +18%
for Gj/Gj and + 22% for Gc/Gj (Appendix B, Tables B.1 and B.2). For these
conditions, the largest discrepancies between the predicted curves and the
data points are also observed for the first row or two, the agreement, in
general, quickly improving downstream. The discrepancies may be due to
uncertainties, or to an inadequate friction factor model, or both.

It should be noted that predicted curves with friction are not indicated
for (5,4,1) (Fig. 4.12) for mclmj = 0.5 and 1. Because of singularities
arising during iterations involved in the numerical solution technique these
predicted results were not obtained. However, the position of the Gj/Gj
curves for f = 0 (Fig. 4.12) relative to the data points fits the pattern
shown by the results for the smaller initial crossflow ratios for which
predicted curves with the friction effect are shown. In any event, this
(5,4,1) geometry with any significant crossflow is not a good candidate for
practical application since the jet flow rates at the upstream rows of holes
are essentially nullified by the crossflow.

It is worthwhile to emphasize that the parameter (y,/d)(z/d) is propor—
tional to the area ratio of the chanmel cross—section to the jet holes. Small
values of this parameter result in large pressure drops along the channel rel-
ative to the pressure drops across the jet holes, leading, in turn, to highly
nonuniform flow distributionms, The reduction of the discharge coefficient
with increasing crossflow may be viewed as an effective jet hole area reduc-—
tion. Hence, the variable Cp effect tends to result in more nearly uniform
flow distributions than would occur if the Cp were to remain constant at its
value in the absence of a crossflow. On the other hand, the channel wall
shear effect causes the flow distributions to be more nonuniform than they
would be in its absence. Thus, it is possible that neglecting both the varia-
ble Cp and wall shear effects in the model could result in a prediction closer
to the data than a prediction which neglects only one of the two effects.

The effect of mean jet Reynolds number magnitude on the flow distribution

was tested using the B(10,8,1)I geometry. As discussed already, the wall
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shear effect was not significant for the noninitial crossflow cases, but the
effect becomes significant for the larger initial crossflow rates with the
narrower channel heights. When the predictions begin to show a significant
friction effect, the predicted flow distributions begin to show a dependence
on Re; [see Eq. (4.14)]. An additional test with the B(10,8,1) configuration
was conducted at a low R?j of about 5x103, The data is compared with the
model prediction in Fig. 4.13. The agreement is excellent just as it was for
the Re; = 104 test (Fig. 4.10).

To see clearly the parametric effect of REj on the flow distribution, the
predicted flow distributions for B(10,8,1)I with mg/m; = 1,0, with and without
friction effects at REj = 5,10, and 20K, are shown in Fig. 4.14. As REj
decreases, the friction effect becomes more significant. However, the sensi-
tivity to the Reynolds number magnitude is not very large except at the
upstream rows where the percentage change in Gj/Gj and Gc/Gj starts to become
significant.

Flow distributions for four additional configurations are shown in Figs.
4.15 through 4.18. The first three of these configurations (Figs. 4.5 through
4.17) are identical to the first three originally presented (Figs. 4.6 through
4.8), except for the decrease in x,/d from 10 to 5. The model predicts that
for Cp constant, negligible wall shear, and a fixed number of spanwise rows in
the array, the flow distribution is independent of x;/d, with (y,/d)(z/d) the
only significant geometric parameter. The data in Figs., 4.15 through 4.17
verify this conclusion., One exception is the B(5,4,3)I case at mc/mj = 1.0
(Fig. 4.17), which falls outside the set of conditions just noted, due to a
small variable Cp effect. The wall shear effect is noticeable but still
negligible.] The last of these configurations, B(10,4,1)I in Fig. 4.18, shows
a behavior similar to the B(5,4,1)I case of Fig. 4.12. Like that case, for
mc/mj = 0.5, a predicted result with friction was mnot obtained., Also, like
that case, the (10,4,1) geometry with any significant crossflow is mnot a good
candidate for practical application since the jet flow rates at the upstream

rows of holes are essentially nullified by the crossflow.

4.4.2 Pressure Profiles

The measured pressure distributions corresponding to several of
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the cases for which flow distributions have been presented are shown in
Fig. 4.19. These are typical and span the range from the most nearly uniform
to the most nonuniform pressure distributions, The theoretical curves shown
were computed from Eq. (4.1) using as input the solutioms for Gj/'éj from the
flow distribution model. This approach results in quite satisfactory
predictions for the pressure distributions and therefore also for the overall

pressure drop from the jet plenum to the jet array exit section,
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Fig. 4.19 Channel pressure profiles compared with predictive model.
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5. HEAT TRANSFER CHARACTERISTICS WITH INITIAL CROSSFLOW

5.1 Impingement with Crossflow as a Three—Temperature Problem

The simplest and most frequently encountered convection heat transfer
conditions can usually be treated in terms of two characteristic temperatures
- a surface temperature and & fluid temperature (a two-temperature problem).
Jet array impingement cooling with initial crossflow (Fig. 3.1) in which the
initial crossflow temperature differs from that of the jets can be viewed as a
three—temperature problem. This is a convection heat transfer situation where
the surface heat transfer is to a fluid in the process of mixing from-two
different sources at two different temperatures. The best known example of a
three—temperature situation is film cooling. In film cooling it is well known
that the interaction of a secondary fluid stream with a primary stream affects
not only the heat transfer coefficient, but also the value of the reference
fluid temperature which drives the heat flux, In the simplest terms (Fig.
5.1):

q = h (Ts - Taw) (5.1)

where T,y is the adiabatic wall temperature and is embodied in a non-

dimensional effectiveness:

The heat fluxes for jet array impingement with an initial crossflow can
also be writtem as in 5.1, but T,, is now expressed as the non—dimensional
adiabatic wall temperature (effectiveness) in terms of I} and T, (Fig. 5.2):

n= (Ta' - Tj)/(Tc - Tj) (5.3)
For jet impingement cooling it seems appropriate to identify the jet flow as

the primary flow and the crossflow as the secondary flow, With this in mind,

the form of the definition of % given in (5.3) for impingement cooling is
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analogous to the established form utilized for film cooling. However, in the
case of impingement it may not be appropriate to refer to this n as an
t'effectiveness’’ since in cases of practical interest in turbine impingement
cooling it is desirable to have the jet flow domimating. This comdition is
reflected by n approaching zero.

It is useful to emphasize that (5.1) and (5.3) may be combined to give

This form points up the fact that n is merely a '’temperature—difference
weighting factor’’, and for jet impingement with crossflow is perhaps best
viewed in this manner,

In order to define the heat transfer characteristics (h, n) of a two—
dimensional array of discrete impinging jets with an initial crossflow, it is
necessary to characterize T; and Tj. T; is chosen to characterize the initial
crossflow temperature at the entrance to the array portion of the crossflow
channel (x = 0, Fig. 3.1). The entrance location is defined to be one—half a
streamwise hole spacing upstream of the first spanwise row of holes in the

array. This choice of entrance location is based on the fact that the array
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heat transfer characteristics (h, n) are considered averaged across the span,
but resolved in the streamwise direction to increments x;, centered immedi-
ately opposite each spanwise row of holes. For low-speed flow T, may be
characterized by the mixed-mean temperature of the initial crossflow at the
entrance to the array, while Tﬁ may be taken as the mixed-mean fluid tempera-—
ture at the jet exit plame,

However, for high-speed flow a somewhat generalized definition is
necessary, just as in the case of film cooling [19]. T; may be characterized
as the adiabatic wall temperature at the array entrance, and 15 as the
adiabatic wall temperature opposite the given jet row in the absence of an
initial crossflow. In the case of low-speed flow, these values reduce to the
mixed-mean temperatures previously indicated.

In cases of practical interest in turbine cooling the distinction
indicated above in establishing T, and Tj will not be particularly significant
since differences between Tg and both T, and T; are quite large. However, for
the experimental results to be reported herein these temperature differences
were small (5 to 35 K) and with the relatively low laboratory air pressures
utilized jet and crossflow velocity magnitudes in some cases may be rather
high, Hence it was important to wutilize the more general definition in

reducing the heat transfer data obtained from the test rums.

5.2 Experimental Procedures and Data Reduction

Many details of the experimental procedures and data reduction techniques
utilized for the initial crossflow tests were similar to or identical with
those previously reported in [1], Those details will be included here only as
necessary with emphasis placed primarily on those additional features which

were unique to the initial crossflow tests.

5.2.1 Standard Test Runs
A standard test run was initially defined by setting up a selected
initial crossflow geometry (Section 3.1) with x,/d, y,/d, and z/d the primary
geometric parameters as previously summarized in Table 3.1, The number of
spanwise jet rows was always ten., The conterlines of these rows were always

aligned directly opposite the spanwise centerline of segment numbers 20
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through 29 of the test plate, counting from upstream (Fig. 3.2). Segments 1
through 19 formed the heat transfer surface of the initial crossflow channel,
and segments 30 and 31 formed an extension of the heat transfer surface in the
exit channel downstream of the array. Values of n and h, as defined by Egs
(5.1) and (5.3) [or by (5.4)] were determined for each segment opposite the
array (20 through 29) as well as for segment 30 immediately downstream,.
Segment 31 was used as a guard element. Values of h could also be determined
upstream of the array where n = 1 by definition.

Two separate sets of tests were required to determine these streamwise
profiles of n and h for a given geometry, iZj, and flow ratio mc/mj. First,
with the initial crossflow geometry, but with zero initial crossflow (m; = 0),
a set of tests was conducted to determine Tj, the characteristic temperature
for jet flow alone, for each segment., These tests were conducted at three
different steady—state conditions corresponding to three different power input
levels to the segment heaters. A linear least squares fit to the three
resulting data sets (q, Tg) for each of the segments under the jet rows (plus
Segment 30) was used to determine the appropriate Tj for each segment from
q = (T - T;). 1In addition the fits result in streamwise resolved values of
h for the array in the absence of initial crossflow,

Second, a similar set of three different power levels was conducted with
the heated initial crossflow present. For the conditions of these tests, the
adiabatic wall temperature of the initial crossflow at the entrance to tne
array, used to characterize T, was essentially identical to the mixed-mean
stagnation (i.e., total) temperature of the initial crossflow. This stagna-
tion temperature was determined for each steady—-state condition from the
measured initial crossflow plenum temperature, combined with an energy balance

over the initial crossflow channel:

T, =TS + 2— Yo (5.5)

With T; and T, determined, a linear least squares fit to the three data
sets (q, Tg) was used to determine the two unknowns h and n from Eq. (5.4) for
each of the segments 20 through 30. Values of h in the initial crossflow

channel were also determined using the adiabatic wall temperature at the given
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segment as the reference temperature ﬁpproximated by the local mixed-mean
stagnation temperature again determined from an energy b lance.

Additional details relating to the test procedure will now be discussed.
For each standard test run the jet flow rate (mj) was set at the appropriate
value to give a nominal i:j of 10*. The jet plenum air temperature was
normally at an ambient level of about 300K. For each geometry, the initial
crossflow rate (m;) was set, in turn, at the appropriate levels to give
nominal values of mg/m; of 0.2, 0.5 and 1.0. Several iterations on the flow
rate adjustments were sometimes required since the introduction of the initial
crossflow increased the backpressure seen by the jet plenum, causing a slight
reduction in the jet flow rate. As the final flow rate adjustments were being
made the 1line heater just upstream of the initial crossflow plenum was
energized in order to increase the initial crossflow air temperature above
that of the jet air. The initial crossflow plenum air temperature was brought
to a value approximately midway between the jet plenum temperature and the
maximum value of the heat transfer surface temperature to be utilized (about
3¢ X).

The first steady—state condition was achieved with zero power input to
the test plate segment heaters, and the segment temperatures were recorded.
The entire test plate was then brought to a uniform temperature at the maximum
value of about 330 K by individually adjusting the power input to each of the
31 test plate segment heaters. When this second steady—state condition was
achieved, both the segment temperatures and the individual segment heater
power inputs were recorded. The third and final condition was set with the
heater power inputs cut to about half of their maximum values, Segment
(surface) heat fluxes were determined from the measured power inputs suitably
corrected for heat leaks [1]. Heat fluxes for the zero power input condition
were not precisely zero because of these small but unavoidable heat leaks.

Test run procedures for the determination of Tj were also as outlined
above except for the absence of the initial crossflow. Segments 1 through 18
were inactive with Segment 19 used as a guard element.

Results for n and h (in the form of Nusselt numbers) for the standard
tests reported in Section 5.3 and Appendix D were essentially all obtained

with the jet plate holder (Fig. 3.2) machined from Plexiglass in place in the
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test rig. The only exceptions were the B(5,4,1)I geometry, the B(5,4,2)I
geometry for the mg/m; = 0.2 test, and the B(5,8,3)I for the mg/mj = 1.0 test.
For these the aluminum jet plate holder was in place. Use of the Plexiglass
unit was preferred since it minimized the thermal coupling between the initial
crossflow plenum and the jet plenum/jet plate assembly, and also minimized the
heat leak through the upper surface of the initial crossflow chamnel. This
heat 1leak was mneglected in the energy balance on the initial crossflow
channel, Eq. (5.5), used to determine T;,. [Estimated on the basis of ome-—
dimensional heat flow from the air in the initial crossflow channel through
the jet plate holder to the surrounding ambient, the effect of this heat leak
was negligibie with either jet plate holder in place.

In several cases where test runs which had been completed with the
original aluminum jet plate holder in place were repeated with the Plexiglass
unit, some effect on the resulting n values was observed. This may have been
due to axial heat conduction effects in the aluminum jet plate holder which
may affect somewhat the energy balance and also the thermal boundary comndition
at the jet exit plane within the array. This thermal boundary condition might
be expected to affect somewhat the adiabatic wall temperature (and therefore
n) at the impingement surface within the array, while having negligible effect
on the Nusselt numbers.

The observed effect on m was most apparent for smaller values where the
jet flow dominates. It may be considered a secondary effect since temperature
differences in the gas turbine application are such that for smaller values of
1, the relation between q and Tg is not strongly semsitive to variatioms in
N. Nevertheless, in future studies more attention should be paid to the con-

trol of the thermal boundary condition at the jet exit plame of the jet plate.

5.2.2 Experimental Uncertainties

The linear least squares fit based on Eq. (5.4) was actually car-

ried out in the form

.—L— = h(1l - n)u + hn (5.6)
Ts - T¢ s - ‘¢

with the coefficients h(l1 — n) and hn determined directly from the fit. It is
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clear from either Eq. (5.4) or (5.6) that only two independent test conditions
are required to determine m and h. The use of three independent conditions
provided additional confidence to the fit. As a measure of this confidence
three values of n and of h were also computed using each of the three possible
combinations of two members of each data set (zero/maximum, zero/half, and
half/maximum power input conditions). These values were then compared with
the original values of n and h based on the linear least squares fit to all
three data sets. ]

Considering all standard test runs with initial crossflow present, 95% of
the values of h computed from two members of each set deviated by less than
+ 3% of the values based on the fit. For n the result was + 7% with most of
the larger deviations coming at downstream rows where the n values were
smaller. The total number of values compared for both n and h was 1188 (12
geometries x 3 initial crossflow rates x 11 segments x 3 values from each
three member set). For the zero initial crossflow tests 95% of the h values
were within + 2%,

The percentage deviations noted above provide some indication of the
uncertainty associated with the n and h results. Experimental uncertainties
must be at least as large as these values. Composite uncertainties for n and
Nu were also calculated by the method of [13]. Input uncertainties were esti-—
mated at + 1% to + 2% for the heat fluxes, % 0.25 K for (Tg — T;), + 0.1 K for
(Tg - T&), and + 1% for d as it enters the Nusselt number calculated from h.
(Tg - Tj) values depended only on differences between measurements made with
the same thermocouple, whereas (Tg — T;) values depended on the difference
between measurements from two different thermocouples plus an energy balance.
The calculated n and Nu composite uncertainties varied depending on the
particular conditions but for Nu within the array most conditions result in
values of + 6% or less. ©For n the composite uncertainties, expressed on a
percentage basis, vary more widely depending on conditions, from about + 2 to
+ 4% for n values near unity to as much as + 20% for a downstream value as low
as 0.1, Overall, the calculated composite uncertainty ranges appear
consistent with the percentage deviations from the least squares fit lines

summarized in the preceding paragraph,
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5.2.3 Svecial Test Ruans

Several special test rumns were conducted to examine the sensitiv-
ity of the results to changes in certain parameters or conditions normally
held constant duoring the standard test runs., These included the effect of

Egj, the value of the initial crossflow plenum temperature relative to the jet

plenum temperature, and the effect of the thermal entrance length (test

of the array. Otherwise the procedures for the special runs were the same as
for the standard runs, With the B(5,8,3)I geometry at mc/mj = 0,51 tests were
conducted for EZj = 10* (standard test run value) and also for a larger E:j
(1.81 x 10*). The results for n and h are compared in Fig. 5.3. The h values
are plotted as Nusselt numbers normalized by §3j°"’ for direct comparison.
The exponent on EEj is from the jet array impingement correlation previously
reported [2,11], The n values appear to be relatively insemsitive to Rej,
while the Reynolds number dependence from the prior correlation appears to
account quite well for the Nusselt number variation. The differences in the
n values, though small, appear to increase downstream. This may be due to the
existence of larger experimental uncertainties for smaller 3 values or a
possible effect of the thermal boundary condition at the jet exit plame on the
adiabatic wall temperature at the heat transfer surface.

¥ith the B(5,4,3)I geometry at mc/mj = 0.84 two otherwise identical test
runs were conducted, one with the initial crossflow plenum temperature set at
a value such that the initial crossflow-to—jet plenum temperature difference
was one—third of the maximum surface—to—jet plenum difference, the second with
the initial crossflow plenum temperature increased such that the fractiomal
difference was two—thirds. The results for both n and Nu were in agreement to
well within experimental uncertainty, providing additional confidence that
these coefficients were independent of the temperature differences.

The B(5,4,3)1 geometry at mc/mj = 0.2 and 1.0, and the B(5,8,3)I geometry
at 1.0 were tested with test plate segments 1 through 9 at zero heater power
inputs for each of the three steady state conditions comprising a complete
test run, This cut the isothermal portion of the entrance length upstream of
the array from 15.8 to 8.3 hydraulic diameters (and from 38 to 20 in terms of

streamwise hole spacings). The available hydrodynamic entrance length
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remained constant at 15.8 hydraulic diameters or 38 hole spacings. Again, the
results for both n and Nu remained unchanged to well within experimental

uncertainty,

5.3 Results and Discussion

A complete set of n and Nu profiles for the standard test runs will be
presented and discussed shortly. First, however, the heat transfer coeffi-
cients in the initial crossflow channel immediately upstream of the jet array
section will be considered.

For all standard test runs reported here the entrance length and the
width (span) of the initial crossflow channel were fixed, as was the width of
the heat transfer test plate (Table 3.1). The entrance length (Le) (measured)
in terms of hydraulic diameters (Dy = 2z) varied with the channel height z set
for the particular test. Measured to the center of Segment 19, the first
segment upstream of the jet array, Le/Dp ranged from 15.4 to 92.5. The aspect
ratio of the channel cross—section also varied with z, and ranged from 24 to
144, The corresponding aspect ratio of the cross—section reckoned with
respect to the width of the test plate varied from 16 to 96. Hence, both
hydrodynamic and heat transfer edge effects could be considered negligible,
and the configuration closely approximated an infinite parallel plate duct
with asymmetric heating such that the primary heat transfer surface was iso—
thermal while the opposing surface was essentially adiabatic. Some prior
measurements for heat transfer with turbulent flow under similar conditions
are available in the literature [20,21]. For the present test, initial cross—
flow channel Reynolds numbers (Re,) ranged from 4 x 10° to 4 x 10*. Nominal
values of Re; (~ 10* and 2 x 10*) for a number of test runs happened to match
fairly closely with the values at the ends of the range covered by Tan and
Charters [21]1, 9.5 x 10° to 2.12 x 10*. Their test results, which included
the entrance length, were for a 4.75 cm high rectangular duct with an aspect
ratio of 3 with one large side heated. Channel Nusselt numbers (hDy/k) at
Segment 19 from the present tests are compared with their results in Fig. 5.4.
Nusselt number values for the present tests were adjusted somewhat according

to Rec°' in order to compare directly to the Tan and Charters’ data. The two
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sets of results are seen to be quite comnsistent. A fully developed Nusselt
number magnitude based on the data of Sparrow, et al. [20] for a 5:1 aspect
ratio duct heated on one large side only shown in Fig. 5.4 is also seen to be
gquite comnsistent, The data point utilized from Sparrow, et al. was at

08
for

Re, = 1.85 x 10* with the Nusselt number also adjusted according to Re,
direct comparison in the Figure.

As already pointed out in Section 5.2.1, the initial crossflow reference
temperature utilized in defining the heat transfer coefficients was the mixed-
mean stagnation temperature. This was used as a suitable approximation to the
adiabatic wall temperature., It was shown experimentally by McAdams, et al.
[22] that for duct flows at subsonic velocities the heat transfer coefficient
defined on the difference between the temperature of the heated wall and
adiabatic wall temperature is independent of this difference. They also
showed that for such flows preferred values of the recovery factor lie in the

range 0.875 to 0.905. Using a recovery factor of 0.89 it was determined that
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for the present tests the difference between the stagnation temperature and

normally less than 0.1 K, and always less than 0.2K., Hence, the use of the

stagnation temperature as satisfactorily representing the adiabatic wall

Ve now return to the results for heat transfer characteristics in the jet
array impingement region with the presence of an initial crossflow at a
temperature different from the jet temperature., Standard test series results
for twelve different geometric configurations are presented in Figs. 5.5
through 5.16, with one configuration represented by each figure. Correspon—
ding tabular results are included in Appendix D, Table D.2. Each figure shows
streamwise profiles of n and Nu resolved to one streamwise hole spacing.
n and Nu are paired in each figure to emphasize that, in general, in order to
appropriately relate the heat flux to the surface and characteristic fluid
temperatures both parameter values are needed. The total jet flow rate, mj,
was fixed such that the mean jet Reynolds number for the array was fixed
nominally at 10 for each case. For each geometry profiles are shown for
mc/mj at nominal values of 0.2, 0.5, and 1.0. Nusselt number profiles for the
initial crossflow configuration, but with m; = 0, are also shown as a
reference or baseline case for comparison., Since each array had ten spanwise
rows of holes, each profile includes ten points within the array proper, with
three additional points included for the initial crossflow channel immediately
upstream of the array and one point immediately downstream. The first eleven
figures are for inline arrays and the twelfth is for a staggered array.

Consider first Figs. 5.5 through 5.10. These all have x;,/d = 5, and are
arranged in order of decreasing value of the parameter (y,/d)(z/d). This
means the corresponding jet flow distributions range from highly uniform to
highly nonuniform (Section 4.4). Examine first the values of n. In general,
n decreases with increasing x/L and decreasing mc/mj- These trends simply
reflect the increasing influence of the jet flow. It may be emphasized that
since the crossflow temperature was characterized by its value at the entrance
to the array, the value of n at a specific row reflects the influence of the
jet flow introduced at all upstream rows as well as that of the row in

question., Of particular note is the fact that overall, the 7n values within
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the array span the range from unity to nearly zero (less tham 0.1), and in the
most extreme case (Fig. 5.10) cover this range for a single configuration.
This case also has a highly nonuniform flow distribution (Fig. 4.12). Note
that here the effect of initial crossflow not only pemnetrates into the array,
but essentially dominates (n = 1) at the first row for all mc/mj; and for
mc/mj = 0.5 and 1.0, dominates over halfway through the array. This dominance
can also be seen by examining the Nu profiles for this case which remain
essentially at their upstream initial crossflow channel levels well into the
array. This behavior is quite consistent with the very large cross—to—jet
mass velocity ratios which were observed to persist well into this array
(Fig. 4.12).

Returning to Fig. 5.5 a contrasting behavior is observed corresponding to
a more nearly uniform flow distribution (Fig. 4.15). Here n has already
dropped to nearly one-—half at the first row, except for mc/mj = 1.0, where
this occurs at the second row. Similarly, the strong immediate influence of
the jets is reflected in the very large increase in Nu from immediately
upstream of the array to the very first row of jets (excepting the mc/mj =1,0
case in which the change is again less pronounced). It is interesting to note
that at the first row an increase of G;/G; (Fig. 4.15) from 0.2 to 0.4 causes
a reduction in Nu by a factor of more than two—and-one—-half, while the
increase from 0 to 0.2 causes essentially no change. It is possible that at
the larger value of Gc/Gj the impingement points of the jets are displaced
downstream by x,/2 or more and thus provide little cooling of the area
0 { x £ x;; associated with the first row. This explanation is reinforced by
examining the Nu values immediately downstream of the array. For mc/mj =1.0
this Nu value is 3.5 times the value upstream of the array though the down-
stream crossflow Reynolds number would be just twice that upstream of the
array. This indicates that the jets in the last row of the array must be
displaced enough to be impinging on the surface segment immediately downstream
of the array. Also, for these inline hole patterns the crossflow tends to be
channeled between the streamwise jet rows, so the downstream rows tend to be
"*protected’’ somewhat from the crossflow, whereas the first upstream row is
subjected to a spanwise uniform initial crossflow, and mnot partially

''protected’’ (compare prior discussion [1,9]).
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The trends discussed above as contrasted between that configuration
having the most nearly-uniform flow distributions, Fig. 5.5, and that having
the most highly nonuniform flow distributions, Fig. 5.10, may be examined for
the intermediate cases, Figs. 5.6 to 5.9, and seen to fit within the same
general pattern. Reference may be made to the corresponding flow distribu-—
tions presented and discussed in Section 4.4,

Consider now the second group of figures, 5.11 to 5.15. These all have
x,/d = 10, but otherwise correspond with Figs. 5.5 to 5.9 for which x,/d = 5
(no heat transfer data was taken for the B(10,4,1)I geometry). For comparison
of Figs. 5.11 to 5.15 with 5.5 to 5.9 on the basis of identical impingement
surface lengths, L, the two sets of cases must be comnsidered as having the
same x;, since both have N, = 10 rows of holes, and x, = L/N;. The second set
(Fig. 5.11 to 5.15), therefore, had jet hole diameters one—half as large as
the first set (Figs. 5.5 to 5.9). ©For the same mean jet Reynolds number
(= 10*) the second set, therefore, has correspondingly higher jet velocities.
Thus, the Nusselt numbers shown are generally higher than those for the first
set, except in some few cases where the initial crossflow effect penetrates
strongly into the array. The n profiles, however, are quite similar to the
first set, being most sensitive to the jet flow distribution rather than the
level of jet velocities. It may be recalled that the flow distributions for
these geometries with a fixed number of jet rows were shown to be independent
of x;/d, depending only on the parameter (y,/d)(z/d) and (mc/mj). whenever
wall shear effects were negligible. A small dependence on x,/d arises when
wall shear becomes significant. The overall trends with geometric variation
for the second group of figures are similar to the first group.

Unlike the n profiles, the Nu profiles do not all vary monotonically with
streamwise location, Rather considering the entire set of results, Figs. 5.5
through 5.16, Nu variations include monotone decreasing, monotone increasing,
and cases with one or two local minima and/or maxima., An important observa-—
tion to emphasize is that in most cases the addition of the initial crossflow
(which means an increase in the total coolant flow, since m; was kept essen—
tially constant for each geometry), resulted in reduced mean values of Nusselt
number over the jet array region. Of all the arrays tested only those with

z/d = 1 showed higher mean values of Nu at one or more of the finite initial
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crossflow values, as compared with the zero initial crossflow case. Even
these cases resulted in a degradation in mean Nusselt number due to the
presence of an initial crossflow, when considered per unit of total coolant
flow rate (m; + m;). The variation of Nu with m;/m; may be examined in detail
in Appendix D, Table D.2, which includes values of Nu (mean over the array) as
well as the streamwise profiles.

Finally, consider the results for the staggered array, B(5,4,3)S,
Fig. 5.16 as compared with its inline counterpart, Fig. 5.7. This geometry
was selected for testing with a staggered hole pattern since in prior nonini-
tial crossflow tests it showed the largest effect of hole pattern on the span-
wvise averaged heat transfer coefficients [1,8]. It has the closest hole spac-—
ings and largest z/d of all the arrays tested. Streamwise flows distributions
for this staggered pattern were found to be essentially the same as those for
the inline case. The m profiles for the staggered array fall above those for
the inline array, insignificantly for the smallest initial crossflow ratio,
mc/mj = 0.2, but noticeably for mc/mj = 0.5 and 1.0, especially downstream,

For all flow ratios from zero to unity, the staggered array Nusselt
numbers are the same as the inline values at the first upstream row with
inline values becoming larger than the staggered values as one proceeds down—
stream, An explanation for this type of behavior was originally presented in
some deteil in conmection with noninitial crossflow test results [1,9]. Basi-
cally it may be speculated that there is less mixing of the jet and crossflow
at downstream rows for the inline pattern than for the staggered pattern.
Hente, the inline impinging jets more nearly retain their identity and provide
more effective cooling than those in the staggered pattern. Though the
phenomena involved is extremely complex, so that conclusive explanations are
premature, the n behavior also fits the above intepretation in that the jets
are less dominant in the staggered case since they mix somewhat more with the
crossflow.

Prior heat transfer measurements for one geometric configuration for a
two—dimensional array of circular impinging jets with an initial crossflow
were made by Saad, et al., [10]. Only Nusselt number results were presented.
No indication of adiabatic wall temperatures or the relation of the initial

crossflow temperatures to the jet temperatures was given. The Nusselt numbers
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could not be directly compared with results of the present measurements,

because the hole spacings of the array studied in [10] were below the range

covered in the preseant study. However, on a relative basis, the Nusselt

number magnitudes were consistent with the present results.
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6. CONCLUDING REMARKS (PART I)

6.1 Flow Distributions

Experimentally determined flow distributions for jet arrays with ten
spanwise rows of holes in the presence of an initial crossflow have been
presented. These flow distributions range from uniform to highly nonuniform
depending on the geometric parameters and the ratio of initial crossflow to
jet flow., For crossflow—to-jet velocity ratios greater than a value somewhat
less than unity, jet orifice discharge coefficients do not remain constant ﬁut
decrease significantly, and show a secondary dependence on z/d. However, for
the full range of geometric parameters covered the crossflow—to—jet velocity
ratios never become large enough for this discharge coefficient effect to be
very significant when there is no initial crossflow present. In addition the
effect is not significant in the presence of initial crossflow rates at least
as high as the total jet flow rate, as long as the geometric parameter
(yn/d)(z/d) is equal to or greater than 12. As this parameter decreases,
cross—to—jet velocity ratios become 1large enough to affect the discharge
coefficients but only for initial crossflow to total jet flow ratios above a
certain value. This value decreases as the parameter (y,/d)(z/d) decreases.

Predictions based on a relatively simple one—dimensional model in which
effects of chanmel wall shear were first excluded, them included show that
this effect becomes significant for essentially the same conditions that the
variable discharge coefficient effect does. The model, with constant Cp and
f = 0, results in closed form solutions which are in excellent agreement with
the data. Otherwise, numerical solutions are required. These, too, are quite
consistent with the data but the agreement in all cases is not as good. The
primary reason may be the higher semnsitivity, in these cases, of the predic—
tive model to wuncertainties in the input parameters and the lack of an
adequately precise friction factor model for these complex flows. However,
the cases where variable discharge coefficient and wall shear effects temnd to
be of more than minor significance are primarily those with narrow channel
heights of z/d = 1., These cases may also have somewhat lesser significance in

terms of practical application,
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6.2 Heat Transfer Characteristics

Experimentally determined spanwise averaged, streamwise resolved dimen-—

arrays with ten spanwise rows of holes in the presence of an initial crossflow
have been presented. The n values within the array, under some conditionms,

" AT PUNY W

span the range from uniiy to nearly zero. Nusseli numbers at the

upstream
rows of the array are in many cases significantly reduced even by small
initial crossflow rates relative to the total jet flow rate, The practical
implication of these results is of considerable importance. For example, in a
highly cooled first stage vane like that shown in Fig. 1.2, T; is often
several hundred degrees above Tj. Typical values are Tg = 1260 K, Tj = 760 K,
and T, = 870 K. The results for n and Nu from Section 5, if converted to heat
fluxes, imply that local cooling rate predictions within the array could, in
many cases, easily be in error by 100% or more depending on the designer’s
guess, in the event he did not have available to him detailed quantitative
results for the effect of the initial crossflow rate and temperature. There
is evidence that this level of design uncertainty exists in practice, and that
premature failures of impingement cooled airfoils have been the result, With
better information available on the effects of initial crossflow, it should be
possible to make significant improvements in design and to further develop the
full potential of impingement cooled gas turbine vanes and blades.

It should be emphasized that the n values presented, though resolved in
the streamwise direction, are defined in terms of the initial crossflow
temperature at the entrance to the array. In applications of these coeffi-
cients, the designer should also use this characteristic temperature., As a
good approximation the stagnation temperature (mixed-mean value) at the
entrance to the array may be used. Or, for better accuracy, the corresponding
adiabatic wall temperature may be used, computed on the basis of a recovery
factor. Unless more specific information is available for the particular
conditions being considered, a recovery factor of 0.9 is recommended [22].

Most of the measurements were carried out for nominal mean jet Reynolds
numbers values of 10, The Nusselt number data tabulated in Appendix D, Table

D.2 may be applied at other iZj (or Rej) by assuming the Nusselt numbers to be
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proportional to Rej [2,11] (see also Fig. 5.3), unless upstream rows are

being considered in a case where the initial crossflow dominates (n ~ 1).
Then, the use of the exponent 0.80 on the Reynolds number is recommended since
a duct or channel-like flow is not only penetrating within the array but
dominating the flow field.

As an extension of the presemt study it is recommended that streamwise
resolved n values, based on characteristic crossflow temperatures evaluated
immediately upstream of individual spanwise rows within the array, rather than
at the entrance to the array, be determined. This would permit an attempt to
correlate the n values, so defined, in terms of the local cross—to—jet veloc-
ity ratios and geometric parameters. Such an attempt, if successful, would
provide the designer with greater flexibility in the application of the
results, In such an effort, however, more attention should also be given to
the effect on n of the thermal boundary condition at the jet exit plane of the

crossflow channel within the array region,
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PART II - EFFECTS OF NONUNIFORM ARRAY GEOMETRY






7. INTRODUCTORY REMARKS (PART II)

Effects of nonuniform jet array geometries om both flow distributions and
heat transfer characteristics were investigated for arrays of circular jets in
noninitial crossflow configurations. The objective was to determine the
degree of confidence the designer can place in streamwise resolved heat trans-—
fer coefficients for nonuniform arrays which are based on experimental results
from uniform arrays. Results are reported for a number of configurations in
which either the spanwise hole spacing or the jet hole diameter is nonumiform.
Results for one case in which the streamwise hole spacing was nonuniform are
also reported. The experimental facility as used for the nonuniform array
tests is described in Section 8, along with a complete summary of the non-—
uniform jet array geometries tested.

Flow distributions for the nonuniform arrays are dealt with in Section 9.
Experimentally determined flow distributions obtained for selected arrays are
used to validate a theoretically based flow distribution model, extended in
Section 9 to cover the case of nonuniform arrays.

Heat transfer characteristics are presented and discussed in Section 10.
Experimental results for spanwise averaged Nusselt numbers, resolved in the
streamwise direction to one streamwise hole spacing, are presented for each
nonuniform array tested. The validated flow distribution model is then
utilized to compare these results with the previously reported uniform array
data [1,8] and with the previously developed correlation based on these data
[2,111.

Part II closes with concluding remarks presented in Section 11.
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8. NONUNIFORM ARRAY EXPERIMENTAL FACILITY

The basic test model geometry for the nonuniform arrays is identical to
that previously utilized for a comprehensive series of uniform array tests
[1,8,9], except that the arrays are now composed of two adjacent uniform array
geometries, each of which have different values of ome of the three geometric
parameters, Xp, yp, or d. This is illustrated in Fig. 8.1 for the case where
yn is the parameter whose value changes. The upstream region is denoted as
region 1, the downstream region as region 2, with corresponding subscripts
used to distinguish quantities having different values in the two regionms.
For quantities having identical values no subscript is used. These geometric
configurations are incorporated into the test unit assembly shown in Fig. 8.2,
previously utilized in this same configuration for uniform array tests without
initial crossflow. The interchangeability of the jet plates permitted the
testing of nonuniform arrays. A description of the interchangeable jet plenum
shown in Fig. 8.2, termed a B-size, was given in some detail in Section 3 of
Part I. Additional details regarding the basic test facility were also given
there and in [1]. VWhen the B-size plenum is in use only the portion of the
heat transfer test plate opposite the jet plate is active. The B-size was
used for all but one of the nonuniform array tests to be reported here. A
larger jet plate (in the streamwise direction) with a larger jet plenum,
termed & D-size, was used for testing one of the arrays with a nonuniform jet
hole diameter. The D-size plenum/jet plate assembly covers the entire test
plate unit, and with it in place the entire heat transfer test plate is
active.

The nonuniform array geometries for which tests were conducted are
summarized in Table 8.1. Heat transfer tests were conducted for all of the
cases listed, with flow distribution tests conducted for those cases so
indicated. Most of the tests were for arrays with nonuniform spanwise hole
spacings and nonuniform hole diameters. All of these tests had a total of ten
spanwise rows of holes over the entire array (two regions) just as did the
previously reported results for uniform arrays [1,8,9]. One test is included
for an array with a nonuniform streamwise hole spacing. This array had a

total of 6 spanwise rows,
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Table 8.1 Nonuniform Array Geometries Tested

Nonuniform Array Geometryt Number of Rows d Test
Parameter Region 1 Region 2 Region 1  Region 2 (cm) Series #
Xn B(10,8,3)1X B(5,8,3)I 4 2 0.254 1X#
Ya B(5,8,3)I B(5,4,3)I 8 2 0.254 2Y*
B(5,4,3)1 B(5,8,3)1 4 6 0.254 3Y*
B(5,8,3)1 B(5,4,3)I 2 8 0.254 4Y*
B(5,4,3)1 B(5,8,3)I 1 9 0.254 5Y*
B(10,8,3)I B(10,4,3)I 8 2 0.127 6Y
B(5,8,2)I B(5,4,2)1 8 2 0.254 7Y
B(10,8,2)I B(10,4,2)1 8 2 0.127 8Y
B(10,8,2)1I B(10,4,2)I 5 5 0.127 9Y
d,{cm)
d B(10,8,2)I B(5,4,1)I 5 5 0.127 1D*
B(5,4,1)1 B(10,8,2)1 5 5 0.254 2D*
D(15,6,3)I D(10,4,2)1 5 5 0.254 3D
D(10,4,2)X D(15,6,3)I 5 5 0.381 4D

T (xp/d, yp/d, z/d)
Prefix designates overall array length:
Suffix designates hole pattern:

B(L = 12.7 cm), D(L = 38.1 cm)

I = Inline

* Flow distribution (row-by-row) measured in addition to heat transfer
coefficients

Note: b
b
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Arrays with a nonuniform hole spacing, x, or yp, were prepared from
previously machined uniform array jet'plates by either plugging or taping over
selected jet holes. When plugging was used cork composition plﬁgs were
inserted in the counterbores of the appropriate jet holes forming a satisfac-—
tory seal. For arrays with a nonuniform hole diameter nﬁw‘jet plates were
machined. Each had five spanwise rows of holes of a smaller diameter in omne
region, and five rows of a larger diameter in the other region. They were
designed so they could be reversed end—-to—end in the streamwise direction in
the jet plenum assembly. Thus, each could be used to give a small-to—large
hole diameter transition in the streamwise direction, as well as a large—to—

small diameter tramsition.
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9. NONUNIFORM GEOMETIRY FLOW DISTRIBUTIONS

9.1 Experimental Procedures and Data Reduction

The details of the experimenfal procedures and data reduction techniques
for the nonuniform geometry flow distribution tests were identical to those
described in Section 4.1 of this report for the initial crossflow tests, and
will not be repeated here. It should be noted, bowever, that jet hole dis-
charge coefficients for each sub-—array (region) within a nonuniform array were
assumed constant. This was justified since the resulting crossflow-to—jet
velocity ratios were never large enough to significantly affect the discharge
coefficients, just as in the case of the prior uniform array geometries in the
absence of initial crossflow (Section 4.4). In addition, mass balances
performed as described in Section 4.1 closed to within better than 3%,

For nonuniform arrays in which one of the two regions was formed by
plugging certain holes in a uniform array jet plate, the discharge coeffi-
cients for both regions were set equal to the previously measured ED for the
original jet plate. For arrays with nonuniform hole diameters, which were
newly machined jet plates, Cp for each region was set equal to the originally
measured ED for the uniform jet plate of corresponding geometry. For these

cases the ED values used for the two regions may differ somewhat.

9.1 Theoretical Model

A theoretical model for the row-by-row flow distributions for the non-
uniform geometries may be developed on the same basis as that originally
presented by Florschuetz, et al. [2,11] for uniform geometries, and also util-
ized for cases with initial crossflow as presented in Section 4, Part I of
this report. That 1is, the uniform discrete hole array is assumed to be
replaced (temporarily) by a surface over which the injection is continuously
distributed. A nonuniform array in which any ome or more of the geometric
parameters x;, y;, or d undergo one or more changes in value in the streamwise
direction along the array (e.g., Fig. 8.1), may be regarded as composed of a
series of coupled uniform geometry sub—arrays (regions).

Consider & mnonuniform array composed of n regionms. A second order
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ordinary differential equation of the same form as Eq. (4.6) for the crossflow
mass velocity as a function of streamwise location will apply for each region.
The boundary conditions at the entrance and exit of the nonuniform array are,
in general, the same as expressed in Eqs. (4.7). Two matching conditions must
be satisfied at each of the (n — 1) interfaces between the n regions. Both
the crossflow rate (therefore, the crossflow mass velocity) and the channel
pressure must be continuous across each interface. Thus, there are n second
order differential equations with two boundary conditions and 2(n —~ 1) match-
ing conditions, for a total of 2n side conditions for the general case.

The nonuniform jet plates tested in the present study each had two
regions. They were tested in the absence of am initial crossflow, i.e., in a
noninitial crossflow configuration (Figs. 8.1 and 8.2). It was shown in
Section 4, Part I that for the uniform arrays in the absence of an initial
crossflow, both wall shear and variable discharge coefficient effects on the
flow distributions were negligible. It may be anticipated that these effects
would ordinarily also be negligible for nonuniform arrays whose regions have
combinations of geometric parameters corresponding to those of the prior
uniform arrays. The governing equations, boundary and matching conditions for
a two—region array with no initial crossflow, negligible wall shear, and a
constant discharge coefficient in each region (the value of Cp may, in gen—

eral, be different in each region) are summarized below in dimensionless form:

d2G, 3y L~
—=%22 - B,G, , =0 for 0{x <L,
az? ’ B
(9.1)
asG e ~ .
€ 0.2 - 86, ,=0 for L ,<(F<1
az? ’ B
Ge,, =0 at T=0
~ (9.2)
Ge,, = 1 at ¥F=1
Ge,, = G¢,,
at ¥ = L (9.3)

(46, ,/d%)/(d6;,,/d%) = B,/B,
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where By = 2 (ASCp)xL/z and Ly = Ly/L.

The second of the two matching conditions of Eqs. (9.3) is based on tne
requirement of a continuous channel pressure noted earlier. It is derived by
applying Eq. (4.3) to each region, equating the channel pressures, and elimin-
ating G} in favor of G; with the aid of (4.5).

The solution of the coupled Eqs. (9.1) with boundary conditions (9.2) and
matching conditions (9.3) may be written in terms of hyperbolic trigonometric
functions:

1

—_—_— (Ek sinh By¥ + Fy cosh Bk!) (9.4)
sinh BglLy

Gc,k =

where for the first region (k=1),

1
(coth B,L; + coth B,L,)sinh B,L,

F1=0

and for the second region (k=2),

E, = cosh B,L, - E, cosh B,

F,

E; sinh B, — sinh N,Lj

The corresponding continuous injection velocity, G},k may then be written
utilizing (9.4) in (4.6), where (4.6) is applied to each region. This result
is then utilized to evaluate the discrete hole array jet velocity distribution
by assuming that the value of Gj,k for a given spanwise row is that correspon—
ding to G;,k (x), where x is evaluated at the centerline of the row. Noting
that G;,k = A;,k Gj,x» the final result for the jet velocity distribution for

a nonuniform array composed of two uniform sub—arrays is

. *
glLE = Ao B (Ex cosh By¥ + Fy sinh By¥) k=1,2 (9.5)
Gj A;,k sinh Byl

The crossflow parameter of interest is the crossflow velocity approaching

a given spanwise jet row relative to the jet velocity of the row. As in
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Section 4, Part I, this may be satisfactorily approximated utilizing Gc,k from
the continuous injection model, Eq. (9.4), evaluated one-half a hole spacing
upstream of the given row (Fig. 4.5b), divided by Gj,k from (9.5). This oper—

ation results in

3 [} !
(Gc) _ 1 Ey sinh By¥' + Fy cosh By¥ k1.2 (9.6)
x

Gj 2 Cp,x Ex cosh ByX + Fy sinh ByX

vhere ¥’ = ¥ - (1/2)(xy,3/L).

9.3 Results and Discussion

Flow distribution data for a series of two—region nonuniform geometry
arrays are presented in Figs. 9.1 through 9.7. Each figure represents a
single geometric configuration tested at a single total jet flow rate. Each
figure displays data points for the normalized jet mass velocity, Gj/Ej, and
for the crossflow—to—jet mass velocity ratio, Gc/Gj, as a function of stream—
wise location, x/L. These data, as well as the original pressure traverse
data from which they were determined, are also summarized in tabular form in
Appendix E, Table E.1. The position of the interface between the two regions
of each array is indicated by the vertical dashed line. Mean jet Reynolds
numbers, values of discharge coefficients, and closures resulting from the
mass balances are also indicated in each figure. The closures are the ratio
of the sum of the individual spanwise row flow rates to the total jet flow
rate as measured at the metering section upstream of the jet plenum. The
solid curves, representing the predictions of the theoretical model, were
calculated from Egs. (9.5) and (9.6). 1In every case the agreement between the
data and the theoretical predictions is excellent.

Consider first Figs. 9.1 through 9.4, each for a case in which the span-—
wise hole spacing y,/d was either doubled or cut in half at some positiom
along the array. Since these cases all had a z/d of three, the resulting flow
distributions were rather uniforms; and the effect of the step change in y,/d
is not readily apparent in the Gjlaj plots. It is, however, apparent in the
plots for Gc/Gj.

The results presented in Figs. 9.5 and 9.6 are for arrays in which the

95



1.2 T T T T T T | T
| PN )
O I e e S S ~ .
| Re. =
08k H | B?l .78 X 10 .
IO M Cp =0.85 _
o [l = 1.0l
) 9 Closure=|.
04F m | O Data N
‘——}——B (5,8,3) 1 Theory .
0 —
I
- B I ]
¢ | -
o 02 |
O
B | —
0 II 1 | 1 1 1 1 1 1
0.2 0.4 0.6 0.8 1.0
x/L
Fig. 9.1 Flow distribution data for nonuniform ¥n
array compared with theory. Test #5Y.
1.2 T T T I T T T T T
f e ——(——CO—0
O O——C——r— =
|
08 | -
IG5 | _
> B I
© 0al B(5,4,3)I =t B(5,8,3)I i
’ |
L I .
|
o} { | I I | I } I I
— |
. Rej = 146 x10% | -
_o4f Cp = 0.85 I —
Q Closure =099 | O/O/O/O/O/O -
& O Data :
021 ____ Theory l ]
| | .
I
0 1 L L L | 1
0.2 0.4 0.6 0.8 1.O

x/L

Fig. 9.2 Flow distribution data for nonuniform Ya

96

array compared with theory.

Test #3Y.



1.2 T : | ] T T ,\_L__()—-—I-—'O"L’O
oo ="

o8 - ! Rej = 113 X10°
¢ | } Cp = 0.85 _
o l Closure=0.97

04t [ O Data B

B(5,8,3)I—~t=B(5,4,3)T
— | —— Theory -
o] f } i } —— } } }
I
- l ham
oal | ]
&
~ _ | —
[S)
o !
o2t | N
R I .
ol e=t=0 | i ! | I ! ! I
02 04 0.6 08 1.0

x/L

Fig. 9.3 Flow distribution data for nonuniform y,
array compared with theory. Test #4Y.

.2 —T T T T T T T ! T
e ———0——eo——0. J\—}hjoze____@_t-—e-zg_
_osf Rej = 1.64 X 10" I .
"_\9_ L Cp = 0.85 | -
(O 0.4 Closure=0.99 : ]
' L O Data B(5,8,3)I-t—B(5,4,3)1I
— Theory : N
o —A———+——+—+—+—+—+—
_ i { Cy/”JD 7]
Q |
> 02r | ]
©
3 l -
|
0.2 0.4 0.6 0.8 1.0

x/L

Fig. 9.4 Flow distribution data for nonuniform y,
array compared with theory. Test #2Y.

91



1.6 T T T 1 : I 1 T I
- I —
i
1.2 F 1 .
l
M
|
Q_ o8k | i -
o Oo—O0— 00— O— 0Ol d, = 2d,
osure = |,
i I cl 101 7
o4l : O Data —
B [ ~—— Theory _
|
0 —+ i } 'n I } f | }
|
B B(10,8,2)I —t=— B(5,4,1)I 7]
06 Rej ,=6.9 X (0° : Rej ,=2.19 x 10* .
B Cp,1=0.76 | Cp,2-0.85 |
o |
o 04 I -
o
B | ]
!
02F | ]
! l i
|
0 | | | | ! L L
0.2 0.4 06 0.8 1.0

x/L

Fig. 9.5 Flow distribution data for nonuniform diameter
array compared with theory. Test #1D.

jet hole diameter over the downstream half of the array is either double
(Fig. 9.5) or omne-half (Fig. 9.6) that over the upstream half. Since each of
these cases involves a substantiel region over which y,/d = 4 and z/d = 1, the
flow distributions are quite nonuniform; and the etffect of the step change in
hole diameter is quite apparent. These cases provide a more severe test of
the model than those of Figs. 9.1 through 9.4, but the agreement is still
excellent. It may be of interest to note that the first (i.e., upstream)
region of a nonuniform array (without initial crossflow) may be thought of as
a uniform array without initial crossflow, while a downstream region (e.g.,
the second region of a two-region array) may be thought of as a uniform array
with '’initial’’ crossflow (the '‘'initial’’ crossflow arising from the

upstream regions). Note also that for a uniform array the flow distribution
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becomes less uniform as (y,/d)(z/d) decreases and as the initial crossflow
increases (Section 4.4).

With these ideas in mind the trends for GJ-IEJ- in Figs. 9.5 and 9.6 may be
interpreted. In Fig. 9.5 the upstream region has both a large value of (yn/d)
(z/d) and zero initial crossflow conditions leading to the essentially uniform
observed and predicted flow distribution in that region. The downstream
region has both & small value of (y,/d)(z/d) and a finite ’’initial’’ cross-—
flow leading to the highly nonuniform observed and predicted flow distribution
in that region. In Fig. 9.5, we have a case where the (yp/d)(z/d) and
*?initial’’ crossflow conditions for each region tend to oppose each other in
their effects on the flow distribution. This results in the flow distri-

butions of intermediate nonuniformity observed and predicted for each of the
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two regions of this array.

One additional flow distribution test result is presented in Fig. 9.7 for
a case in which the streamwise hole spacing x;/d for the downstream region was
one—half that for the upstream region.

Heat transfer test results, to be presented in the next section, were
obtained for all of the nonuniform geometries for which flow distributions
were measured, plus some additional geometries for which flow distributions
were not measured. In making certain comparisons of the nonuniform geometry
heat transfer coefficients with those from prior uniform geometry arrays and
with a previously developed correlation, it was necessary to untilize a flow
distribution for each nonuniform array. In those cases where the measured
flow distribution was not available, the theoretical model (Section 9.2) was
used. The comparisons presented in Figs. 9.1 through 9.7 provide good

evidence that reliance on the model is well-justified.
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10. NONUNIFORM ARRAY HEAT TRANSFER CHARACTERISTICS

10.1 Experimental Procedures and Data Reduction

Details of the experimental procedures and data reduction techniques were
essentially as previously utilized for the noninitial uniform array tests as
reported in [1] and for the initial crossflow configuration tests with zero
initial crossflow as outlined in Part I, Section 5.2 of this report. For each
array tested, three data sets (q, Tg) corresponding to steady—state conditions
at three different segment heater power input levels were obtained for each
active segment of the test plate. Linear least squares curve fits to an equa—
tion in the form q = h(Tg - T,y) were then utilized to determine h and Tyy at
each segment. As in the case of the prior noninitial crossflow tests tne
experimental uncertainty on the resulting Nusselt numbers is estimated to be
about + 5%. An attempt was made to select the total jet flow rate (mean jet
Reynolds number) at which to test a given nonuniform array, such that the jet
Reynolds number at each spanwise row in each of the two uniform regions of the
array would fall within the range of jet Reynolds numbers at the row from tne
prior test of each matching uniform array which had the same ratio of

crossflow—-to—jet velocity. This, however, was not always possible to achieve.

10.2 Results and Comparisons with Uniform Geometries

In this section the experimentally determined streamwise profiles of heat
transfer coefficients for the nonuniform arrays are presented. Results for
arrays with nonuniform hole spacings are plotted as Nusselt number profiles
(Nu = kd/k). Results for arrays with nonuniform hole diameters are plotted as
Stanton numbers defined using the mean jet mass velocity over the entire array
(st = h/cpaj), so that the plots correctly represent the streamwise variation
of the heat transfer coefficient itself, The heat transfer data for the
nonuniform arrays is also included in tabular form, Appendix E, Table E.2.

In the following two subsections a series of plots is presented, all
having the same basic format and all displaying the same types of comparisoms
(Figs. 10.1 to 10.12). The form of the plots, the types of comparisons, and

the basis of the comparisons will now be explained. Each figure is for a
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specific nonuniform array geometry, as indicated on the figure. The location
of the interface between the two uniform regions comprising the nonuniform
array is marked by the vertical dashed line. The primary result shown on each
plot is the set of ten spanwise averaged, streamwise resolved, Nu (or St)
values for the nonuniform array geometry indicated on the plot. These points
are always represented by the upright solid triangles. Each point represents
the average Nu (or St) value over the heat transfer surface increment x,
centered immediately opposite the corresponding spanwise row of jet holes in
the array. As previously discussed [2,11], these Nu (or St) values may be
considered as a function of the parameter set (Rej, G./Gj, xy/d, yn/d, and
z/d) where Rej is the local jet Reynolds number and Gc/Gj is the cross—to—jet
velocity ratio, both evaluated at the spanwise row in question.

A second set of points on each plot, always represented by inverted open
triangles, is based on the previously reported data for uniform arrays [1,8]
having corresponding values of the geometric parameters (x,/d, yp/d, z/d).
Each point shown is for the same value of Rej and Gc/Gj as existed for the
nonuniform array data point to which it is compared. In order to carry out
this comparison it was necessary to use the validated flow distribution models
for both uniform arrays ([2,11], also Section 4, Part I of this report), and
nonuniform arrays (Section 9). First the values of Gc/Gj and Rej at the row
in question for the nonuniform array were determined. Then, since Gc/Gj is
independent of the total jet flow rate, the row from the corresponding uniform
array having the same value of Gc/Gj was selected. Next, the value of EZj
which, for the selected row in the uniform array, would result in the needed
value of Rej, was calculated. Finally, the individual row interpolation
formulas for the uniform array data, in the form Nu = CEZj“ [1], were utilized
to determine the appropriate value of Nu (or corresponding St) for comparison
with the nonuniform array data point. These interpolation formulas were good
to + 3% for 95% confidence [1]. ©For Region 1 (the upstream regiom), Gc/Gj
values for the geometry of that region match the corresponding uniform geom-
etry values row by row. However, for Region 2 (the downstream region) this
does not hold. Therefore, the uniform array row numbers utilized to match the
Gc/Gj values are noted for Region 2 over the abscissa of the plot. In cases

where it was necessary to interpolate between rows of the uniform array, Nu
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vealues for each of the appropriate adjacent rows were calculated as outlined
above, followed by a linear interpolation of Nu as a function of Gc/Gj.
Normally the adjacent values were very close together so this interpolation
was quite satisfactory. In these cases, the pairs of adjacent row numbers
utilized are indicated for Region 2 over the abscissa of the plot.

Finally, it should be pointed out that in some cases the ranges of values
of Gc/Gj did not completely overlap. Where possible, points for comparison
were then calculated from the uniform array initial crossflow data from Part I
of this report. The row numbers are again indicated and also marked by an
asterisk.

Finally, included on each plot are the Nu (or St) values calculated from
the correlation originally developed in [2,11]. This correlation was based
entirely on the data from the prior comprehensive series of uniform array
geometry tests. The correlation gives Nu = fcn(Rej, Gc/Gj. xp/d, ynu/d, z/d).
The specific form used was Eq. (5.1) from [2], also given as Eq. (10) in [11].
The uncertainty interval for the correlatioin was + 11% for a 95% confidence
level. It was applied at each spanwise row of the nonuniform arrays tested.
In Figs. 10.1 through 10.12 the position of the points so calculated is indi-
cated by a solid line to facilitate comparison with the data points,

The nonuniform array data and the comparisons presented in these figures
will now be discussed in more detail im two major categories: first, the
effects of a nonuniform hole spacing with emphasis on the spanwise spacing,
Figs. 10.1 through 10.8; and second, the effects of a nonuniform hole
diameter, Figs. 10.9 through 10.12.

10.2.1 Nonuniform Hole Spacings

Examination of the nonuniform array data in Figs. 10.1 and 10.2
indicates that a doubling of y, from Region 1 to Region 2 can cause a signifi-
cant decrease in Nu across the transition line, the change being larger when
it occurs upstream (Fig. 10.1) as compared to occurring further downstream
(Fig. 10.2), Figs. 10.3, 10.4, and 10.5 indicate the reverse transition
(reducing y, by one—half) causes less significant changes across the transi-
tion line, especially when the transition occurs far downstream (Figs. 10.4

and 10.5). However, it is clear that reducing y, from Region 1 to Region 2
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Fig. 10.7 Nusselt number data for nonuniform y,; array compared
with uniform array data and correlation. Test #9Y.
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Fig. 10.8 Nusselt number deta for nonuniform y, array compared
with uniform array data and correlation. Test #8Y.

50

40

30

20

50

40

30

20 -

Re; = 1.35 X104

i
|
j |

v

|
im—
x\-\x\é\_ei““‘
|

|
B(10,8,2) I——r— B(10,4,2)1

. A Non-uniform geometry data

(Spanwise row numbers

|
[
VvV Uniform geometry data [
[
| noted over abscissa) | _

_— Uniform geometry correlutior{ f f f ? f

| 3-4 4-5 5-6 6-7 7-8
1 1 1 1 | 1 | 1 1

0.2 04 0.6 0.8 1.0
x/L

T T T I I T T

Re; = .68 x 10

A Non-uniform geometry data

V' Uniform geometry data
(Spanwise row numbers
noted over abscissa)

]
|
l
|
¢ 2
|
|
|
|

— Uniform geometry correlation |
B(IO,8.2)I——r-B(IO,4,2)I_

A
IIIIIII:56

0.2 04 0.6 0.8 1.0
x/L

107



(Figs. 10.3 through 10.8) always increases Nu across tne transition lime to
some degree, and in a more pronounced fashion when z/d = 2 (Figs. 10.6 through
10.8) than when z/d = 3 (Figs. 10.3 through 10.5). In most of these cases the

4 of Nn 1
o VoA AVSS -

]
w
()

Turning now to the uniform array data point and correlation comparisons,

the results are seen to be quite consistent in an overall sense for Figs. 10.1

nonuniform array tests are consistent with those from the uniform array in
every case. Indeed, the largest difference (Regiom 1) is just 6.3% with an
average difference of only 2.5%. With respect to any given row in Region 1 of
the nonuniform array, details of the flow field history upstream of the row
should be identical with the history for the corresponding row in the uniform
array. Flow field conditions downstream of the tramsition line would not be
expected to exert any significant influence on the flow field upstream of the
transition line. Therefore, the uniform array heat transfer data would be
expected to accurately represent the nonuniform array heat transfer character—
istics in Region 1, as is well verified by the data point comparisons just
discussed. It might also be emphasized that these nonuniform array jet plates
were the same ones used for the uniform array tests, but with selected holes
plugged as described in Sectiomn 8. Thus, it was possible to insure tnat the
most minute details of the machined jet holes were the same in these two sets
of tests. The good consistency of the data for Region 1 provides confidence
that the differences sometimes observed in Region 2 immediately downstream of
the transition line represent real effects. These effects will now be
discussed.

There is little difference observed between the data points even at the
first row following the transition line when y, is doubled from Region 1 to
Region 2 (Figs. 10.1 and 10.2). However, it does appear from Fig. 10.2 that
at this row the nonuniform array data point indicates a somewhat larger Nu
than existed for the uniform array (7%). Conversely when y, is cut in half,
the nonuniform array point at the first row inm Region 2 always falls below the
uniform array point (Figs. 10.3 through 10.8), by anywhere from 13 to 19%,
except for Fig. 10.3 where it falls below by only 5%. Since the data points

are being compared for the same Gj (which is based on jet hole area) and same
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G; (which is based on channel cross—sectional area), significant differences

in Nu are undoubtedly related to local differences in the two flow fields.
These differences arise due to differing histories of the crossflow approach-
ing respective rows being compared, even though the crossflow rate magnitudes
are the same. Qualitative explanations of the trends of these Nu data point
comparisons may be attempted, but must remain tentative because of the great
complexity of the interacting cross and jet flows within a two—dimensional
array of jets. The explanations given below are related largely to tne
consideration that the spanwise distribution of the crossflow is not uniform
but rather periodic with a period equal to the spanwise hole spacing.

Each jet in the first row of Region 2 (call it Row n), it the row is
considered as part of a uniform array, has a jet immediately upstream in Row
n-1. Each jet in Row n is ’'’protected’’ somewhat from the accumulated cross-—
flow from rows upstream of Row n-1 because of the bifurcation of this cross-—
flow by the jets of Row n-1. As part of a nonuniform array in which y, is
reduced by one—half for Region 2, only alternate jets in the Row n have a jet
immediately upstream. Therefore, for the nonuniform array fewer jets in Row n
are '’'protected’’ by jets in Row n—-1. These jets are then more diffused and
their heat transfer performance more degraded than it would be for Row n
considered as part of a uniform array. The Nusselt numbers in Figs. 10.3
through 10.8 for the first row of Region 2 were already observed to be smaller
than the corresponding value based on uniform array data.

When y, is doubled (Figs. 10.1 and 10.2), the first row upstream of
Region 2 (again call it Row n—1) has alternate jets without a jet immediately
downstream in Row n. The crossflow from these jets, as well as accumulated
crossflow from further upstream jets in the same 1line, can flow between
adjacent jets in Row n. Each jet in Row n is thus directly subjected to a
smaller crossflow than if it were part of the uniform array. The tendency
would then be for the heat transfer coefficients at Row n in the nonuniform
array to be larger. This tendency is reflected in Fig. 10.2, though the
difference is small., No difference whatever shows up in Fig. 10.1.

Comparing Fig. 10.1 to 10.2, and Fig. 10.3 to Figs. 10.4 through 10.8 it
appears that data point differences immediately downstream of the transition

line are larger when the transition line is farther downstream. For all of
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the cases where a significant difference between the corresponding data points
occurs in the first row after the transition line, the difference becomes
noticeably smaller at the second row after the transition line and continues
to decrease at succeeding rows., The use of the correlation appears to be as
well-justified for nonuniform y, arrays as it is for uniform arrays, except,
in some cases, at the first one or two rows after the transition line.

Beat transfer data for the nonuniform x, array tested (Test #1X, Table
8.1) is included in Appendix E, Table E.2. For this array x, was reduced by
one—half from Region 1 to Region 2. No plot is included because after plug-
ging alternate rows in the original uniform array to form Region 1, the
remaining rows did not match up with the test plate segments such that Nu
values properly resolved over the x; increments associated with each row could
be calculated for comparison with the uniform array results. However, Nusselt
numbers for the two rows in Region 2 could be compared with uniform array
results and were found to be in excellent agreement, indicating no effect even

at the first row downstream of the transition line.

10.2.2 Nonuniform Hole Diameters

Stanton number (St = h/cpaj) profiles for four different arrays
with nonuniform hole diameters are presented in Figs. 10.9 through 10.12. The
general format and type of information contained in these figures were
explained in detail at the outset of Section 10.2, and are similar to the
figures in the preceding subsection 10.2.1, Each of the present figures,
however, contains two plots, one for each of two different tests of a single
nonuniform array. The conditions for each of the two tests were identical
except for the magnitude of the total jet flow rate, which for the lower plot
in each figure was from about 1.5 to 2.5 times the value for the upper plot.
This difference in jet flow rates is reflected in the magnitudes of the mean
jet Reynolds numbers indicated for each region of the nonuniform arrays.
Since the Reynolds numbers are defined in terms of the jet hole diameter, mean
values are specified for each of the two uniform sub-—arrays (regioms).

Based on the specific values of the geometric parameter sets (x,/d, y,/d,
z/d) for which prior uniform array heat transfer tests were conducted, omnly

two pairs of these parameter sets could be combined to form nonuniform arrays
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in which the hole diameter was the only nonuniform geometric parameter. These
pairs were [(10,8,2), (5,4,1)] and [(15,6,3), (10,4,2)]. Note that these rep—
resent significant changes in the hole area (and, therefore, open area ratio)
by factors of 4 and 2.25, respectively. As already indicated in Section 8 two
new jet plates each having five spanwise rows of holes at the smaller diameter
and five at the larger diameter were machined. These could be mounted in the
test rig with either the small holes or the large holes upstream. This
resulted in the four nonuniform arrays for which data is presented in Figs.
10.9 through 10.12.

Tests were ruen at two different total jet flow rates because in some
cases no single flow rate would result in local row jet Reynolds numbers for
both regions of the array which were within the ranges covered by the uniform
array tests for the corresponding geometries. Therefore, extrapolation of
some of the uniform array data was necessary to complete these comparisonms.
However, the tremnds and comparisons appearing in the two plots of each figure
are quite similar irrespective of the flow rate (i.e., Reynolds number) level,
so that in discussing these results no further referemce will be made to this
distinction,

The nonuniform array Stanton number data points (upright solid triangles)
in Figs. 10.9 and 10.11 show that increasing the hole diameter for Region 2
relative to Region 1 results in higher heat transfer coefficients in Region 2
than in Region 1; Figs. 10.10 and 10.12 show the reverse tremnd for a decrease
in hole diameter. The overall changes across the transition line are more
pronounced when the diameters in the respective regions differ by a factor of
2 (Figs. 10.9 and 10.10) than when they differ by a factor of 1.5 (Figs. 10.11
and 10.12).

When Region 2 has the larger diameter (e.g., Fig. 10.9), the ratio of
hole area to heat transfer surface area is also larger so that even for the
same jet velocities one might expect higher heat transfer coefficients. Exam-—
ination of the corresponding flow distribution (Fig. 9.5) indicates Region 2
also has larger jet velocities for reasons already discussed in Section 9.
Thus, two effects combine to result in higher heat transfer coefficients in
Region 2 relative to Region 1.

When Region 2 has the smaller diameter (e.g., Fig. 10.10), the open area
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ratio effect, assuming the same jet velocities, would tend to reduce thne heat
transfer coefficients. The corresponding flow distribution (Fig. 9.6) shows
the jet velocities in Region 2 to be equal to or higher than those of Region 1
just as they were for the contrasting conditions of the preceding paragraph.
However, here the counteracting open area ratio effect apparently dominates
enough to cause lower heat transfer coefficients in Region 2 relative to
Regiom 1.

The agreement of the nonuniform array data points for Region 1 with thne
uniform array data points is quite good for Figs. 10.11 and 10.12, as it was
for the nonuniform y, cases (Section 10.2.1). It is not as satisfactory for
Figs. 10.9 and 10.10, particularly 10.10. This may be due, at least in part,
to the fact that these were separately machined jet plates from tnose used for
the uniform array tests; and, since Figs. 10.9 and 10.10 involve a z/d of
unity, microscale differences in jet hole geometries may have a mnoticeable
effect for this small standoff distance. In addition, the jet plate tnick-
ness, b, at the jet hole locations was not equal to ome hole diameter in both
regions of these jet plates (see Section 8), as it was for every hole in the
uniform arrays, though this was also the case for the nonuniform jet plates of
Figs. 10.11 and 10.12 where the Stanton number data point differences in
Region 1 are insignificant.

Turning now to Region 2 it must first be pointed out that no uniform
array data, with or without initial crossflow, had G./G; values in tne neces-
sary range for comparisons at the last three rows of the array of Fig. 10.10
or for the entire Region 2 of the array of Fig. 10.12., These points were
also, of course, outside the applicable range of the correlation as were those
for the first two rows of Region 2, Fig. 10.10, where initial crossflow data
had to be used for comparison. Otherwise the curves based on the correlation
are consistent with the data for both regions in all of these figures.

What is apparently an effect of the upstream history of the flow field
again shows up immediately downstream of the transition laine when tne curre-—
sponding uniform and nonuniform array heat transfer coefficients are compared,
just as it did for the nonuniform y, cases. The difference is most signifi-
cant in Fig. 10.10, but disappears at the second row of Region 2, so here the

significant '’entrance length’’ is no more than omne row. Though the

116



comparisons for these nonuniform diameter arrays are not as definitive in all
cases as they were for the nonuniform y, arrays, it appears that conclusions

similar to those drawn at the close of Sectior 10.2.1 apply here as well.

10.2.3 Additional Comparisons

The previous two subsections have been concernmed primarily with
the nature of the nonuniform array heat transfer coefficient profiles and
consideration of how well these streamwise resolved heat transfer coefficients
may be predicted from uniform array data or from the correlation based on
uniform array data. The predictions require knowledge of the parameter set
(Rej, Gc/6j, xp/d, yp/d, z/d) at the spanwise row of interest in the non—
uniform array coupled with knowledge of the dependence of Nu (or St) on the
parameter set for a uniform array, either from the uniform array data itself
or from the correlation based upon it.

Here an example of a direct comparison between a two—region nonuniform
array and the two uniform arrays having the same geometric parameter sets
(xn/d, yp/d, z/d) is provided. The array of Test # 3Y (Fig. 10.2) with a
nonuniform y, is used as the example. The basis of comparison must, however,
be precisely defined. The heat transfer characteristics of the arrays are
first compared for the same total jet flow rate per unit of heat transfer
surface area (or equivalent jet plate surface area), E}. For jet plates of
uniform hole diameter the comparison may be made for the same value of mean
jet Reynolds number based on this superficial mass velocity, i;}. The compar-
ison is presented in Fig. 10.13, The Nu profile for the nonuniform array is
more highly nonuniform than either profile for the corresponding uniform
arrays, and falls between these profiles. The nonuniform ﬁ; falls about
midway between the uniform array values in this example. It is interesting to
observe that in both Regions 1 and 2 the nonuniform array Nusselt numbers lie
closer to the values for the uniform array with the differing y,/d than they
do to the values for the uniform array with the same y,/d.

The same cases are compared again in Fig. 10.14 on a different basis.
Here the comparison is for the same pressure drop from jet plenum to jet array
channel exit. This pressure drop is essentially that existing across the

final downstream row of holes in the array (Row 10 for the present arrays).
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Fig. 10.13 Nusselt number profile for nonuniform y, array
compared with profiles for corresponding uniform
array geometries for same total jet flow rate.
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Fig. 10.14 Nusselt number profile for nonuniform y, array
compared with profiles for corresponding uniform
array geometries for same pressure drop.
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For incompressible flow the pressure drop will be the same if Gj (or Rej) is
the same, assuming the same discharge coefficient for each array. For the
arrays compared here Cp differed slightly, Taking this into account the same
pressure drop will exist for the same value of Re;/Cp at Row 10. The value at
which the comparison was made is specified on the figure. Compared on this
basis the Nu.profiles differ less than when compared for the same total jet
flow rate. . The mean values for this example are almost identical, but as
before the mean for the nonuniform array 1lies between the uniform array
values. Now, however, the nonuniform array has larger Nusselt numbers than
either uniform array in Region 1 but smaller values than either in Region 2.
Both of these comparisons serve to illustrate that, depending on the
designer’'s flow and pressure drop constraints, the use of nonuniform arrays
can serve to adjust the level and distribution of the cooling provided by the
array, providing the flexibility to better match the external heat load magni-
tude and distribution. Similar comparisons, as desired for'other cases, may
be made utilizing the flow distribution and heat transfer data tabulated in

the Appendices of this report and in [1].
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11. CONCLUDING REMARKS (PART II)

A midchord internal cooling scheme utilizing two—dimensional arrays of
jets, in addition to the high heat transfer coefficients possible, provides
the flexibility and potential for optimizing cooling performance by tailoring
the array geometry to appropriately match the external thermal loading. This
may often require the use of arrays having nonuniform geometric parameter
values. Since it is not feasible to generate measurements or test results for
every possible arrangement the designer may need to comnsider im his perfor—
mance and trade—off analyses, it is important that he have available some
means of calculating expected performance for various array geometries.

In Part II of this report, experimental results for flow distributions
and streamwise resolved heat transfer coefficients for two-region nonuniform
arrays in a poninitial crossflow configuration have been presented. A
theoretically based flow distribution model for the nonuniform arrays was also
developed and validated by comparison with the measured flow distributionms.
With the aid of the flow distribution model, the nonuniform array spanwise
averaged heat transfer coefficients, resolved to ome streamwise hole spacing,
were compared in detail with prior uniform array data [1,8], and with a
correlation based on the uniform array data [2,11].

Based on these comparisons it was verified that reliable uniform array
heat transfer data can be used to determine heat transfer coefficients for the
upstream region of a nonuniform array. In addition, it was found that for
downstream regions accurate determinations can be made beyond the second row
following the geometric transition lime, and for many conditions at the first
and/or second rows as well (put more concisely, the maximum significant
'*’entrance length'’’ following the geometric transition appears to be two
rows). Heat transfer coefficients for ’'’entrance length’’ rows based on
uniform array data may be larger or smaller than the actual values for the
nonuniform array depending on the type of geometric transition. If the span—
wise spacing is increased downstream the uniform array based value may be
somewhat 1low. If it is decreased the value will tend to be high. If the
diameter is increased the uniform array based value will tend to be high,

while for a decrease in diameter it will temd to be 1low. The 1largest
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difference observed for any nonuniform array tested was about 20%. In partic—
ular cases, expected differences between an actual nonuniform array heat
transfer coefficient for a row immediately downstream of a geometric transi-
tion and the uniform array based value may best be judged by referring to the
specific comparisons presehted in Section 10.2.

Finally, it was found that heat transfer coefficient predictions for
nonuniform arrays based on the correlation originally presented in [2,11] may,
in general, be made with the same confidence as for uniform arrays as long as
the cross—to—jet velocity ratios are within the range of results on which the
correlation was based. Exceptions occur, in some cases, for the first one or
two rows immediately downstream of the geometric tramsition in the nonuniform
array. At these rows the correlation may still be applied but with more

caution because the confidence will not be as high.
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APPENDIX A
DERIVATION OF FLOW DISTRIBUTION MODEL
The details of formulating the flow distribution model, Eq. (4.6), in
terms of the dimensionless crossflow velocity Ec are presented here. For
constant P,, the elimination of the channel pressure P from Eqs. (4.3) and

(4.4) results in

* *

G; de _ G; L dCp d(Gc/Gj) = 26, dG, + £ G: (A.1)
(AOCD)z dx Cp d(Gc/GJ') dx dx z

The elimination of Gj in d(Gc/Gj)/dx may be achieved by use of the chain rule

4(Ge/Gy) _ 1 4G¢ , g ( L) 46; (A.2)
dx G dx G} dx

* *
and with the aid of the relatioms A,G; = G; and Eq. (4.5)

* *
d(Gg/65) _ Ay _ GcAq 1 d*Ge (A.3)
dx z z (dG,/dx)?* dx?

The final dimensional form in terms of the crossflow velocity G; is obtained

by substitution of Egs. (A.3) and (4.5) into Eq. (A.1):

*
22 dG, [dzec 1 dcp 4G, A, (1 _ G dzec)]
— = | —= - v ¢ 0
(AoCp)? dx lax?  Cp d(G/G;) dx =z (dG./dx)? dx2
= ZGc dGC + £ G: (A.4)
dx z

Now rearranging this result to isolate d2G./dx%?, and introducing the

~

dimensionless parameters, G, = Gg/[(m; + mj)/wz] and ¥

x/L, yields Eq.

(4.6).
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APPENDIX B
FLOW DISTRIBUTION UNCERTAINTY AND SENSITIVITY ANALYSIS
Composite uncertainties for the experimental data and the sensitivities
on the predictive model to uncertainties in input parameter values were
estimated for both Gjlaj and G;/G; according to the method of Kline and
McClintock [13]. The resultant fractional uncertainty, on the basis of the

uncertainties in the primary measurements, is computed by:

N wp\ 27 %
R — [ (an “i ] (B.1)
R i=1 ari R ’
where R =R (r,, r,, ..., ry), the dependent variable
wp = resultant or composite uncertainty in R
wp, = uncertainty in rj

Additional notations used in Appendix B which were not defined in the

Nomenclature Section (p. v) are as follows:

Notation Explanation
() or ( )k Superscript i or k refers to a value at the i or kth

spanwise row of holes

w( ) Uncertainty or sensitivity in ( )
C Used as a proportionality constant
al Jet hol ith i
o e area of the i spanwise row
AP Jet plenum—-to-channel pressure difference (P,-P)
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B.1 DUncertainty Analysis on Experimental Results

The composite uncertainties on Gj/Ej, Gc/Gj and Cp were computed by the
use of Eq. (B.1). The forms of these equations, defined previously for the
experimental results, were simplified to include only the independent varia-
bles of major uncertainty sources. These variables are the jet bhole
diameters, the channel beight, the pressure readings P, and AP, and the

flowrates, m; and m,.

The mass velocity at row n with the assumption of incompressible flow and

with constant Cp is
6j = CCp (p,-AP)YE (B.2)

Since P, is the same across the rows, at row n of interest for Nc spanwise

rows of holes Gjlaj becomes

o Nc(APn)*

e

(B.3)

6; «rhi . Yeurhi
i=1
There are Nc independent variables of AP" and AP* (i =1,2, ..., Nec; i # n).
Replacing by R = G?/Ej in Eq. (B.3), the partial derivatives of dR/9AP" and
aR/aAPk (k = 1,2, ..., Nc; k # n) were taken, and these were substituted into

Eq. (B.1). The use of the approximation that assumes the magnitudes of AP

and AP" are the same yields

p
- 1\T
op - (LN — 1) oap (B.4)
R 4 Nc AP
where R = Gj/Gj.
The two cases (mg/mj = 0 and # 0) of the uncertainty analysis were domne
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for Gc/Gj. For the nclmj = 0 case the crossflow mass velocity at the ntk row,

assuming incompressible flow, is

n— X
6; = [c :[chA;(PO-AP)*] /wz (B.5)
i=1
The mass velocity ratio of crossflow, Eq. (B.5), to jetflow, Eq. (B.2),

becomes

n n—1 .
(Eg) =% 227 ariiaehi (B.6)
Gj 4y, z i=1

Then, the uncertainty in the AP parts may be obtained by the same method as
Gj/Gj:

w_R=(£ _?_)* AP (B.T)
R 4 n-1 AP

n-1 i n i_ . . : n
where R= X (AP /AP )%, Finally, the uncertainty in (Gc/Gj) becomes
i=1

op . [(2 ﬂ)ﬂ AR SE WA (B.8)
R d z 4 n—-1 \ AP
where R = (Gy/G;)" with mi/mj = 0 .

For the mc/mj # 0 case, the (Gc/Gj)n contains the additional term

[m,/wzG; = (MNcnd2/4y z)(63/8;)] so that Eq. (B.6) is replaced by
c J n J'7)

n -1 .
(Eg) - 42 [ ng . (AP‘/AP“)*] (B.9)
Gj 4 YnZz Gj/Gj i=1

For the upstream row (n=1), the second term in the squared brackets drops and

Eq. (B.9) becomes

1 2
(Eg) - d ( TNf ) (B.10)
Gj 4 yupz Gj/Gj

Therefore, the uncertainty in Gc/Gj at the first row is

127



YR (B.11)
R

L]
=
_———

N
n.le
o
—
+
——
N'f
—
+
—
=|g
-
+
—
g
e
u__ﬁ"

1 1,
where R = (Gc/Gj) , and R1 = Gj/Gj .
For the downstream rows, both terms in the squared brackets in Eq. (B.9)

remain, and factoring the second term outside the brackets yields

n -1 :
(G_c) - & (nz (Apl/Ap“)’}>[ — _Mile T +1] (B.12)
6; 4 ypz\ i (63/6y) = ap'/ap™y

By expressing G?/Ej in terms of AP, the denominator of the first term in the
squared brackets may be written as

Nc¢

12 Nc—1 i 1
(APN")’f/_z1 aphE 4 1
1=

(B.13)

evaluating n at the last row Nc. Since the uncertainty in AP contributes
little to the uncertainty in the expression (B.13) (about 1/(Nc-1) of the
uncertainty in APi itself if the magnitudes of all APi are assumed to be the
same), the significant source of uncertainty inside the squared brackets in
Eq. (B.12) is only the M. Finally, the uncertainty in Gc/Gj evaluated at the

last row (n = Nc) becomes

“R - [ _“’R2)’ . (L )’ of ’]* (B.14)
R R2 1+A M
where R = (Gc/Gj)Nc, wpy/R2 is equal to the wgr/R of Eq. (B.8), and
Nc Ne-1 i  Nc
A= (Gj /Gj)_za (AP /AP "")2/MNc. For small M, the value of A becomes large
1=

and the magnitude of the second term in Eq. (B.14) becomes insignificant,

which becomes identical to Eq. (B.8), the mc/mj = 0 case.
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The discharge coefficient was previously defined as the ratio of

mi(actual) tO Mj jdeal- Then,
Ne i}
Cp = € mj/[d2 T (Po-AP")¥] (B.15)
1=

The magnitudes of AP' are assumed to be the same throughout the rows. Thus,

- [()2fe sy (2 2R (2 SA_P)']* (8.16)
my d 2 P, 2 AP
where R = Cp .

The wuncertainties in the primary measurement were estimated to be + 1%
for d, + 2% for z, + 1 to 2% for P,, + 2 to 3% for AP, and + 2% for m, and mj.
Then the composite uncertainty on the flow rate ratio (M = mg/m;) is about
+ 3%. The composite uncertainties in Gj/-éj, Gc/Gj, and Cp were computed by
substituting these into Eqs. (B.4), (B.8), (B.11), (B.14), and (B.16). The
uncertainties were about + 2% in Gj/Ej and * 3% in Cp. The uncertainty in
Gc/Gj ranged from about + 2% for downstream rows, small M, and larger

(yn/d)(z/d) to about + 4% for upstream rows, larger M, and smaller

(yo/d) (2/4d) .

B.2 Sensitivity Analysis on Predictive Model

The sensitivities of the simple predictive model to the experimentally
determined parameter inputs were computed. The M, B and Cp, input parameters
in Egqs. (4.10) and (4.11), were considered to be independent variables of
Gj/Ej and Gc/Gj, and the uncertainties on M and Cp were computed to be about +
3% by utilizing the uncertainties of the primary measurements. For computa-—
tion of the uncertainty in B, the B was simplified to include only major

uncertainty sources as B=ij/[z(AP)}]. and the nuncertainty in B was
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computed to be about + 3%. The substitution of the closed form solutions and
the uncertainties of the input parameters to Eq. (B.1l) yielded the sensitiv—

ities of the predictive model.
For Gjlaj in Eq. (4.10) replacing Gj/Ej by R, the partial derivatives of
dR/8M and OR/OB were taken and substituted into Eq. (B.1). Then, the sensi-

tivities in Gj/Ej becomes

+
WR _ [(ﬂ _"!)’ + (ﬁ 2&)’] (B.17)
R M R 3B R

Similarly for Gc/Gj in Eq. (4.11), the sensitivity in Gc/Gj (=R) becomes

R _ [(a_k m) . (25 m)n ("i ﬁ)’]* (B.18)
R 3M R 3B R acp R

The computation of these percentage sensitivites by the use of the computer
covered the values at the ten spanwise rows for the parameter (y,/d)(z/d) from
4 to 24 and the flow rate ratio (M) from zero to 1. Some of the computation

results of the sensitivities follow in Tables B.1 and B.2.
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Table B.1 Percentage

(yn/d)(z/d) mg/m; x/L

4 0.2
8 0.2
1.0

12 0.2  wp/R(%)
1.0
24 0.2
1.0

Sensitivities in Gjlaj of Predictive Model (for Cp = 0.8)

0.05

18.4

2.1

12.2

2.9
0.2

0.6

0.15

9.6

1.7

7.0

0.8

2.1

0.2

0.5

0.25

5.6

1.4

4.0

0.6

1.5

0.2

0.3

0.35

3.3

0.9

2.1

0.4

0.9

0.1

0.2

0.45

1.7

0.5

0.8

002

0.4

0.0

0.1

0.55

0.6

0.1

0.2

0.0

0.1

0.0

0.0

0.65

0.4

0.4

1.0

0.2

0.5

0.1

0.2

0.75

1.2

0.8

1.6

0.4

1.0

0.1

0.3

0.85

1.9

1.2

2.1

0.7

1.3

0.2

0.4

0.95

2.6
1.6
2.6
1.0
1.7
0.3

0.6



TET

(vq/d) (z/d)

12

24

Table B.2

mc/mj

0.2
0.2
1.0
0.2
1.0
0.2

1.0

Percentage Sensitivities in G;/G; of Predictive Model (for Cp = 0.8)

x/L 0.05

22.4
6.8
16.5
wR/R(%) 5.8
7.6
5.3

5.6

0.15

12.2
5.7
11.0
5.1
6.7
4.8

5.4

0.25

7.4
5.0
7.9
4.7
5.9
4.6

5.1

0.35

4.9

4.5

6.0

4.4

5.3

4.4

4.9

0.45

3.7

4.1

4.8

4.2

4.8

4.3

4.8

0.55

3.2

3.8

4.1

4.1

4.4

4.3

4.6

0.65

3.1

3.6

3.6

3.9

4.0

4.2

4.5

0.75

3.0

3.5

3.3

3.8

3.8

4.2

4.3

0.85

3.0

3.3

3.2

3.7

3.6

4.1

4.2

0.95

3.0
3.2
3.1
3.6
3.4
4.1

4.1



APPENDIX C

TABULAR DATA: SPECIAL DISCHARGE COEFFICIENT TESTS

Experimental results for the special discharge coefficient tests are

summarized in the following Tables C.1 and C.2.
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c/Gj and z/d

Results of Special Discharge Coefficient Test — Effect of G

(These values are plotted in Fig. 4.3)

Table C.1

Rej(lo’) Cp

Gc/Gj

Rej(10’) CD

6./6;

B(5,4,3)

B(5,4,1)

10.8 0.83

0.0

0.84

11.0

7.83



SET

Table C.2 Results of Special Discharge Coefficient Test with Jet Plate B(5,4,1) - Effect of Rej
(These values are plotted in Fig. 4.4)

Gc/Gj = 0 Gc/Gj Z1 Gc/Gj zZ3

Rej(IO’) Cp Rej(IO’) Cp Rej(IO') Cp
1.8 0.82 2.1 0.85 2.1 0.50
2.2 0.79 2.6 0.82 3.2 0.50
3.5 0.83 3.4 0.83 4.3 0.50
4.6 0.85 4.2 0.82 6.4 0.50
6.3 0.84 6.4 0.79 8.3 0.48
8.2 0.84 8.5 0.77 10.5 0.49
10.5 0.84 12.8 0.75 12.7 0.48

15.1 0.83 15.2 0.75

19.6 0.81 17.4 0.75

22.5 0.80 19.9 0.75

20.9 0.75

22.1 0.75

30.1 0.75

42.0 0.76

44 .6 0.77



APPENDIX D

TABULAR DATA: INITIAL CROSSFLOW TESTS

The following is & presentation in tabular form of the experimental
results for the initial crossflow tests. The flow distribution and pressure
profile data are given in Table D.1 (pp. 137-148). The heat transfer data,
n and Nu profiles, are given in Table D.2 (pp. 149-161). The notations used

in the tables of Appendices D and E have the meanings specified below.

Notation used Corresponding
in the Appendix Nomenclature or Meaning
ETA ]
6J/6J 6;/G;
GC/GY Gc/Gj
MC/MJ mc/mj
M.C. Mass Closure
NU, nut Nu, Nu
PO P,
P/PO P/P,
REJ(K) Re;(10)
RET1(K) Re;,,(10%)
REJ2(K) Re;,,(10%)
st, sTH st, St
TO T,
X/L x/L

+Mean values of Nusselt number and Stanton number listed
are the mean values over the heat transfer surface

opposite the jet array (0 ¢ x/L ¢ 1).
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TABLE D.1 FLOW DISTRIBUTIONS AND PRESSURE PROFILES
(pp. 138 — 1438)
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8ET

B(5,4,1)1
MC/MJ  REJ(K)
0.0  10.4
0.20 10.6
0.51 10.2
0.99 10.5

X/L

P/PO
GJ/GJ

GC/GJ

P/PO
GJ/GJ

GC/GJ

P/PO
GJ/GJ

GC/GJ

P/PO

GJ/GJ

0.05

0.99
0.49

0.0

1.00
0.02

51.38

1.00

0.0

0.15

1.00
0.26

1.60

1.00

0.02

GC/GJ**x%%%124 ,62

0.25

0.99
0.55

0.36

1.00
0.07

29.41

0.35

0.99
0.64

0.47

0.99
0.57

0.96

0.99
0.31

3.44

0.45

0.98
0.77

0.56

0.98
0.75

0.88

0.99

0.58

0.99
0.35

5.66

0.55

0.98
0.93

0.62

0.97
0.97

0.83

0.98
0.93

1.36

0.98
0.71

2.93

0.65

0.96
1.23

0.81

0.96
1.22

1.81

0.75

0.95
1.36

0.72

0.93
1.52

0.8t

0.93
1.72

0.98

0.85

0.91
1.64

0.76

0.90
1.87

0.82

0.95

0.83
2.28

0.84

0.80
2.74

0.90

T0
(K)

306.

304.

306,

305.

PO
(KPA)

118,

126.

138.

166.

1.00

0.99

0.97

0.99



6€T

B(5,4,2)|

MC/MJ REJ(K)

0.0

0.49

1.01

10.7

10.9

10.8

10.2

X/L

P/PO
GJ/GJ
6C/GJ

P/PO
6J/GJ
6C/GJ

P/PO
6J/GJ
6C/GJ

P/PO
GJ/GJ
GC/GJ

0.05

0.98
0.81
0.0

0.98
0.68

0.27

0.99
0.54

0.89

0.99
0.21

4,73

0.98

0.82

0.98
0.72

0.35

0.99
0.62

0.84

0.99
0.34

3.04

0.25

0.98
0.78

0.41

0.98
0.71

0.83

0.35

0.97
0.86

0.29

0.98
0.84

0.47

0.98
0.80

0.82

0.98
0.66

1.67

0.45

0.97
0.90

0.37

0.97
0.91

0.53

0.97
0.90

0.82

0.97
0.84

1.40

0.55

0.97
0.97

0.43

0.97
0.99

0.57

0.96
1.01

0.81

0.96
1.05

1.20

0.65

0.96
1.05

0.49

0.96
1.09

0.61

0.95
1.25

1.09

0.75

0.95
1.20

0.64

0.94
1.27

0.81

0.93
1.47

1.00

0.85

0.95
1.24

0.59

0.94
1.32

0.67

0.93
1.42

0.81

0.90
1.70
0.95

0.95

0.93
1.35

0.63

0.92
1.46

0.70

0.91
1.59

0.82

0.87
1.98

0.91

TO
(K)

307.

306.

307.

313,

PO
(KPA)

106.

107.

109.

114,

0.98

0.98

1.01

0.98
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B(5,4,3)1

MC/MJ REJ(K)

0.0

0.19

0.49

0.99

10.5

10.5

10.5

10.6

X/L

P/P0O
6J/Gd

GC/GJ

P/PO
GJ/GJ

GC/GJ

P/PO
GJ/GJ

GC/GJ

P/PO
GJ/GJ

GC/GJ

0.05

0.97
0.91

0.0

0.98
0.77

0.44

0.99
0.62

1.05

0.97
0.92

0.06

0.98
0.88

0.21

0.98
0.81

0.48

0.98
0.70

0.99

0.25

0.97
0.93

0.13

0.97
0.89

0.28

0.98
0.85

0.52

0.98
0.78

0.95

0.35

0.97

0.96

0.97
0.91

0.33

0.97
0.90

0.55

0.97
0.86

0.92

0.45

0.97
0.96

0.25

0.97
0.95

0.38

0.97
0.95

0.58

0.97
0.94

0.90

0.55

0.97
0.98

0.31

0.97
0.99

0.43

0.96
1.03

0.88

0.65

0.96

1.02

0.37

0.96

1.04

0.47

0.96

1.07

0.64

0.75

0.96
1.09

0.51

0.85

0.95
1.21

0.68

0.94
1.32

0.86

0.95

0.95

1.22

0.58

0.94

1.30

0.70

0.93

1.43

0.85

70
(K)

306.

307.

309.

307.

PO
(KPA)

103.

103.

104.

106.

0.97

0.95

0.95

0.99



Iv1

B(5,8,1)1

MC/MJ REJ(K)

0.0

0.20

0.52

0.99

10.4

10.2

9.8

10.4

X/L

P/PO
GJ/GJ
GC/GJ

P/PO
GJ/GJ
6C/6d

P/PO
GJ/GJ
GC/GJ

P/PO
GJ/GJ
GC/GJ

0.05

0.98
0.79

0.0

0.99
0.67

0.32

0.99
0.48

1.18

0.99
0.26

4.00

0.99
0.71

0.39

0.99
0.59

1.03

0.99
0.38

2.78

0.25

0.98
0.77

0.45

0.99
0.65

1.02

0.99
0.47

2.35

0.35

0.98
0.86

0.28

0.98
0.83

0.51

0.98
0.75

0.97

0.98
0.65

1.77

0.45

0.97
0.91

0.35

0.98
0.90

0.56

0.98
0.86

0.93

0.97
0.83

1.46

0.55

0.97
0.97

0.42

0.97
0.98

0.60

0.97
0.98

0.90

0.96
1.01

1.27

0.65

0.96
1.05

0.48

0.96
1.08

0.64

0.95
1.22

1.14

0.75

0.95
1.30

0.84

0.93
1.44

1.04

0.85

0.95
1.26

0.57

0.94
1.36

0.67

0.93
1.49

0.82

0.90
1.72

0.96

0.95

0.93
1.38

0.61

0.92
1.53

0.68

0.90
1.78

0.77

0.85
2.03
0.89

T0
(K)

303.

303.

303.

303,

PO
(KPA)

105.

106.

108.

116.

0.94

0.93

0.91

0.94



(42}

B(5,8,2)!

MC/MJ REJ(K)

0.0

0.20

0.50

1.04

10.5

10.3

10.0

10.1

X/L

P/PO
GJ/GJ

GC/GJ

P/PO
GJ/GJ

GC/GJ

P/PO
6J/6J

GC/GJ

P/PO
GJ/GJ

GC/GJ

0.05

0.96
0.95

0.0

0.97
0.93

0.1

0.97
0.86

0.30

0.98
0.78

0.66

0.96
0.95

0.05

0.97

0.92

0.97
0.88

0.34

0.98
0.82

0.68

0.25

0.97
0.93

0.21

0.97
0.91

0.37

0.97
0.86

0.69

0.35

0.96

0.96

0.97
0.95

0.25

0.97
0.94

0.41

0.97
0.90

0.71

0.45

0.96
0.97

0.29

0.97
0.95

0.46

0.97
0.96

0.71

0.55

0.96
0.99

0.24

0.96
1.00

0.33

0.96
1.00

0.48

0.96
1.01

0.72

0.65

0.96
1.01

0.28

0.96
1.03

0.37

0.96
1.04

0.50

0.96
1.07

0.73

0.75

0.96
1.04

0.32

0.96
1.06

0.41

0.96
1.09

0.53

0.85

0.96
1.07

0.36

0.96
1.09

0.44

0.95
1.20

0.74

0.95

0.94
1.26

0.75

70
(K)

304.

306.

306,

307.

PO
(KPA)

102,

102.

100.

103.

0.98

0.97

0.97

0.98



€P1

B(5,8,3)1

MC/MJ

0.0

0.21

0.50

1.00

REJ(K)

10.5

10.4

10.4

10.3

X/L

P/PO
GJ/GJ

GC/GJ

P/PO
GJ/GJ

GC/GJ

P/PO
GJ/GJ

GC/GJ

P/PO
GJ/GJ

GC/GJ

0.05

0.96
0.97

0.0

0.96
0.96

0.07

0.97

0.95

0.97
0.90

0.39

0.96
0.98

0.03

0.96

0.98

0.97
0.95

0.21

0.97
0.92

0.42

0.25

0.96
0.98

0.06

0.96
0.98

0.14

0.97
0.96

0.24

0.97
0.94

0.44

0.35

0.96

0.99

0.10

0.96

0.98

0.96
0.98

0.27

0.97

0.96

0.46

0.45

0.96
1.00

0.13

0.96
0.98

0.20

0.96
0.99

0.30

0.97
0.98

0.48

0.55

0.96

1.00

0.96
0.99

0.23

0.96
1.00

0.33

0.97
1.00

0.50

0.65

0.96

1.01

0.19

0.96
1.02

0.36

0.96

1.03

0.53

0.75

0.96

1.01

0.22

0.96
1.02

0.29

0.96
1.04

0.38

0.96

1.06

0.54

0.85

0.96
1.02

0.25

0.96
1.04

0.32

0.96
1.05

0.41

0.96
1.09

0.56

0.95

0.96
1.03

0.28

0.96
1.05

0.35

0.96
1.07

0.43

TO
(K)

300,

302,

303,

303.

PO
(KPA)

102,

102,

101.

102,

0.99

0.99

0.96

0.93



144!

B(10,4,1)1

MC/MJ  REJ(K)

0.0

0.49 10.3

X/L

P/PO
GJ/GJ

GC/GJ

P/PO
6J/GJ

GC/GJ

0.05

0.98

0.56

0.0

1.00
0.02

53.79

0.15

0.98

0.58

1.00
0.11

9.16

0.25

0.98
0.63

0.36

1.00
0.25

4.1

0.35

0.98
0.67

0.52

0.99
0.44

2.41

0.45

0.97

0.77

0.62

0.98
0.69

1.66

0.55

0.96
0.90

0.70

0.97
0.96

1.34

0.65

0.94
1.08

0.75

0.75

0.90
1.30

0.78

0.92
1.61

1.07

0.85

0.84
1.58

0.81

0.86
2.08

0.98

0.95

0.72
1.92

0.82

0.76
2.57

0.95

T0 PO M.C.
(K) (KPA)

308. 207. 0.98
307. 272. 0.98



SYT

B(10,4,3)1

MC/MJ

0.0

0.20

0.51

1.00

REJ (K)

10.6

10.5

10.5

10.4

X/L

P/PO
GJ/GJ

GC/GJ

P/PO
GJ/GJ

GC/GJ

P/PO
GJ/GJ

GC/GJ

P/P0
GJ/GJ

GC/GJ

0.05

0.88
0.93

0.0

0.90

0.89

0.93
0.80

0.44

0.95
0.7

0.94

0.15

0.88
0.94

0.06

0.90
0.90

0.21

0.92
0.84

0.49

0.94
0.76

0.93

0.25

0.89
0.92

0.27

0.91
0.88

0.53

0.93
0.82

0.92

0.35

0.89
0.94

0.33

0.90
0.92

0.57

0.91
0.88

0.92

0.45

0.87
0.97

0.26

0.88
0.96

0.39

0.89
0.96

0.60

0.90
0.95

0.92

0.55

0.86
1.00

0.31

0.87
0.99

0.44

0.88
1‘01

0.64

0.88
1.02

0.92

0.65

0.86
1.01

0.37

0.86
1.03

0.49

0.87
1.06

0.67

0.86
1.09

0.92

0.75

0.85
1.04

0.43

0.85
1.07

0.53

0.85
1.1

0.70

0.85

0.83
1.08

0.47

0.80
1.25

0.92

0.95

0.81
1.16

0.61

0.80
1.24

0.75

0.76
1.34

0.92

T0
(K)

303.

305.

304.

307,

PO
(KPA)

121,

122.

125,

134,

0.97

0.95

0.94

0.98
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B(10,8,1)!1

MC/MJ

0.0

0.23

0.46

1.01

REJ(K)

10.4

9.8

10.2

10.1

X/L

P/PO
GJ/GJ

GC/GJ

P/P0O
GJ/GJ

GC/GJ

P/PO
6J/GJ
6C/GJ

P/P0
6J/GJ

GC/GJ

0.05

0.93
0.84

0.0

0.96
0.71

0.33

0.97
0.58

0.80

0.99
0.26

3.86

0.15

0.93
0.84

0.10

0.95
0.74

0.41

0.97
0.65

0.81

0.98
0.40

2.55

0.25

0.95
0.79

0.47

0.96
0.73

0.81

0.97
0.56

1.88

0.35

0.92
0.88

0.28

0.94
0.85

0.53

0.95
0.81

0.82

0.96
0.73

1.52

0.45

0.91
0.93

0.36

0093
0.92

0.58

0.93
0.91

0.82

0.94
0.89

1.33

0.55

0.90
0.98

0.43

0.91
0.99

0.63

0.91
1.01

0.83

0.92
1.06

1.20

0.65

0.88
1 ‘05

0.50

0.75

0.85
1.26

0.83

0.85
1.43

1.05

0.85

0.82
1.21

0.61

0.83
1.30

0.73

0.81
1.40

0.83

0.79
1.63

1.01

0.95

0.78
1.30

0.66

0.77
1.42

0.76

0.74
1.54

0.85

0.70
1.81

0.99

TO
(K)

303,

303.

302,

302,

PO
(KPA)

133,

136.

148,

176.

0.98

0.96

0.96

0.99



L¥T

B(10,8,2)1

MC/MJ  REJ(K)

0.0

0.50

1.07

10.2

10.0

10.1

9.5

X/L

P/PO
6J/GJ

GC/GJ

P/PO
6J/GJ

GC/6J

P/PO
6J/GJ

GC/GJ

P/PO
GJ/GJ

GC/GJ

0.05

0.87

0.96

0.0

0.89

0.93

0.90

0.89

0.28

0.93

0.80

0.68

0.87
0.96

0.05

0.88
0.94

0.15

0.90
0.91

0.33

0.93
0.84

0.69

0.25

0.87

0.97

0.10

0.88
0.95

0.19

0.89

0.92

0.37

0.92

0.87

0.7

0.35

0.86

0.98

0.14

0.88
0.96

0.24

0.89

0.95

0.41

0.91

0.91

0.73

0.45

0.87
0.98

0.28

0.88
0.97

0.45

0.90
0.96

0.74

0.55

0.86
0.99

0.24

0.87
0.99

0.33

0.87
1.00

0.48

0.89
1.00

0.75

0.65

0.85

1.01

0.28

0.86
1.02

0.37

0.86

1.03

0.51

0.87

1.06

0.76

0.75

0.85
1.03

0.33

0.85
1.05

0.41

0.85
1.07

0.54

0.85

0.84
1.05

0.37

0.84
1.08

0.44

0.83
1.18

0.77

0.95

0.82
1.08

0.41

0.82
1.11

0.48

0.80
1.26

0.77

T0
(K)

303.

304.

307.

307.

PO
(KPA)

119,

119.

121.

122,

1.00

0.99

0.98

0.97



8¥T

B(10,8,3) |

MC/MJ  REJ(K)

0.0

0.22

0.51

1.04

10.4

10.2

10.2

10.2

X/L

P/PO
GJ/GJ

GC/GJ

P/PO
GJ/GJ

GC/GJ

P/PO
GJ/GJ

GC/GJ

P/PO
GJ/GJ

GC/GJ

0.05

0.85
0.98

0.0

0.86
0.97

0.07

0.87

0.95

0.89
0.92

0.38

0.15

0.85
0.98

0.03

0.86

0.97

0.87
0.96

0.21

0.89
0.94

0.41

0.25

0.85
0.99

0.07

0.86

0.98

0.87
0.97

0.24

0.88
0.95

0.43

0.35

0.86

0.98

0.27

0.88

0.97

0.46

0.45

0.85

0.99

0.20

0.86

0.99

0.30

0.87

0.98

0.48

0.55

0.87

1.00

0.50

0.65

0.84

0.85

1.01

0.26

0.85

1.02

0.35

0.75

0.84
1.03

0.38

0.85
1.05

0.54

0.85

0.83
1.02

0.26

0.84
1.04

0.41

0.84
1.07

0.57

0.95

0.83
1.03

0.28

0.83
1.04

0.35

0.83
1.06

0.43

T0
(K)

301.

303,

303,

303.

PO
(KPA)

118.

117.

117,

118.

1.02

1.01

0.99

0.97



TABLE D.2 HEAT TRANSFER DATA (pp. 150 - 161)
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0S1

B( 5,4,1)1
REJ(K) NU
MC/MJ
10.3  42.4
0.0
10.4 39.6
0.19
10.0  42.1
0.50
10.2  52.5

1.01

X/L

NU

ETA

NU
ETA

NY

ETA

NU

ETA

12.3

1.00

25.9
1.00

42.9

1.00

11.8
1.00

24.9

1.00

40.9
1.00

12.3

1.00

24,7
1.00

40.2
1.00

EXREXERKERXRRRRRER 35 1

12.1

0.89

23.8
0.97

40.4

0.96

-0.25 -0.15 -0.05 0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95 1.05

31.3 31.0 32.4 34.4 38.5 42,9 51.2 59.4 67.7 70.5

15.3
0.81

23.7
0.95

39.4
0.94

23,2
0.94

38.9

0.94

27.8

0.34

25.7

0.94

37.2

0094

33.4
0.25

26.9
0.88

38.1
0.91

40.2

0.20

37.5
0.64

41.4

0.89

471

0.42

48.9
0.79

60.0
0.26

65.2
0.55

66.1
0.09

82.7
0.31

3363636 36 36 3 36 36 36 3 36 2636 36 I I 96 3 3 I 36 366 3 36 36 3 I I 3696 3 3636 36 3 3 3636 36 3 I 36 36 3 I I I I 3 I I 36 3 I 3 I 36 36 I I 3636 36 36 I 3K 36 I3 I 36 I3 3K KKK

76.0 78.9
0.07 0.03

82.4 89.2
0.09 0.05

92.9 105.1
0.10 ~-0.01



st

B( 5,4,2)1

REJ(K)

MC/MJ

9.7
0.0

10.6
0.19

9.5
0.56

10.2

0.97

NU

40.8

40.6

29.9

33.4

X/L

NU

ETA

NU
ETA

NU
ETA

NU
ETA

-0.25 -0,15 -0,05 0.05 0.15 0.25 0.35 0.45 0,55 0.65 0,75 0.85 0.95

1.05

ERRREXXEXRXRRXXRER 45,2 42.8 40.4 37.8 37.5 37.8 38,3 40,7 43.4 44.6 45.8

3636062636 369698 96 36 9696 636 360696 36 96066 36 36969696 30969636 36 9636 6 36 9696 636 3696 9696 36 26 9696 36 966 36 36 9696 3636 3696 3636 3696 9636 96969636 369696 36 36 269696 36 36966 36 96 96

7.6
1.00

15.2
1.00

24.1

1.00

7.2
1.00

14.8
1.00

23.2

1.00

7.1

1.00

14.8

1.00

23.1

1.00

29.7

0.43

14.9

1.02

23.0

0.98

38.9

0.34

15.9

1.00

23.1

0.93

39.1

0.29

20.8

0.84

24.0

0.92

38.0

0.24

25.5

0.70

25.1

0.91

38.2

0.19

28.4

0.56

27.9

0.84

39.7

0.16

32.8

0.73

34,5

0.42

36.4
0.61

44,6
0.12

38.2

0.35

41,7
0.47

47 .1
0.08

43.1
0.30

48,0

0.35

49,5
0.07

45.8

0.25

52.2
0.05

49.5

0.23

57.0
0.18



ST

B( 5,4,3)1
REJ(K) NU
MC/MJ
10.5 42.0
0.0
10.3 37.4
0.20
9.8 29.4
0.47
10.3  25.2
1.00

X/L

NU

-0.25 -0.15 -0.05 0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95 1.05

FREXXARRXXXRRXEXRX 50,3 47.9 47.8 43.7 39.7 38,3 37.0 37.5 39.5 38.7 39.5

ETA 333363336363 3 3 3 36 36 3 36 36 36 3636 36 36 3636 36 36 36 3636 3636 36 36 36 3636 363636 36 36 36 36 96 363636 3696 36 96 363636363636 36 J6 96 3636 96 6 36 3636 36 36 36 6 36 36 9696 9696 36 3 36 38 % 3¢

NU
ETA

NU
ETA

NU
ETA

6.0
1.00

10.3

1.00

18.0
1.00

5.9
1.00

9.7

1.00

17.3
1.00

4.8
1.00

9'7
1.00

17.2

1.00

36.4

0.50

17.8

0.98

40.9
0.40

17.3
0.96

39.8

0.37

18.3

0.95

36.7
0.32

32.2

0.53

20.5

0.92

35.2
0.28

23.4

0.85

35.4

0.25

26.0

0.79

35.9
0.23

28.3
0.7

37.1

0.20

33,0

0.38

30.7

0.64

35.1
0.34

34.4
0.58

38.1 39.3
0.15 0.15

35.0 35.9
0.31 0.29

35.1 38.3
0.52 0.48



€51

B( 5,8,1)1

REJ(K)

MC/MJ

10.3

0.0

10.0

0.20

10.3

0.49

10.1

0.97

NU

36.0

34.4

36.3

38.9

X/L

NU

ETA

NU

ETA

NU

ETA

NU

ETA

—0025 -0015 -0¢05 0.05 0.15 0'25 0.35 0045 0055 0.65 0175 0185 0.95

1.05

AXXXARARXRXRXAXAXX 37 .8 36.8 34.6 32.5 32.4 33.4 34.4 36.3 40.2 41,3 32.8

HAEREEEEXKERE XXX EEE IR RX KRR KRR KX AR LNREXAXXEX XXX RN RKEAX KX XK AR RX AR XN X

7.9

1.00

14,5

1.00

23,3

1.00

8.1

1.00

14,1

1.00

22.6

1.00

7.1

1.00

13,7

1.00

23,2

1.00

22.6

0.46

16.4

0.97

23 .4

0.98

28.0

0.37

26.1

0.66

24,4

0.98

29.4

0.31

28.6

0.50

26.9

0.90

30.8

0.28

32.1

0.25

33.8

0.37

34.9

0.63

34.2

0.22

3741

0.34

39.4

0.53

40.9

0.31

43.5

0.45

44 .5

0.26

49.1

0.37

50.6

0.22

56.7

0.31

53.0

0.21

59.8

0.26

491

0.22

57.8

0.27



pST

B( 5,8,2)1

REJ(K) NU
MC/MJ

10.4 39.6
0.0

10.2 38.8
0.19

10.0  35.3
0.50

9.9 31.6
1.02

X/L

NU

-0.25 -0.15 -0.05 0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95

FEERRRRRRRRRERRSRR 42,0 42,8 42,3 40.4 39.1

1.05

37.8 37.4 37.3 38.9 37.7 29.2

ETA %33R 336K 336 36 3 36 3636363636 36 36 36 36 36 363636 3636 36 96 36 3636 33696 36 36 36 36 3636 36 36 3 36 3 J6 96 3636 36 36 36 36 96 3636 36 36 36 36 96 36 36 3636 36 36 36 3636 36 36 3636 3 3 336336 ¢

NU

ETA

NU

ETA

NU

ETA

5.7

1.00

9.0
1.00

14.9

1.00

5.5

1.00

8.7
1.00

14.4

1.00

7.0

1.00

8.2

1.00

14.3
1.00

43.1

0.33

26.0

0.60

15.5

0.99

34.7
0.44

24,3

0.77

40.3

0.22

35.1

0.43

29.8

0.58

38.2

0.20

35.3
0.43

36.8
0.17

35 '3
0.41

31.8

0.50

36.7

0.15

35.2

0.35

33.4

0.48

36.6
0.15

35 .9
0.34

34.5

0.46

37.2
0.14

36.9
0.32

36.1
0.44

39.6
0.12

39.8

0.29

39.2
0.41

39.1
0.27

39.7
0.38

36.0
0.26

38'9

0.37



SST

B( 5,8,3) 1

REJ(K)
MC/MJ

10.3
0.0

10.2

0.20

10.2

0.50

9.8
1.02

NU

40.2

40.0

37.1

30.9

X/L

NU

ETA

NU
ETA

NU
ETA

NU
ETA

-0.25 -0.15 -0.05 0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95

RRRXXXXRXXERARXREX 42,3 42,3 42,7 41.4 40.6 39.3 39,2 38.0 39.1

37.3

1.05

26.6

363633696 36 3636 36 36 36 3636 IE 3636 3 I 36 36 3 3636 3 36 3636 36 3 I 63636 36 36 363696 3 36 3696 36 36 I I 3 I3 3 3 3636 36 36 36 3636 36 36 6 I 96 36 36 36 36 36 36 3 36 36 36 3696 36 3 26 36 336 3

5.0
1.00

7.1
1.00

10.8

1.00

4.6
1.00

6.7

1.00

10.3

1.00

11.9

1.00

5.7

1.00

10.5

1.00

46.2

0.38

35.0

0.57

13.4

0.89

43,3

0.29

38.2

0.47

28.4

0.61

42.9

0.22

38.5

0.44

39.8
0.21

37.8

0.41

32.2

0.52

36.1

0.38

32.1

0.51

37.8

0.17

36.4

0.36

32.8

0.51

36.5
0.33

37.4

0.15

37.0

0.31

34.1
0.43

38.5
0.13

38.5
0.28

35.7
0.39

37.2
0.13

37.1

0.27

36.1
0.39

30.0
0.16

33.9
0.29

35.8
0.38



9¢ST

B(10,4,2)1
REJ(K) NU
MC/MJ
10.1  32.9
0.0
9.8 31.5
0.20
9.9 28.2
0.50
9.8 29.9
0.98

X/L

NU

ETA

NU

ETA

NU

ETA

NU

ETA

-0.25 -0.15 -0.05 0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95

1.05

RXERRXXX XXX XXAXXX 38,0 35,3 34,7 31.9 30.4 29.9 29.7 31.6 33.5 34.0 32.8

I SIS LTS IIL ST IS LIS SILISS S TSI L LTI LI IS ISR LTSS LTS LSS I I SRS e E Lt R

7.0

1.00

13.0

1.00

20.9

1.00

7.0

1.00

12.8

1.00

6.2

1.00

13.3

1.00

27.8

0.53

14.5

0.98

20.7

0.94

31.4

0.46

22.0

0.81

30.6

0.40

25.4

0.61

23 .1

0.91

30.1

0.33

26.5

0.54

25.2

0.87

30.1

0.26

27 .1

0.47

27 .1

0.78

30.8

0.23

28.9

0.42

30.2

0.69

30.5

0.37

32.5

0.60

32.9

0.32

35.9

0.51

36.3

0.26

40.4

0.42

37.5

0.20

36.6

0.08

46.9

0.23



LST

B(10,4,3)

REJ(K)

MC/MJ

10.6
0.0

10.1
0.51

10.2
0.99

NU

30.4

27.5

22.7

20.8

X/L -0.25 -0,15 -0.05 0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95

1.05

NU *x%xxxxxxxxxxxdxx* 40,3 37,5 35,7 32.6 29.9 27.6 25.2 25.0 25.8 24.6 23.8

ETA #%XXXHEUXREAXREERXEXNXERRHERH XX RN X HH XX R KKK HH KR IH KR KR HIHKHHNHIHNHHHHHH R

NU 4.7
ETA 1.00
NU 9.2
ETA 1.00
NU 15,1
ETA  1.00

4.7

1.00

8.8

1.00

14.4

1.00

4.1

1.00

8.7

1.00

14,7

1.00

14.3

0.88

14.8

0.98

34.4

0.42

24.9

0.70

15.6

0.96

25.2

0.61

18.9

0.87

27.9

0.29

241

0.56

20.6

0.79

25.8

0.25

23.2

0.49

20.9

0.71

25.0

0.22

23.1

0.45

24.3

0.21

22,7

0.41

22.1

0.62

22,8

0.38

23.3

0.57

23.7

0.35

25.3
0.53

23.3

0.32

25.2

0.48

24.6
0.12

24,2

0.29

27.2

0.45



8ST

B(10,8,1)1
REJ(K) NU
MC/MJ
10.3  25.6
0.0
10.1  25.5
0.20
10.1  28.5
0.50
10.0 33.1
0.99

X/L

NU

ETA

NU

ETA

NU

ETA

NU

ETA

-0.25 -0.15 -0.05 0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95

1.05

AXXRXRRRREXRRRNXRX 27,4 25.0 25.0 23,9 22.8 23,2 23.7 26.3 28.6 29,7 23.8

FH I KK KNI KN KK KNI K H N RN IR R IR KK IE I 3636 906 26 I 36 96 36 36 936 3.6 36 3636 36 96 3636 36 36 3636 36 96 36 96 36 36 96 3 36

6.4

1.00

20.0

1.00

6.7

1.00

20,0

1.00

6.0

1.00

12.2

1.00

22,2

1.00

18.3

0.48

16.2

0.89

22.4

0.97

23.0

0.96

22.3

0.31

24.2

0.54

25.5

0.88

25.0

0.26

26.6

0.48

28.7

0.76

23.8

0.21

27.6

0.40

29.3

0.35

33.8

0.55

30.9

0.31

36.1

0.48

33.1

0.27

39.2

0.42

37.6

0.21

44.9

0.35

33.4

0.08

46.0

0.29

28.9

0.08

44.1

0.28



6ST

B(10,8,2)1

REJ(K)

MC/MJ

10.3

0.0

10.0

0.50

9.9

1.01

NU

28.1

27.6

26.3

24.6

X/L

NU

ETA

NU

ETA

NU

ETA

NU

ETA

-0.25 -0.15 -0.05 0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95

ERRXXRXXRXRXRXXXXXX 31,5 30.9 30.9 29.8 27.8 26.9 25.7 25.3 26.7 25.8

1.05

17.1

1322223 EI ST LIL SIS TSI LS LIS SIS LTS ETS TSI ST LIS AL LTI LTS L LS E T et e e YT LT

4.0

1.00

7.0

1.00

4.0

1.00

7.1

1.00

3.3

1.00

6.6

1.00

30.3

0.40

22.8

0.60

14.6

0.93

27.1

0.51

221

0.72

30.1

0.25

27.4

0.48

24.1

0.63

28.4

0.22

26.6

0.45

24.5

0.59

25.6

0.41

24.6

0.55

25.8

0.37

25.5

0.50

25.8

0.33

26.0

0.47

26.0

0.29

26.8

0.42

28.1

0.25

29.0

0.38

26.2

0.10

27.4

0.23

28.6

0.33

20.1

0.12

24.1

0.24

28.2

0.32



091

B(10,8,3)!
REJ(K) NU
MC/MJ
10.4 28.6
0.0
10.0 28.2
0.21
10.0 26.4
0.51
10.1  24.4
1.00

X/L

NU

-0.25 -0,15 -0.05 0.05 0.15 0.25 0,35 0.45 0.55 0.65 0.75 0.85 0.95

KKK KK KKK KN KKK

31.9 31.2 31.3 30.7 29.1

27.9 26.5 25.6 26.5 25.4

1.05

14.9

ETA X¥XREARXXRKEEEXXKEXXEXXXEXXRRE XXX AR ALK EXXRREXREXRAXXXXXHA AR XXX RAE XXX LXXXHXAXXRRAXARRRX

NU

ETA

NU

ETA

NU

ETA

3.0

1.00

5.5

1.00

8.9

1.00

3.0

1.00

5.4

1.00

8.7

1.00

2.5

1.00

8.8

1.00

32.6

0.46

25.9

0.61

16.0

0.83

33.2

0.31

28.9

0.55

25.2

0.68

29.3

0.48

26.0

0.64

29.7

0.23

27.1

0.45

25.4

0.64

27,3

0.22

26.0

0.41

24.7

0.58

26.2

0.20

25.6

0.37

24,7

0.53

24.8

0.35

24.6

0.50

24.8

0.31

25.0

0.46

26.4

0.28

26.7

0.42

25 .3

0.26

25.7

0.39

20 '6

0.28

24.8

0.38



19T

B( 5,4,3)S

REJ(K)

MC/MJ

10.5
0.0

10.2
0.20

9.7
0.47

10.3
1.00

NU

36.2

29.0

20.7

22,5

X/L -0.25 -0.15 =0.05 0.05 0.15 0.25 0.35 0.45 0,55 0.65 0.75 0.85 0.95 1.05

NU *xeexeeiexxxxxexxx 49,6 46,5 45.1 41.4 35,2 31.8 30.2 28,9 27.5 26.0 25.4

ETA 33633336 3 36 3 36 36 36 36 36 36 36 36 36 96 36 36 36 36 36 36 36 3636 36 36 3636 36 3636 36 36 36 36 36 96 30 36 96 3636 36 36 3636 36 96 36 36 36 3636 36 36 3636 36 36 36 36 36 36 36 36 - 3636 36 36 36 3636 36 36 36 343 3¢ 3¢

NU 5.8 5.7 4.7 37.2 38.6 32.6 30.0 27.4 25.8 24.6 24.2 25.1 24.5 25.1
ETA 1.00 1.00 1.00 0.49 0.40 0.37 0,32 0.28 0.26 0.24 0.22 0.20 0.19 0.18

NU 9.8 9.4 9.2 11.0 22.2 20,5 20.3 20.2 20.4 21,3 22,1 24,4 24,6 26.4

ETA 1.00 1.00 1.00 0.99 0.78 0,74 0.69 0.63 0.60 0.56 0.51 0.47 0.44 0.40

N 17,9 17.0 171 17.7 16.9 17.5 18.5 20.3 22.5 24.7 26,5 29.9 30.5 33.6

ETA 1.00 1.00 t1.00 0.98 0.96 0.96 0.95 0.95 0,90 0.87 0.83 0.78 0.73 0.68



APPENDIX E

TABULAR DATA: NONUNIFORM ARRAY TESTS

The following is a presentation in tabular form of the experimental
results for the nonuniform array tests. The flow distribution and pressure
profile data are given in Table E.1 (pp. 163 — 166). The Nusselt (or Stanton)
number profiles are given in Table E.2 (pp. 167 — 170). The meanings of the

notations used in these tables are explained in Appendix D (p. 136).
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TABLE E.1 FLOW DISTRIBUTIONS AND PRESSURE PROFILES
(pp. 164 - 166)
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Y971

TEST# REJ(K)  X/L

P/PO
1X 20.6 GJ/GJ

GC/GJ

0.05 0.15

B(10,8,3) 1

0.86
1.00

0.0

XX

% %3 %

* %% %

0.75 0.85 0.95

= B( 5,8,3)1
**%% 10,86 0.86

¥x¥x  1.00 1.00

0.25 0.35 0.45 0.55 0.65
0.86 *x¥¥x (0,86 ¥*¥¥*x (0,86
1,00 ***¥x 1,00 ¥*x*¥x (0,99 :
0.03 *x%xx (,07 *¥x%x 0,10

TRXX |0.13 0.16

TO
(K)

300.

PO
(KPA)

114,

M.C.

1.01
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TEST# REJ(K)

2Y

3Y

4y

5Y

16.4

14.6

17.8

X/L

P/PO
GJ/GJ
6C/GJ

P/P0O
GJ/GJ
6C/GJ

P/PO
GJ/GJ
GC/GJ

P/PO
GJ/GJ
GC/GJ

0.05 0.15 0.25

0.35 0.45

0.55

0.65

0.75

B( 5,8,3)1

0.92 0.92 0.92

0.97 0.98 0.98

0.0 0.03 0.06

0.92 0.92

0.98 0.99

0.10 0.13

0.91

0.85 0.95

=j B( 5,4,3)1

0.91 0.91

1.01 |1.02 1.03

0.22 |0.25 0.3

B( 5,4,3)1
0.94 0.94

0.96 0.97

0.0 0.06

7"
0.94 I0.94
0.98 |1.00

0.19 |0.25

0.93
1.02

0.28

0.93
1.03

0.31

0.93
1.04

0.34

B( 5,8,3)1 |=
0.97 0.97, 0.97

0.93 0.93| 0.93

0.0 0.03| 0.06

0.97 0,97

0.94 0.96

0.96
0.98

0.25

0.96
1.04

0.36

B( 5,4,3)! =
0.90 [6290 0.90

0.98 |o.98 0.98
0.0 |o.06 0.10

0.90
1.00

0.23

0.89
1.02

0.25

B( 5,8,3)I
0.93 0.92

1.06 1.08
0.37 0.39
B( 5,4,3)I
0.95 0.95
1.09 1.13

0.41 0.46

B( 5,8,3)I
0.89 0.89
1.03 1.05

0.28 0.31

T0
(K)

306.

301.

301.

306.

PO
(KPA)

108.

105.

103.

109.

M.C.

0.99

0.99

0.97

1.01
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TEST# REJ1(K)

1D

2D

RE X/L
REJ2(K)

6.9 P/PO

21.9 _

GJ/BJ

GC/6J

13.5  P/PO

9.6 _

GJ/BY

GC/6J

0.05 0.15

B(10,8,2)1
0.96 0.96

0.67 0.68

0.0 0.05

B( 5,4,1)1
0.97 0.97
0.76 0.80

0.0

0.25

0.35

0.45 0.55

0.65

0.75

0.95 l0.94

0.19 |0.20

0.70 ,0.84

0.94
0.88

0.38

0.92
1.02

0.50

0.96
0.87

0.35

0.95
1.00

0.48

0.95"0.91
1.18 |1.16

0.57 |0.78

0.90
1.24

0.78

0.88
1.31

0.78

0.85 0.95

B( 5,4,1)!
0.87 0.81

1.22 1.44
0.58 0.66
B(10,8,2) 1
0.86 0.84
1.39 1.47

0.78 0.79

T0
(K)

295,

296.

PO

(KPA)

133,

117.

M.C.

1.01

1.00




TABLE E.,2 HEAT TRANSFER DATA (pp. 168 — 170)
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TEST# REJ(K)

1X 20.1

NU

56.8

X/L 0,05 0.15 0.25 0,35 0.45 0.55 0.65 0.75 0.85 0.95

B(10,8,3)1 | B( 5,8,3)1
NU 74,3 38,5 69.7 37.0 72.0 36.1 70.0 35.8|68.4 65.9

70
(K)

303,

PO
(KPA)

103.
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TEST# REJ(K) NU  X/L 0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95 To0 PO

(K)  (KPA)
B( 5,8,3) ! = B( 5,4,3) |

2Y 16.0 54.4 NU 59.4 56.1 55.2 55.3 56.2 54.4 51.9 52.1 |50.9 54.4 311. 108.
B( 5,4,3)1 e B( 5,8,3)1

3y 13.9 52.1 NU 66.4 62.6 61.2 57.1| 48.3 45.1 43.9 45.2 45.9 44.9 311. 105.
B( 5,8,3)1 |= B( 5,4,3)

4y 10.7 42.1 NU 43.1 40.2|47.4 47.7 45.5 40.7 39.9 38.8 39.0 38.9 313. 102.
B( 5,4,3)1 |= B( 5,8,3)1

5y 17.2 58.7 NU 77.0 [62°0" 58.8 58.4 59.6 55.8 54.8 55.0 53.5 52.1 312. 109.
B(10,8,3) | B(10,4,3) |

6Y 16.8 40.5 NU 45.7 43.3 42.2 42.5 42.0 39.3 37.0 36.5|38.7 37.5 296. 148.
B( 5,8,2) =1 B( 5,4,2)]

7Y 16.6 54.0 NU 59.1 56.8 55.1 55.0 53.5 51.2 49.8 49.3|51.0 59.2 295. 108.
B(10,8,2) ! =| B(10,4,2) |

8Y 16.8 40.3 NU 45.2 42.9 41.6 41.0 40.1 38.0 36.3 36.1 |40.4 40.9 296. 152.
B(10,8,2) | -t B(10,4,2) |

9y 13.5 35.8 NU 37.8 35.6 34.6 34.0 33.1|36.3 36.1 36.3 36.7 37.1 295. 138.
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— —. 3
TEST# REJ1(K) ST*100 X/L

1D

2D

3D

4D

REJ2(K)

.
O

o

2

H O
L)
~ O

O W
;ﬂ—ﬂ

6.44

5.30

3.92

3.08

ST

ST

ST

ST

ST

ST

ST

ST

0.05 0.15

B(10,8,2)1

4,15 3.78

3.62 3.40

B( 5,4,1)1
7.28 6.43

6.06 5.51

D(15,6,3)1
3.88 3.7

3,02 3.00

D(10,4,2)1
5.29 4.92

4,02 3.83

0.25

0.35

0.45 0.55

0.65

0.75

3.67

3.31

3.59

3.28

3.46 | 4.84

3.20 |4.47

4.97

4,37

5.53

4.70

6.77

5.43

7.50 | 6.77

6.03| 5.53

5.74

4.74

5.74

4.78

3.55

2.84

3.57

2.89

3.26 r;.15

2.65| 3.29

4.21

3.25

4.76

3.74

4.53

3.64

4,47 3.58

3.44' 2.78

3.42

2.70

3.40

2.70

0.85 0.95

B( 5,4,1)I

5.88 6.91

5.26 5.86

B(10,8,2)1
5.89 6,09

4.88 5,08

D(10,4,2)1
4.25 4.58

3.22 3.50

D(15,6,3)1
3.44 3.60

2,78 2.88

T0
(K)

296.

296.

296.

296,

296.

294,

296,

294,

PO
(KPA)

113,

132,

102.

116.

99.

116.

99.

112,



. Report No. 2. Government Accession No. 3. Recipient’s Catalog No.

NASA CR-3630

. Title and Subtitle 5. Report Date

JET ARRAY IMPINGEMENT FLOW DISTRIBUTIONS AND HEAT TRANS- November 1982
FER CHARACTERISTICS ~ EFFECTS OF INITIAL CROSSFLOW AND 6. Performing Organization Code
NONUNIFORM ARRAY GEOMETRY

. Author(s) 8. Performing Organization Report No.

L, W, Florschuetz, D. E, Metzger, C, C, Su, Y. Isoda, ERC-R-82038
and H. H, Tseng 10. Work Unit No,

. Performing Organization Name and Address

Arizona State University

Dept, of Mechanical and Aerospace Engineering
Tempe, Arizona 85287 NSG-3075

13. Type of Report and Period Covered

11, Contract or Grant No.

12.

Spon.soring Agency Nar-ne and Address . - Contractor Report
National Aeronautics and Space Administration
Washington, D, C, 20546 14. Sponsoring Agency Code

510-57-12 (E-1385)

15.

Supplementary Notes
Final report, Project Manager, Steven A, Hippensteele, Aerothermodynamics and Fuels Division, NASA

Lewis Research Center, Cleveland, Ohio 44135,

16.

Abstract

Two-dimensional arrays of circular air jets impinging on a heat transfer surface parallel to the jet orifice
plate are considered. The jet flow, after impingement, is constrained to exit in a single direction along the
channel formed by the jet orifice plate and the heat transfer surface, The configurations copsidered are
intended to model those of interest in current and contemplated gas turbine airfoil midchord cooling appli-
cations, In Part I, the effects of an initial crossflow which approaches the array through an upstream exten-
sion of the channel are considered, Flow distributions as well as heat transfer coefficients and adiabatic
wall temperatures resolved to one streamwise hole spacing were measured as a function of the initial cross-
flow rate and temperature relative to the jet flow rate and temperature, Both Nusselt number profiles and
dimensionless adiabatic wall temperature ("effectiveness') profiles are presented and discussed, Special
test results which show a significant reduction of jet orifice discharge coefficients owing to the effect of a
confined crossflow are also presented, along with a flow distribution model which incorporates those effects,
In Part I, a nonuniform array flow distribution model is developed and validated, It is then employed to
compare newly obtained nonuniform array streamwise resolved heat transfer coefficient data with previously
reported uniform array data (NASA CR-3217) and with the previously developed correlation (NASA CR-3373)
based on the uniform array data, It was found that the uniform array results can, in general, serve as a
satisfactory basis from which to determine heat transfer coefficients at individual rows of nonuniform arrays.

17.

Key Words (Suggested by Author(s}) 18. Distribution Statement

Jet impingement; Jet array; Heat transfer; Unclassified - unlimited
Gas turbine; Crossflow; Initial crossflow; STAR Category 34
Impingement cooling; Flow distribution;
Discharge coefficient

19.

Security Classif. (of this report) 20. Security Classif. {of this page) 21. No. of Pages 22. Price”
Unclassified Unclassified 177 A09

For sale by the National Technical Information Service, Springfield, Virginia 22161 NASA-Langley., 1982




