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SECTION A

SUMMARY REPORT



This section provides a brief summary report of the work accomplished
under the "Study of Communications -Data Compression Methods", under NASA
contract NAS 2-9703. The results are fully explained in subsequent sections
on video compression, Landsat image processing, and satellite communications. -

The first task of contract NAS 2-9703 was to extend a simple monochrome
conditional replenishment system to higher compression and to higher motion
levels, by incorporating spatially adaptive quantizers and field repeating.
Conditional replenishment combines intraframe and interframe compression, and
both areas were to be investigated. The gain of conditional replenishment
depends on the fraction of the image changing, since only changed parts of
the image need to be transmitted. If the transmission rate is set so that
only one-fourth of the image can be transmitted in each field, greater change
fractions will overload the system.

To accomplish task I, a computer simulation was prepared which incorporated
1) field repeat of changes, 2) a variable change threshold, 3) frame repeat for
high change, and 4) two mode, variable rate Hadamard intraframe quantizers. The
field repeat gives 2:1 compression in moving areas without noticeable degradation.
Variable change threshold allows some flexibility in dealing with varying change
rates, but the threshold variation must be limited for acceptable performance.
2:1 frame repeat provides 15 frames per second, and is acceptable, but L:1 repeat
is objectionably degraded. The two mode Hadamard quantizers use a 2 bit per
picture element (bpp) edge subpicture quantizer and a 1 bpp flat subpicture
quantizer., For the Reasoner image, the two mode variable rate performance at
1.25 bpp is comparible to single mode performance at 2 bpp, but the gains depend
on the fraction of changed blocks using each mode.

The goal of task I was to achieve performance free of artifacts at l/h bpp.
The simulated system achieves this, for scenes with less than 50 percent motion.
The different compression ratios for changed parts of the image are 2:1 for
conditional replenishment, 2:1 for field repeat, 2:1 for frame repeat, and u4:1
for intraframe Hadamard compression (all edge mode). The total combined comp-
ression ratio is 32:1, which reduces the original 8 bpp to 1/4 bpp. If the
fraction changing exceeds 50 percent, additional frame repeats occur, with a

limit of 4:1 for 100 percent change.

5 rbtem b b e ARl a2 L



Task II of the statement of work was to extend conditional replenishment
to color video. This was accomplished by modifying the monochrome simulation
program to process both monochrome and color. The I and Q color signals are
quantized using 1/4 bpp in the edge mode, and 1/8 bpp in the flat mode, so that
color transmission requires 25 percent higher transmission rate than monochrome.
Changes and modes are detected using only the I or monochrome signal, which
introduces some artifacts. \

Certain related aspects of video compression were investigated in conjune=-

PP

tion with these tasks. Frame interlace is a compression method which has some
aspects of intraframe compression, and some aspects of interframe compression.

Using previously available data, a report was prepared to compare the hardware
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requirements and performance of field and frame compression. It was concluded
that the frame interlace gains about 1/2 bpp in compression, at a cost of L
or 7 bit-frames of memory, depending on implementation.

D. Hein and N. Ahmed, under a grant from NASA-ARC, recently developed a
method for deriving the discrete cosine transform from the Hadamard transform.
This method is being implemented at NASA=-ARC. In cooperation with D. Hein,
transforms intermediate between the discrete cosine and Hadamard transform in
complexity and performance were devised and investigated. Theoretical and
experimental results show that transforms with simplified implementation can
provide part of the gains of the discrete cosine transform over the Hadamard.

Monochrome and color conditional replenishment using several frame repeats
was processed using frame averaging. Repeated frames were replaced by composite
frames, formed by averaging the two transmitted frames closest in sequence. Frame
averaging makes a small improvement in material using three frame repeats, or 10
frames per second, but introduces strange blurring and shape changing in material
using five repeats, or 6 frames per second.

Task III of the contract was to investigate image compression for the trans-
mission of Landsat images, with emphasis on using spectral correlation. The pro-
posal noted that cluster coding was & sucessful compression method using spectral
correlation, but had high complexity. A new method, "picture element replication”,
was simulated, A table of previously transmitted elements is maintained at the

transmitter and receiver . When the image element to be transmitted is within
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a small error distance of an element in the table, the location of the table
element is transmitted, instead of the element value. The table element

replaces the original element in the image. When no table .element is sufficiently
similar to the element to be transmitted, the exact element value is transmitted,
and inserted in the table., Transmission rate is reduced because the number of
table elements is much smaller the number of all possible elements.

Picture element replication was analized theoretically. The expected error
is a known fraction of the error bound used to select table elements. If the
table size is sufficiently large, the transmission rate is only one or two btpp
more than required to transmit a table entry. Increasing table size reduces
error and increases rate in a known wey. Additional compression can be gained
by using a one bit word for a replicated element.,

Picture element replication was simulated, and tested with two images
used in other work done for NASA-ARC. The new method was found superior to
the previous spatial compression methods, and comparable to cluster coding.
Picture element replication is much simpler in implementation than cluster

coding, and is suitable for the transmission of stored data via satellite to
a remote site.

In conjunction with this task, a survey of Landsat classification methods
was made. There are several potentially useful techniques reported in the
literature. Methods of nonparametric classification, including nearest neighbor,
can reduce the human int :vention required by normal distribution, maximum
liklihood classifiers. Spatial=-spectral classifiers can produce classilied
images similar to those produced by human image interpreters.

Task IV of the statement of work was to investigate signal processing,
channel geometry, and demand assignment for satellite communication. The
proposal stated the intention to review operational systems, and to evaluate
a technique to improve the bandwidth efficiency of satellite communications.

The technique selected for study, which is mentioned in the recent literature,

is four dimensional signal design. The report on four dimensional bvandwidth
efficient modulation reviews the advantages of higher dimensional signal design,
compared to conventional multi-level amplitude phase shift keying. The potential
gain of four dimensional signal design is estimated using the capacity bound.
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Two new classes of signal designs are introduced, which counter the disadvantages
of amplitude phase shift keying. One class of designs is based on the densest
four dimensional lattice, and is cénjectured to approach the optimum desigus.

At transmission rautes needed for bandwidth efficient modulation, 2 to 3 bits

per dimension, the new designs increase rate 0.6 bits per dimension at fixed
signal to noise, or allow 2 to 4 dB signal reduction at fixed rate. The four
dimensional receivers are not much more complex than conventional receivers.

In the review of systems, the TRW "Mobile Multiple Access Study" was
examined. The study observed that continuously variable slope delta modulation
was nearly competitive with frequency modulation (FM). Several other papers
on satellite communication, and several pa:r budgets, were reviewed. It seems
generally accepted that frequency division multiple access (FDMA) provides more
channels in a given banawidth than time division or code division. Demand assign-
ment of channels by a central station can achieve 100 percent useage, while
contention systems are limited to lower efficiency. Of special interest were
two Comsat papers. Campanella and others concluded that digital voice modulation
and FM have similar performance for single channel per carrier voice channels,
Welti and Kwan also found digital competitive, and considered some four dimen-
sional methods in their comparison.

Some results of this study will be published. The operation of an earlier
conditional replenishment system was described in two papers given at the August
1977 SPIE convention ané at the december 1977 NTC meeting. The study of frame
and field compression, appendix A of section B below, will be presented at SPIE
in August 1977. The investigation of transforms derived via the Hadamard trans-
form, appendix B of section B below, has been accepted for the ITC meeting in
November 1978. The report on Landsat element replication compression, section C
below, will be published in the IEEE Transactions on Communications if certain

required revisions are made.
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This report describes the newly developed conditional replenishment system.
The conditional replenishment simulation program has been modified to have the
following features:
1) forced field repeat of changed subpictures
2) a range of thresholds differing by one for all vectors tested; the
threshold used is the lawest that does not give excessive changes
3) frame repeat, when the number of changes is excessive and the change
detection threshold is at its upper limit
4) two mode replecement of changed Hadamard subpictures, using optimized
flat and edge quantizers with fixed rate
5) a forced refresh option, in addition to refresh using any rate not
needed for update of changed subpictures.
The forced field repeat of changes, with rate buffering over a frame, reduces
the transmission rate required for changes by 2:1. This causes no apparent loss
of motion rendition quality, but there is a reduction in vertical resolution which
is acceptable in moving areas. Selecting the change detection threshold based on
the number of changes for the current frame, rather than for past numbers of changes,
eliminates threshold caused high change problems and is needed to allow the use of
optimized fixed rate quantizers. Frame rereat is sometimes better during high changes
than replacing only the larger changes by increasing the change detection threshold,
which causes a panned scene to break up into subpictures. Using optimized qusantizers
and & two mode intraframe compression reduces the average rate required to replace
a changed subpicture, as further discussed below. The refresh is used both to
repair transmission errors and to bring unchanging subpictures to the full 3 bpp
resolution in both video fields,
The compression ratios of the various techniques used in replacing changed
subpictures are shown in Table I, for operation at an average rate of 3/16 bpp over
a frame, The average rate required to replace a changed subpicture using two mode
compression is estimated to be 1 1/2 bpp. With forced field repeat, the configuration
can operate at fractions of change up to 1/4 without frame repeat. In the case of

a complete change, the frame rate drops to l/4, or 7.5 frames per second. Forced
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Tatle I: Compression techniques and ratios for change replacement.

Method

. Intraframe, two mode
. Conditional replenishment
. Forced field repeat

Fw oo

. Frame repeal, as needed

Total compression ratio

Acceptable change fraction <1/b

Frame rate, per second

Compression ratios

8:1 1/2 (or 5 1/3:1)

L:1 21

2:1

1:1 2:1

b2 2/3 :1
<1/2

30 15

4/3:1

3:1

1:1

LT

7 1/2
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refresh could require another 1/16 bpp, for complete replacement of both fields
in 48 frames or 1 1/2 seconds. The change indicator overhead is 1 bit for each
sdbpicture, or 1/64 bpp. The flat/edge mode indicator overhead is another 1 bit °
for euch changed subpicture, or 1/6l4 bpp which can be included in the 1 1/2 bpp
for changed subpictures. The total average rate is 3/16 + 1/16 + 1/64, or 17/64
bpp, for monochrome.

A block diagram of the simulated system is given in figure 1. All memories
are at 3 bpp, and use the organization of the 3 bpp list quantizations. The 3 bpp
quantization is obtained by rounding and truncating the transform coefficients,
without using read-only memories. The receiver memories often actually contain
lower quality descriptions of the subpictures, because of the use of lower rate
quantizations based on read-only memories for changed subpicture replacement. The
system can probably be implemented with a two frame delay, exclusive of repeats.
During the first frame time, the first field of the frame is transform- d truncated,
then change detected and flat/edge mode detected, and the change infc. .on placed
in the transmitter buffer. During the second frame time, the change and refresh
information is transmitted to the receiver ovuffer. During the third frame time,
the receiver buffer is used to update the receiver memory and to form the display,
in conjunction with the memory. In the repeat mode, the disp.y °~ <{ormed
entirely from memory, and the chang: information data is stored ir * « repeat
memory until the new frame is complete.

We further consider the optimized, fixed rate quantizations used to replace
changed subpictures. The previous system used a high quality, 3 bpp, quantization
for the transformed vector memory, as does the revised system. The quantization
is divided into twenty-four lists of vectors, each list at 1/8 bpp, for use in
variable rate change replacement, memory completicn, and refresh. While the revised
system retains the 3 bpp quantizetion and lists for memory organization and refresh,
the changed subpictures are replaced using two-mode, optimized, fixed rate quantizers,
and there is no mer v completion other than that previded hy the refresh.

The purpose of two mode, optimized, fixed rate juantizers is to reduce ike rate

e
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Figure 1: Conditional replenishment system block diagram.
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required to replace a changed subpicture, while retaining the required quality.
Figure 2 shows the mean square error for various intra frame quantizers, for the
Reasoner image processed in the field. The previous system attempted to use at
least sixteen lists, or 2 bpp, to replace changed subpictures. The earlier and
improved fixed rate, single mode juantizers for 1 1/2 bpp have about the same
wean square error as the list quantizer at 2 bpp. By using fixed rate, single
mode quantizers, a gain of 1/2 bpp can be made. The penalty for using quantizers
which are not based on the memory quantizatiom lists, is that completing changed
suwypictures becomes much more complicated. This memory completion can be dispensed
with, if the initial replacement quality is reasonably high, and if the refresh
rate is sufficient to supply full quality in a reasonzsble time,

A further reduction in the rate to replace a changed subpicture can be made
using two mode, variable rate intraframe compression. A variable rate for replaced
subpictures can easily be used, becauce & conditional replernishment system allocates
rate over a frame. Mean square results Tur three two-mode, variable rate methaods
are alsc given in figure 2. Two mode, variable rate quantization provides siznif-
icant aiiitional rate reduction. The data pcint at about 1.1 bpp uses a 1 1/2 bpp
edge zode and * 1 bpp flat mode. The points at about 1 1/4 bpp use 2 2 bpp edge mode
with the sace 1 bpp flai mode, and have two different change detection thresholds.
iLe Bverage rate required to repiace changed cubpictures depends on the amount
of detail In zmoving or changing areas.

Optiaizing & two mole, variable rate systea is an interesting problem. rssume
that we first design an z2ccepizble juantization at some fixed rate. BRecause large,
noticeatle error: uswally cccur at edges, a3 good subjective quantization is usually
cptirmized for eiges. ¥any sutpiclures are fla® and featureless, ard could be trans-
gitled using Tewer tits. A flat sudpiclure gquantization woula have narrow vector
ranges arnd szall Guantizatico Steps. In = Wwo mode systex , the original acceptable
uoetizaticn is used for edges, and whenever a vector extends beyond the flat juant-
izaticc's rene. The ltest “wO mode Jesisin gives the largest rate reduction from the
crigimal siagie node desism., The rate reduction ejuals the fraction cf subpictures

=Sing the fiat ode, tizes the difference between edge and flat mode rates. As the
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Figure2. Rate versus mean square error for
the Reasoner image.
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rate of the flat mode is increased, its rate reducticn is reduced, but its vector
ranges increase to cover a larger fraction of the subpictures.. Because of these
compensating factors, the actual choice is not too critical. A 3/4 bpp flat mode
was used for half the subpictu--s, for a rate reduction of 1/2(2-3/4) = 5/8. A

1 bpp flat design handled 3/4 or che subpictures, for a reduction of 3/4(2-1) = 3/h.
The 1 bpp flat design also had superior visual quality, and gave a more intuitively
acceptable measure of the portion of flat area in the Reasoner image.

The DCT and two new transforms for intraframe transform compression are described
in Appendix B. Figure 8 of Appendix B gives single mode results, also for the
Reasoner image, for the discrete cosine and ﬁ'and 6 matrix transforms using the
experimentally based quantizers designed for the Hadamard transform. Some of the

results are compared in Table 2 belaw, for a mean-square error of 1l.0.

TABLE 2

METHOD RATE FOR MSE =1.0
Hadamard, conditional rep lists 2.0

" single mode 1.6

" improved single mode 1.5
Cosine, single mode, hadamard design 1.h
Hadamard, two mode, fixed rate 1.k

" " variible rate 1.15

The total range of transmission rates is 2.0:1.15 or 1.74:1. If the conditional
replenishment lists, which are now used only for memory update, are eliminated,
the range of rates is 1.6:1.15 or 1.39:1. The cosine gains (.2 bits per pel, even
using a Hadamard quantizer design, and another 0.1 or 0.2 should be obtainable by
a design for the cosine.

In the monochrome conditional replenishment test runs, the Hadamard transform
was used with 3 bpp memory quantization, 2 bpp edge mode, and 1 bpp flat mode

quantization. A tabulation of all the simulations is given in Table 3, Appendix D.
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Conditional replenishment test runs have been made at 1/%, 1/8, and 1/16 bits

per sample, although only a few have been viewed on the Echo Science disc. 3/16 bits
per pel seems a reasonable rate, as oﬁtlined in table I above, for monochrome
conditional replenishment. The intraframe rate is taken as 1.5 bpp, for a flat (1 bpp)
and an edge (2 bpp) mode used equally. As the fraction changing increases beyond

1/4, frame repeat is introduced. The same table can be used to show how operation

at 1/16 bpp is possible. Using 5 1/3:1 for intraframe, 4:1 for conditional replenish- ‘
ment, 2:1 for field repeat, a frame repeat of 4:l is required. This gives 7 1/2 .:

'

frames per second, noticably degraded motion. The overall compresgion ratio is
120:1. .

Color intraframe compression was examined as part of an earlier contract, and

a report was made in the winter of 1976-7. It was noted that the chrominace signals,
IQ or R-Y, B-Y, are usually filtered to 0.5 MHz, while the luminance or Y component
has a bandwidth of 4.5 MHz. This implies that the horizontal sampling rate can be
reduced 9:1, if suitable pre and post filtering is used. The report suggested that

NI T

one I or Q color sample be transmitted in each 4 by 4 sample block using 8 bits, for

an average color rate of 0.5 bpp. Published work in intraframe transform compression

using the I and Q signals indicated that the color components could be transmitted

at less thna 1 bpp. Pratt used 0.75 bpp for both color components, and Chen used

0.53 bpp for I and 0.29 bpp for Q. :
Experimental work in color compression at ARC was reported by Jones on Aug.l5,

1977. Hein, working in the frame, combined transformed but uncompressed Y (8 bpp)

with transformed, compressed I and Q. The I and Q sigr.is had the Hadamard H

00 °?
H. » HlO , and Hll represented using 8 bits g g . Color performance was

agieptable. Jones repeated the above quantization in the field, and also used

2 bpp Y compression similar to that described in the monochrome intraframe section
above, Color performance was acceptable, but since an 8 by 8 block was used, the
total color rate was 1 bpp. The rate was reduced to 1/28bpp using E l(; bits for the

I and Q vectors. Reduction to a total of 1/4 bpp using oo for I andQ, but the
smear of color at edges was unacceptable. The results of this work were gratifying,
because they provide a rare instance where experiment confirms theoretical prediction.
However, it should be noted that only a few images were tested, and only Hadamard,

single mode quantizations were used.
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Investigation of color conditional rep. egm was performed as part of
task II.D format tapes, in RGB, were converted to E, YIQ. Modifications were made
to the monochrome conditional replenishment so that color could be run. This
first color program made two important choices: .

1) changes in time are detected using Y only, and I 4nd Q are updated when Y
is updated. .

2) the I and Q signals, like the Y, have two update modes, flat and edge.
If these choices are acceptable, the complexity of a color conditional replenishment
system is reduced. These choices are in accordance with Limb's idea (Plateau Coding)
that color usually changes only when luminance changes.

The two color files available are Wheel of Fortune (59 frames), and Water Skiers
(46 frames). These have been run at 1.0, 0.5,and 0.25total average bpp, using
the intraframe bits given in table 3 below,

TABLE 3
RATE, bpp
Memory Flat Edge
Y 3 1 2
I 1/ 1/8 1/
Q 1/u4 1/8 1/b
Total 312 .11/4 21/

s . L 8
The 1/4 bpp quantization for I and Q is E 0, the 1/8 bpp quantization is 8 .

Wheel and Skiers have average total change percentages of 50% and 65% at 0.5 bpp,
where the threshold is high, and average change percentages of 75% and 95% at 1 bpp,
there tt - change threshold is low. These changes are the highest seen so far, and
are 1 “bably not typical of teleconference material. The changes at 0.5 bpp are
net.ly all edge mode in Wheel, but are 407-50% flat in Skiers, so that the flat mode
gives useful rate reduction. Table 3, above, shows that the transmission of cclor

changes requires a 25 percent higher rate than monochrome changes.
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Beesuse of the adaptive change detection threshold, the number of changes
is a function of the fixed average transmission rate. However, for low rates

the threshold reaches the limiting value, and the minimum number of changes is
detected. The fixed rate is achieved by frame repeats, and the number of

changes fluctuates. This occured for Skiers at the rate of 0.25 bpp. Table L

gives the typical change rates for these files compressed at average rates of
1.0, 0.5, and 0.25 bpp.

Table b4 Typical change percentages

Average rate 1.0 0.5 0.25
Wheel 7 % 50 % 50 %
Skiers 98 9, 65 % 65-75 %

These change rates are very large, and not typical of teleconference materisl,
but they provide an interesting worst case test.

At the highest rate, 1.0 bpp, the adaptive threshold drops to the minimum,
increasing the number of changes. At 0.5 and 0.25 bpp, the change detector
increases to the maximum, least sensitive setting. The bit rates and modes for
the Y, I, and Q signals were indicated in the previcus report. The number of

repeats and the resultant frame rates are given in table 2.

Table 5 Number of repeats/frames per second

Average rate 1.0 0.5 0.25
Wheel 0/30 1/15 2/10
Skiers 0/30 1/15 2-3/10-7-5

The number of repeats and the frame rates are determined by the average rate
allowed and the rate needed to describe the detected changes, as computed from the
number and mode of the changes. The number of repeats is much higher than for any
of the monochrome runs at the same average rate, largelybecause of the higher changes

in the two color test sequences.

10
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The compressed test runs of Wheel -and Skiers made at 0.5 and 0.25 bpp were
converted to RGB format and placed on the Echo Sciences disk. In general, the
results were good, and color artifacts due to two mode intraframe and conditional
replenishment compression were not detectable in real time.

Several different sorts of artifacts were found, and these are described below,.
Color quality. The colors in general were pale. This is also true of the original,
and is dve to the difficulty of synchronizing the Echo disk when saturated colors
are recorded. In Wheel, the girl's face turns slightly greenish when she moves

into the shadov of the wheel, This also occurs in the original. There is no
reason to suspect that the compression methods affect color quality.

Color modes. The flat and edge modes were selected using only the Y component.
This produced a blurring of the purple stripe arround the door in Wheel, where
Y levels are similar. The refresh improved the defini‘’ion rapidly at 0.5 bpp.
The edge/flat mode detection can also depend on I and Q.

Color change detection. In the Skiers sequence, parts of a red-orange reflection

are momentarily rendered as blue, the cclor of the object formerly occupying the
same image area. Both colors have similar Y level, and the change detection error
is not apparent in real time. The change detection can also depend on I and Q.
Moving edges. In Wheel, the more noticeably moving part of the girl's jeans has

a busy edge. This is a familiar conditional replenishment artifact for moring high
contrast edges.

Pield repeat. In current simulations, all moving areas are shown using field

repeat. This causes a resolution loss most noticeable in the Skiers tow ropes,
whbich are jagzed. This is typical of field repeat, and would be removed by the
refresh/update in static areas.

Motion artifacts. There is apparent flicker in the real-time presentation of the

conditional replenishment material. Some of this is due to the imbalance between
sucessive frames, which use different heads. This can be shown when the same frame
is rerecorded, as was done at 0.25 bpp. Some of the flicker is due to hum bars
recorded in random vertical positions, causing brightness changes at the frame

rate, Finally, there is some jerkiness due to the frame repeats, which are more

11
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apparent at 0,25 bpp.

QOther artifacts., In Skiers, some of the lettering on the ramp is strangely

interlaced, due to a film interlace problem in the original. Also in Skiers,
there are some white blocks which appear to anticipate the motion of the ramp,
probably due to the same cause.

In summary, the color artifacts observed in ;his material are not objectionable
in real time, and are either present in the original scene or can be removed by
testing I and Q for changes and modes,
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INTRODUCTION

This paper describes the results achieved, and the hardware required, for !
video compression using either fields or interlaced frames. Interlacing the f
video fields, and the inverse operation, requires substantial digital memory, -
but achieves a given compressed image quality using a lower transmission rate.

In television transmission, the scene is repeatedly scanned to form a field
image of about 256 lines. As shown in figure 1, each field consists of every
second line in the full frame, and the alternating fields (represented by solid
or dashed lines) are displaced vertically by one line. Two sucessive fields
form the full video frame of about 512 lines. Fields are transmitted at the
rate of sixty times per second, to avoid the obJecticnable flicker effect which
occurs at lower rates, even though thirty or fewer images per second are suffic-
ient for motion representation (1).

It is possible to transmit sampled images at reduced bit rates because much
of the information in samples taken at the Nyquist rate is redundant. The sucess-
ive samples are not independant, and the video process can be described by a first
order Markov model (2). This Markov model fits the measured correlation of the
four test images used here, as shown in figure 2 for the the image of newscaster
Harry Reasoner, and in table I for all four test images. The image frames usually have
the highest correlation between adjacent samples in adjacent lines in a frame
(different fields), the next highest correlation between adjacent samples in the
same line, and the lowest correlation is between corresponding samples in the clos-
est lines in a field (separated by an alternate field line). This is as expected,
from the 4 to 3 width to height aspect ratio of the video frame, and from the fact
that the four test frames have low motion or change between fields.

Because higher correlation allows more transmission rate compression, the
correlation values indicate that it is most effective to use samples in the
adjacent lines of alternate fields, next in effectiveness to use samples in the
current line, and least effective to use samples in the closest lines of the
same field. The cost of using these samples is the memory required to store them.
Using samples in the same line requires a few samples to a line of samples %o be

stored; using the closest lines in the same field requires several lines of

)
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where R

Picture In-line
Reasoner .966-.987
Two girls .965-.982
Two men . «96k-.977
Band .847-.882
Assumed .95

in design
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Between lines
in field

.967-.973
.946-.950
.933-.946
.807-.877

G4

Raxl:7e of the correlation parameter R for D equal id 1 through 7,
=C D, C is measured correlation and D is sample distance.

Between lines
in frame

-98k-.989
. 972' . 978
.968-.972
.888-.916
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memory; and using samples in the adjacent lines of the alternate field requires
a full field of memory. Obtaining the lowest possible trapsmission rate car
require much more memory than less ‘efficient systems. This effect is also
apparent in conditional replenishment systems, which use tue correlation between

sucessive frames in time.(3) (4)

TRANSFORM COMPRESSION SYSTEMS

Computer simulations of video image compression systems were undertaken

to compare the performance of field and frame compression. All experiments
involved single image compression of monochrome television images. Digitized
images were obtained by sampling a standard NTSC baseband signal at 8.064
megasamples per second. Each sample was represented by a six bit integer.
The visible area of the images has 416 samples per line and 464 lines per fraue.
The nominal 512 samples and 512 lines includes samples in the horizontal retrace
and lines in the vertical interval. The television images were compressel both
as fields of 232 lines and as interlaced frames of LéL lines.

The compression experiments used Hadamard transforms of eight by eight
subpictures, The coefficients of the sixty~-four Hadamard vectors are used to
represent the subpictures. The eight by eight fladamard basis vectors are shown
in sequency order in figure 3. Sequency is defined here as the tota” number of
white-black and black-white transitions, in the horizontal or vertical directions.
If the Hadamard transform is nct normalized, the vector coefficients have a
possible range of twelve bits, since each is the re: 1t of 64 additions or
subtractions of six bit numbers. The vector coefficients were first rounded
to the eight most significant bits, and then quantized to an eigiit bit inte,-r.
Transmission rate compression is achieved by using fewer than 64 quantizer
levels, and indicating ich using a code word shorter than six bits. In the
final compressed picture, each sample is represented using a six bit integer, as
in the original image.

Figure 4 shows the hardware organization of the independant fiel. transform
compressor. The input lines are converted to digital samples, stored in a.a eight

line memory, transformed in eight sample by eight line blocks, and quantized.

Y
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The quantized bit stream is transmitted, and the imverse process is used to

generate analog video. The field compressor uses the correlation betweer the
samples in a lin= ard between the lines in a field. Some correlations are nct
used, since each eight by eight subpicture is processed independantly.

Figure 5 shows the interlaced frame transform compressor, which performs the
same functions as the field processor. It differs tecause eight by eight sub-
pictures are taken from an ibterlaced frame, rather tha. one field. The eight by
eight subrictures have one-half the height of field subpicturrs. In order to
interlace a frame, the first field is held in memory until thLe second field is
being generated. The fields are then interlaced and the subpictures are transformed.
Information on the two fields is partly transmitted and partly stored during the
second field time, and the stored information is transmitted during the next field
tine. The receiver output display is not synchronized to the data transmission,
as it was in the field compressor. To provide the correct dispiay, the receiver
requires a compressed memory *o hold the frame in the transmitted form. This
memory is decoded twice, to provide the two fields. The memory required is one
field at eight bits and one-haif of a compressed frame (assumed to require 1 bit
per sample) at the encoder, and one compressed frame at the decoder {assumed to
require 2 bits per sample), or the equivalent of one frame at 7 bits (i.e., T bit
frames). This is the cost of using the correlation between adjacent lines in a

fraxe, rather than the correlation between the closesi lines in a field.

SYSTEA SIMULATION RESULTS

Figure 6 shows the mean-square error results obtained (in units of the least
significant of the six original bits) when the Harry Reascner test image was
compressed using theoretical compressicr cesigns. The different compression
designs consist of the bit assignments and quantizers for each of the 6L Hadamard
vector coefficients. The theoretical designs assumed the .irst order Markov
correlation model (with the "assumed ir design" values of table I}, an exponential
distribution for the transform vector coefficierts, and the mean-square error
measure. At the same rates, field compression produces larger error than frame
compressian, or, equivalently, field compression requires mcre rate for a given
error. Hcwever, there are two cases in the field data, and one case in the frame

data, where 1/2 or 1 bit per :zumple increases in the transmission rate produce
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Figure 6: Rate versus mean-square error for the
Harry Reasoner imsge compressed using theoretical

compression designs.
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little or no reduction in error. The theoretical designs cbviously do not
make the best possible use of the transmission rate.

Figure 7 shows the mean-square error obtained when the Harry Reasoner
test image was compressed using experimental compression designs. The curves
are smooth, and added rate always reduces error. The experimental designs
give much lower error than the theoretical designs. The field compression
curve for the experimental designs (figure 7) is nearly identical to the frame
curve for the theoretical designs (figure 6), from 4 bits per sample down to
one bit per sample. The experimental designs used are similar to designs
obtained by trial and error, but were generated using a formalized procedure
based on the requirement of good representationfor both the edges and the
low detail areas in video images. For a full discussion of the theoretical and
experimental designs used, see reference 5.

Figure 7 shows that, over most of the range of transmission rates, field
compression requires a transmission rate about fifty percent greater than frame
compression, for the same mean-square error. At the highest rate shown, L bits
per sample, the mean-square error is caused by rounding all the transform vectors
to eight bits, and all methods give about the same error.

Figure 8 shows the m-an-square error obtained using the experimental
compression designs on all four test images, in both frame and field compression.
Because of the wide range in the detail and correlation of the test images,
the mean-square error st each transmission rate ranges over an order of magnitude,
and the the mean-square error is pleotted on a log scale. Even though the test
images differ greatly, the parallel curves of figure 8 show that the increased
rate required by field compression is nearly constant, at about 1/2 bit per
sample, for these images in the range of transmission rat.s between 1/2 and 2
bits per sample., It seems that the frame or field compressiog&rade-off can
be summarized as 7 bit frames of memory for 1/2 bit per sample in transmission
rate.

The subjective impressions of the compressed images agree in quality ranking
with the mean-square error results. Figure 9 shows the original image of Harry

Reascner. Figure 10 chows this image compressed using 1 bit per sample in the

Yy
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Figure 7: Rate versus mean-square error for the
Harry Reasoner image compressed using experimental
compression designs.
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Figure 8: Rate versus mean-square error for the
four test images compressed using experimental

compression designs,
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frame, and figure 1l shows it compressed using 2 bits per sample in the field,
The compressed images exhibit edge degradation, especially at the shoulders,
lips, collar, and tie. The field image at 2 bits per sample has somewhat
higher quality than the frame image at 1 bit per sample, as indicated by the
error values of figures 7 and 8. (An original of the band image is shown

in reference 6.)

TIME EFFECTS

The above comparison of frame and field video compression considered
only the quality of the individual images, and ignored the effects of motion
and the time sequence of images. The two fields in a frame are generated
one-sixtieth of a second apart in time, and motion tends to make the correl-
ation between adjacent lines in a frame lower than “he correlation between the
clesest lines in the same field, A fifth test image, of a blurred hand moving
rapidly over a writing pad, was compressed in the same way as the four other
test imeges. Because of the motion, the mean-square error was lower for field
compression./An original of the pad image is shown in reference 6.) Transform
compression, especially at lower transmission rates, tends to average adjacent
samples and lines. Two fields processed as a frame become similar, and high
motion areas where the original fields differ become blurred. In frame com-
pression of high motion scenes at low transmission rates, the motion update
rate is the frame rate, thirty per second, rather than the field rate, sixty
per second. Because the frame rate is adequate for representing motion, this
is not an impairmenrt,

These cbservations suggest a third approach to video compression. Since
frame processing tends to average the two fields at lower transmission rates
(which would reduce the vertical resolution and the motion updaie rate tc one-

half their original values), frame compression is more similar to field repeat

compression than to independant two field processing. In field repeat compression,

only one-half the fields are transformed and transmitted, and each transmitted

field is displayed twice at the decoder. Tigure 12 shows the block diagram of

a field repeat compre ‘sion system. As the field to be transmitted is generated,

17
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The Reasoner image processed as two fields at 2 bpp,
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nalf the SWITe%,eormation is tra..mitted and half is stored. The full comp-
ressed field is retained in the 3ecoder, for repeat~-d display. The total
memory requirement for field repeat compression is 1 1/2 bit frames, rather
than 7 bit frames for frame compression. A real time hardware system using
the Hadamara transform and field repeat has been previously described. (6)

Since a single field has only one-half of the samples in a frame, the
same overall transmission rate is obtained when the rumber of bits per trans-
mitted sample is doubled for field repeat. The oOversll rate is the aumber of
bits per image multiplied by the number of images per second. Field repea.
compression transmitts only one-half of the field images used in frame or field
compressior, as discussed abave. The previous mean-syuare error results also
indicate the performance of field repeet, since ihe same error in each transmitted
field is obtained if one or two independant fields are transmitted. Field repeat
compression at 2 bits per sample has the csame ervor as field compression st 2 bits
per sampie, but the overall transmission rate for field repeat cceresponds to
that for frame or field compression at 1 bit per sample. Field rcpeat compression
can be compared tc frame or field compression in figures 6, 7, and 8 by moving
each point on the field compression curve to a poirnt having thr samz rean-3quare
error and one-half the transmission rate. This shows Lhat the error is slightly
lower for field repeat compression than for frame compressicn, and much lower than
for field coupression.

Figure 13 shows a field repeat image of the first field of figure 11, This
field repeat image requires the same overall transmission rate as the frame
processed image in figure 10, having one T'ield at 2 bits per sample ratner than
one frame 8t 1 bit per sample, and the subjective quality is similar. The field
repeat image has lower quality than the field compressed image, btut that image
has two independant fields at 2 bits per sample, and requires twice the overall
transmission rete. In field repeat, vertical recolution is noticesbly reduced
in detsiled aveas, and quantization noise and contouring are more apparent ir
background areas. It snould te reemphasized that field repeat compression is
apprcpriate at the lower transmission rates, where it is nol possible to provide

the full potential resolution of uncompressed video.

20
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CORCLUSION

Experimental simalations of iﬁerhc& frame and independant field
compression systems indicate that frame compression can achieve a transmission
rate about cne-half hit per sample lower than fiela processing at a givea
image quality, with the added requirement of 7 bit frames of memory. Frame
transform comprzassion can be used at lower transmission rates than field
compression, but replaces the two fields in the frame with two similar combirations
of the original fields. If it is decided to use only one field in field
repeat compression, performance similar to frame compression at low transmission
rates can be obtained using only 1 1/2 »it frames of memory. A conditional
replenishment compresscr, whicn uses the correlation between sucessive frames,

can be implemented using 7 bit frames of memory. (k)
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APPENDIX B
THE K-L, DCT, AND RELATED TRANSFORMS

CBTAINED VIA THE HADAMARD TRANSFORM



I, INTRODUCTION

It is well known that the Karhunen-lLoeve or eigenvector transformation
provides the maximum possible data compression, and also that the discrete
cosine transform is a close approximation to the Karhunen-Loeve transformation,
for highly correlated data fitting the first-order Markov model. For less
correlated data, the discrete cosine transform provides data compression nearly
equal to that of the Karhunen-Loeve transform, even though the transforms differ.
The Hadamard transform provides most of the potential data compression, but it
always provides less data compression than the discrete cosine transform for the
first-order Markov model. There is a general class of transforms, which are
computed via the Hadamard transform, that can be designed to approach the perform-
ance of the Karhunen-Loeve transform, and also to meet various restrictions which

simplify hardware implementation.
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II. THE KARHUNEN-LOEVE TRANSFORM

In the proof that the Karhunen-Loeve transform (KLT) is the optimum
orthonormal trensform with respect to the mean-square distortion measure, it
is assumed that distortion is introduced by neglectixfgo,\ébgn?gs gg' 1;1'.he lower enefgy
transform coefficients. 1 The KLT is optimum because the distortion, which is
the total energy of the neglected coefficients, is minimum for any number of
neglected coefficients. If the transmitted coefficients are described with
finite accuracy, the optimum coefficient bit assignment is well known.

2 2
=% log2 (O'i/d) 0'1 >a

0 a-ia <a (1)

2
(2 3 is the energy of the ith transform vector coefficient, and bi is the number

of bits used to transmit the ith coefficient. bi is zero when the coefficient
energy is less than the distortion,d,allocated for each vector. If M of the N

vectors are transmitted, the distortion is

N
2
D=Md+ iz:%l o, (2)

The total bit rate for M transmitted vectors is

ol
M=
o
&
W
L)
S

‘log2 d

M
, T 07 - Biga (3

v
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Under the constraint that the energy of the transmitted vectors is fixed,
. . . ixed” Sth2R s%oi th%t .
or that the distortion is fixed,, the total rate,B,is minimum for the KLT. Suppose
that the transform vectors are ranked in order of decreasing energy, and that a
suboptimal transform is used. For some i less than j, the energy,e,is transferred

2 2
from 0, to oy . Frow equation 3, B is reduced by the suboptimel transform
only if

(a_ii’-e) (‘32+e)<‘_12 ‘32

2
ﬂfe-dfze-e2<0
i J
ﬂ'.a <0".2+e
1 Jd

Since this implies that the suboptimal transform has more energy compaction than
the KLT, which is impossible, the rate for fixed distortion is minimized by the KLT.
[ d
If Z x is the correlation matrix of the data sample vector, and K is the

matrix of the KLT, the correlation matrix of the KLT vectors is

L

Z -

X

L g
f is the diagonal matrix (1'12, 0‘22, eee J'Ne), where the vector energies

d'i are the eigenvalues of 2 <

A
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III. THE KARHUNEN-LOEVE TRANSFORM OBTAINED VIA THE HADAMARD TRANSFORM

A
The eigenvectors, the rows of K, are even and odd vectors which can be obtained

independantly from the odd and even Hadamard vectors. The general impliementation
of the KLT requires N2 multiplications. These can be replaced by a Hadamard
transform followed by N2/2 multiplications.

The elements of Zx are the sample correlations, c(xi,xj), where i and Jj,
I i,j <N, indicate the sample lccations. Suppose the correlation is stationary,

c(xi,xj) = c(li-.]'l). fx has the form 3, p109.
-~ c(0) (1) e(2) ... c(N) erl
ix = fc(l) c(0) (1) see c(N-2)| =] ex2
c(N) e(N-1l)c(N-2)...c(0) Q

Row crl is the transpose of row crN §nd row cri is the transpose of row cr(i+l-i).

T
The Walsh-ladamard transformpis defined for N a power of 2. 1 The WHT is

L4
orthonormal | The rows and columns of the WHT matrix, H, are
the transform vectors, and have sample weighting values of +1 and -1, The WHT

~7T
vectors are even and odd. H is written as columns of orthonormal transform vectors

?Iir: Ihcl'hc2| |th

-~ 1
We assume that H is in bit reverse order so that the first N/2 columns are even
vectors, and the second /2 are odd vectors.

We compute the WHT correlation matrix, to show that the even and odd WHT

vectors are uncorrelated.
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Because cri is the transpcse of cr(Mw1l-i), Vi3 = cri hed = er(#1l-i) hej = Y5 wlei
M 1-
i = i = < ] -1 = -
whenever hej is even, and Vi = eri hey er(¥#1l=i) hej yj JNled whenever

RN
hej is odd. Writing Y in terms of columns
(o d
Y = |ycl|yc2 l lych

) ”~

yel is even if hel is even; yei is odd if hel is odd. Since the rows of H are the
Lo

same as the columns of H, and since even and odd vectors are orthogonal, it follows

-
that half the elements of SH are zero,

N
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The even WHT vectors are uncorrelated with the odd vectors, and the

completely uncorrelated KiT vectors can be obtained by operating independantly
on the even and WHT vector sets.

|

|
e ()

1

{

Since a linear combination of even/odd vectors is even/odd, the KLT vectors are
even and odd. The KLT can be obtained, following the WHT, by 2 (N/2)2 = 312/2
multiplications. This matrix factorization is the basis of implementation of

approximations to the KLT described below.

# The separation of vectors iggo even and odd groups occurs in the first operation
1, pl
of the bit reverse WHT. ~’ P
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IV. THE DISCRETE COSINE TRANSFORM OBTAINED VIA THE HADAMARD TRANSFORM
1.4

The discrete cosine transform (DCT) also has even and odd vectors s and
Hein and Ahmed have shown how the DCT vectors can be obtained by a sparse
matix aultiplication on the WHT vectors. 5 Since the DCT , unlike the general
KLT, has a constant vectcr and a shifted square wave vector in common with thé
WHT, the number of matrix multiplications is fewer than N2/2 The & metrix
(equation 4) which generates the DCT vectors for N =8 from the WHT vectors

is given by Hein and Ahmed, and is reproduced here as figure 1. While this
implementation of the DCT requires more operations for large N than the most
efficient DCT implementations 6, it is very satisfactory for smaller N.

If a transform has even and odd vectors and has ¢ constant vector, as is
typical, it can be obtained via the WHT in the same way s the DCT. The slant
transform is an example. 1 A hardware implementation of the DCT via the WHT
is being ccnstructed at NASA-Ames Research Center, using N = 8 and the matrix of
figure 1. Since this implemen*tation contains the matrix multiplication factors
in inexpensive read-only memories, it will be possible to consider the real-tiume
quantization design and eveluation of a large class of transforms. Transforms
with suboptimum performance are acceptable only if they can be implemented with
reduced complexity. Transform performance can be determined theoretically from
the vector energy compaction, wk - the implementation complexity can be estimated
from the number and type of cperationt added after the WHT.
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V. C(MPARISON OF TRANSFORMS USING THE :IPST ORDER MARKOV CORRELATION MCDEL

It is generally accepted that the sample-to-sample correlation of an image
2ine scan is approximeted by the first-order Markov model.

c(xy5%,) = e Ii-Jl )= |3l (5)

r is the corelation of adjacent samples, and varies from 0.99 .or low detail
images to 0.80 for high detail images, with an average of about 0.95. 9 The
correlation matrix, ;?;, was generated vsing the first-order Markov model, for
various r, and the corresponding KLT's and vector energies were numerically
computed. # In addition, the matrix Ex was used to compute the transform
vector energies and correlations for the WHT, DCT, and other transforms, using
equation 4 above.

As is well known, the KLT vectors for r = 0.95 are very similar to the DCT
vectors, and have nearly identical vector energies. The most apparent
difference between the DCT and tne KLT is that the KLT vector corresponding to
the constant DCT vector is not exactly constant, but weights the central samples
in a fixed transform blcck more than samples near the edge of the block. As r
approaches 1,00, this XLT vector zpprcaches the constant vector, an® sll the KLT
vectors approach the corresponding DCT vectors. As r becomes less chan 1.00,
the higher weighting c¢f the central samples increases. The weights of the first
and fourth samples, for N =, are given in table I. As the sample correlation
decreases, the central samples provide a better estimste of the average sample
value than do the extreme samples. The vector energies of t'ie KLT and the DCT
are nearly identical for r greater than 0.90, and differ only slightly for r
greater than 0.50. The KLT and DCT vector energies for ¥ = 8 and r =0.50 are
plotted in figure 2. The energy compaction at r = 0.5 is much lesc than at the
typical r = 0.95.

# The analytic solution is known,

A
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Table I. The weights of the first and fourth samples in
the KIT, for N = 8, and various correlations

Correlation Weight of Weight of
r the first the fourth
sample sample
0.999 0.353 0.354
0.99 0.350 0.3%
0.95 0.338 0.36h
0.9 0.324 0.374
0.8 0.29 0,3
0.7 0.272 0.407
0.0 0.200 0.420
0.5 0.230 0.430

1e
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The rate-distortion performance of a trensform depends on the transform energy
compaction, as shown in equations 2 and 3. For smell distortion, 4 is less than
¢7;2 for all i, and all N transform vectors are quanvized and transmitted. The
number of bits required is

N
1 2 N
B=3 g;l%."'i'il%d (3)

The first term of B can be used as a figure of merit for a transform.

1§ 2
F= = log O
2 2%

=

F is a negative number; the larger its magnitude, the greater the rate reduction
achieved by the transform. Table 1II gives the rste reduction factor, ¥, for the
KLT, DCT, WHT, and two similar transforms that will be describzd below. At
correlation r = 0.95, the *IT geins 0.0l4 bits more thaa the DCT, and 1.183 bits
more than the WHT. The WHT achieves most of the available data compression, and
the DCT achieves nearly all. As this rate reduction is obtainzd for all N vectors,
the increased compression of the DCT over the WET, for r = 0.95, is 1.169/8, or

0.15 bits per sample,
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Table II. The figure of merit, F = Z log2 d’i, for different

transforms at N = 8 and various correlations.

Correl-

ation, r

0.99
0.95
0.90
0.80
0.70
0.50
0.00

KLT

-19.817
-11.743
-8.379
-5.162
-3.402
-1.453
0.00

T;-ansform
DCT WHT
-19.775 -18..489
=11.729 =10.560
-8.341 -7.311
-5.092 <h.317
-3.328 <2.765
-1.396 ~1.136

13

~n
B matrix

-19.205
-11.206
-7.875
-L.731
-3.056
~1.261

P
C matrix

=19.597
-11.558
-8.180
=4 .954
-3.214
-1.333
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VI. OTHER TRANSFORMS OBTAINED VIA THE HADAMARD TRANSFORM

If a transform with good performance 4 simpler implementation than the DCT
is required, approximations to the DCT obtained via the WHT can be considered.
The matrix multiplication of the WHT vectors which produces the DCT for N = 8,
first given by Hein end Ahined, is shown in figure 1 above. The sequency of a

transform vector is defined as the number of sign changes in the vector. The
vector sequencies of the vectors corresponding to the matrix of figure 1 are in
bit reversa order, as indicated (0,%,2,6,1,5,3,7). The energy compactisca of

the WHT and DT for r = 0.95 and N = 8 is shown in figure 3. In the conversion
from WHT to L T, the two by two matrix cperation on vectors 2 and 6 trans+ers
energy from 6 to 2. The four by four matrix operation on the vectors of sequency
1, 5, 3, and T reduces the energy of 3, 5, and 7 and increases the energy of 1,
These operations remove most of the residual correlation of the WET vectors. The
matrix multiplication requires twenty multiplications, by ten different fzctors
( fifteen factors including sign differences).

We first ~onsider a simplified operation on the 2 and 6 and the 1 and 3
sequency vectors. This operaticn consists of multiplying the WHT vectors by
matrix B, given in figure 4. This further transform is designed to reduce
correlation and to generate new transform vectors in a way somewhat similar to
the A matrix multiplication which produces the DCT. There are two identical
two by two operaticns, and a total of eight multiplications by twe different
factors (three including sign). The energy compaction of the B matrix transform
is shown in figure 2, with the energies of the WHT and DCT. As the B matrix
transform vectors of sequency O, L, 5, and 7 are identical to the WHT vectors,
they have identical energy. The B matrix transform vectors of sequencies O, 1,
2, 3, L, and 6 are identical to the corresponding DCT vectors (O, 4) or very
similar. For example, the B matrix vector of sequency 1 is a slantec vector
of step width 2 and step size 2 (3,3,2,1,-1,-1,-3,-3)., The per :-mance of the
B matrix transform, in terms of the figure of merit, is given in table II above.
The B matrix transform has something more than one-half of the gain of the DCT
over the WHT, with something less than one~half the multiplications, and less than

cne-fourth the hardware if the two ty two transformer is used twice,

1L
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Figure 3. The energy compaction of the DCT, WHT,
and B matrix transforms for N=8 and r=0,95.
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As a second example, suppose that it is desired to approximate the DCT by
adding integer products of the WHT vectors. For small integers, this operation
~an be implemented by digital shifts-and-adds, and required fewer significant
bits to be retained. The matrix ‘('Z', given in figure 5, is an orthonormal transform
matrix that is similar to the DCT. The two by two matrix, operating on the
vectors of sequency 2 and 6, is a specialization of the general two by two

matrix having orthogonal rows with identical factors.

A B
slB s2A

sl and s2 are plus or minus one, and sl = - 52. The four by four operation on
the vectors of odd sequency is a specialization of the general fowmr by four
matrix with orthogonal rows, identical factors, and the additional requirement

of a positive diagonal.

A B C D
~B A s,D s.C
~-C s,D A slB
- B A

D le s

As before, Sy and s, are plus or minus ore, and S, = = S5

The specializations of the general matrix were made by requiring that the
two by two matrix integers have approximately the ratios found in the second (and
third) rows of the Kmatrix, and that the four by four matrix integers have
approximately the ratios found in the fifth (and eighth) rows of *he ¥ matrix.
Since the A matrix transform is the DCT, this insures that the ?:'transform vectors

of sequency 2, 6, 1, and 7 will approximate the corresponding DCT vectors.

17
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The energy compaction results of the C transform, with the results of the WHT
and DCT, are given in figure 6, for r = 0.95 and N = 8, The energy of the vectors
of sequency 2, 6, 1, and 7 is very similar to the energy of the DCT vectors, but
the vectors of sequency 3 and 5 are different. The energy correspondence could
be improved by matching the four by four matrix factors to the average cf the
£ifth and sixth rows in the X matrix, but there is little potential data compression
remaining. The theoretical performance of the (? matrix, in terms of the figure
of merit, is given in table II. The € matrix trénsform obtains nearly all the
gain of the DCT over the WHT. If the rational form, instead of the integer form,
of the gmatrix transform were used, the computation would require sixteen multi-
plications by four different factors (seven factors including sign differences).
There is some reduction in complexity from the implementation of matrix 'K.

19
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Figure 6. The energy compaction of the WHT, DCT,
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VII, EXPERIMENTAL IMAGE COMPRESSION RESULTS
Experimental results were obtained for two-dimensional, 8X8 sampie block

implementations of the transforms considered above. Four video test images,
Harry Reaconer, Two girls, Two men, and Band, were used in all tests. These
images have ccrrelation of 0.97 to 0.98 between elements in the scan line, and
fit the first crder Markov model, except for the very detailed Bana image, which
deviates from the Markov model and has an average in-line correlation of 0.85. u
Two different compression experiments were made.

The test images were first compressed by representing either thirty-two or
sixteen of the sixty-four 8X8 transform vectors, using an eight bit uniform, full
range quantizer. The other vectors were neglecved. The patterns of the vectars
transmitted and neglected are given in figure 7. The vectors are in sequency
order, with the lowest sequency average vector in the upper left corner of the
pattern. The mean-square error for this compression method and the four transforms
is given in table III., The B matrix transform error is intermediate between the
WHT and DCT errors, and the & matrix error is very close to the DCT error. This
is consistant with the Markov mwmiel energy compaction results above.

To obtain the greatest transform comprecsion, the transmitted bits should be
assigned to the vectors according to equation 1, and the coeriicicent quantizers
should be designed for minimum error given the ccefficient energy aand amplitude
distributions. The optimum thcoretical bit assignments and quantizers depeni on
the particular trensform used. The test images, and most typical images, contain
low contrast, high correlation background areas, and edges where correlation is
low. The bit assignments and quantizer designs based on the stationary Mackov
model ignore this nonstationarity, and designs which consider low contrast areas
and edges give improved mean-square error and subjective performance. Such
improved designs have been devised for the WHT, and have been tested with the DCT,
ﬁ'matrix, and ¥ matrix transforms. The transmission rate and mean=-square error
results are given in figure 8, for the test images compressed in the viden field.

The DCT gives improved error performance, and the ﬁ’and E(xmatrix trensforms are
intermediate, but the 'g and 6' matrix results are relatively poorer than in table III.
The DCT gives more rate reduction than the WHT, about 0.2 to 0.5 bits per sample.

As a two dimensional transform has twice the galin of a one dimensiocral transform 2,

21
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Table III. The mean-square error for the WHT, DCT, B matrix and C matrix
transforms with a subset of vectors retained..

Mean-square error for 32 vectors retained

Reasoner» 1#0 giris Two men Band

WHT 0.5538 0.806 1.694 3.943
B matrix 0.500  0.738  1.581  3.628
¢ matrix  0.4u2 0.666 1.5%6 3.310
DCT 0.L46 0.660 1.535 3.056

Mean-square error for 16 vectors retained

Reasoner Two girls Two men  Band

WHT 1.619 2,206 4,801 12,322
B matrix 1.507 2.093 4.557 12.056
* matrix  1.L27 2.029 I 11.897
DCT 1.430 2,031 4,406 11,826

23



r-t

OF PCOR QUALITY

omGiN-L M’

*gafdow 3893 JNOJ 3Yj3 I0J JOJIJD ENSIDA 238I UOTSSIWNUBIY °Q 2amBTJd

HOHYH3 IHVNOS-NVIN

02 oL b z L v
| | | | i 0
. NIW  S7YID HINO
aNve OML OML -SV3Yy
——
— m-
—1
g1
—z
XIHLYW D V —{gz
Xigivwa O
190 O
IHM O

ajdwes Jad 319 31 vH NOISSIWSNVHL

2k



AL PACE '3
QF POOR QUI\UTY

the theoretical gain of the DCT over the WHT, for r = 0.95, should be twice
the 0.15 bits per semple of table II, or 0.30 bits per sample.

The lower error of the DCT, ‘ﬁ'm.atrix,‘ and'!mtrix transforms does indicate
subjective improvement in the compressed images. This subjective improvement is
larger at lower total bit rates, due to the relative increase of larger, more
noticeable errcrs at the lower rates, ana due to the more objectionable, blocky
nature of large WHT errors. The 3’ and ’f matrix errors are subjectively more
similar to the DCT errars than to WHT errors, because the higher energy vectars
epproximate the DCT vectors.

It is not surprising that a design optimized for the WHT gives good results
for the DCT and similar transforms. The iransform compression introduces errors
in three ways; by neglecting vectors,by using too narrow quantizers, and by
quantization errors within the quantizer ranges. The DCT, because of its
.uperior energy compaction, reduces the first two sources of error, Although
the quantizers used are quasi-uniform, they do have smaller quantization steps for low
coefficient values, so the third source of error is also reduced. Any compression
design will give better performance with the DCT. From the similarity in energy
compaciion, 8 good design for the WHT should be reasonably effective for the DCT.
However, further performance gains can be made with the DCT by optimizing the
compression designs for the DCT.

The error statistics stiow that the lower mean-square error of the DCT is
due both to fewer large errors, which nearly always occur at edges, and to
fewer small errors, which occur .n flat areas ard edges. The subjective
appearance of the compressed image confirms that the DCT produces both smoother
low contrast areas and less distorted edges. Since the low contrast areas have
very high correlat.on, and since the eiges - though not noise like - can be
approximated by a low correlation Markov model, the mean-square error and
subjective results agree with the thecretical result that the DCT is superior
to the WHT for all values of correlation (see table II).

25
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VIII, CONCLUSION

The Karhunen-l.oeve transform for data with stationary correlation and the
discrete cosine transform are members of a general class of transforms that
can be obtained by a matrix multiplication of the Hadamard vector coefficients.
Thie implementation reduces the number of multiplications required. If reduced
compression gain is allowed, the implementation complexity can be further reduced.
The theeretical cata compression seems to be a reliable indicator of the differ-
ential in experimertal performance of these transforms.
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APPENDIX C

FRAME AVERAGING



This report discusses experiments made in frame averaging. As reported previously,
frame repeat has been combined with conditional replenishment, to cope with high
change rates. If the fixed average transmission rate of a conditional replenishment
system is set at a low value, which would ellow compression without repeats for

typical teleconference material, the changed frames in high »otion scenes can not
be fully transmitted in one frame period. Reduced resolution for the changed frame,

or updating the changed frame in segments, are less desireable than frame repeat.
Frame repeat requires an additional one-field memory at the receiver.

The number of times a frame is displayed (the number of repeats plus one) is
shown in Table I, for color and monochrome test scenes processed at different bit
retes. The number of times a frame is displayed is equal to the number of frame
periods that are required to transmit the next changed frame. Displaying a frame
three times, a rate of ten frames per s>cond, is perceptably jerky, but not very
objectionable. Although displaying a frame four to eight times is sometimes very
Jerky, the effect is not intolerable. The subjective effect of frame repeat depends
on the kind of motion. In Man and Tool, the original motion is rapid and discontinuous,
changing speed and direction. The frame repeat accentuates this., 1In Cars, the
motion in the first part of the scene is smooth and continuous, and the frame
repeat at 1/16 bpp remains smooth.

Frame averaging has been used at Bell labs, and was simulated because it was
expected to reduce the jerkiness of frame repeat. Frame averaging is practically
mandatory when frames of interlaced fields are repeated, because the forward and
reverse field display order is otherwise very objectionable. In the current
conditional replenishment simulatibn, changed regions use a field repeat, so that
frame cveraging is not required.

In the operation of conditional replenishment, a frame is repeated until the
next frame is fully transmitted. See the diagram and discussion given in the
introductory section aoove. The number of displays of a frame depends on the
amount of change in the next frame, but the amount of change usually varies slowly
from frame to frame. After the last portion of a frame has been loaded into the
transmitter output buffer, the next frame is input, transformed, end change detected

during the next frame period. The number of repeats of a frame can be transmitted
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Table I: The number of times a frame is displayed.

Rate, bpp
1 1/2 1/h 1/8 1/16
Scene

Wheel of Fortune l 2 3
Water Skiers 1 2 3-4(3.4)
Man and Tool 1-2{1.2)" 2-4(2.9) 4-8(6.0)
Man and Bock 1-3(1.9) 2-5(3.9)
Three People 1 1-2(1.6)
Cars, part 1 2-3(2.2) 3-7(k.4)
Cars, part 2 6-7(6.3) 11-12(11.5)

The number in br:ckets ( ) is the average.
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as soon as the last part of that frame is transmitted. This information is required
for frame averaging.

The simulated algorithm for frame averaging uses a gradual mixture of the preve-
ious frame (A) and the most recent frame (B). Suppose that the next frame (C) will
require four frame periods for transmission. The previous frame (A) has just been
displayed in unmixed form. Instead of simply displaying the most recent frame (B)
four times, mixtures of the previous (A) and most recent (B) frames will be displayed
for three frames, then the unmixed most recent frame (B). If the next transmission
also requires more than one frame period, this will be followed by further mixed
frames.

Suppose that a sequence of “.ames require four frame times for transmission.
Table II shows the time sequence of input, transmitted, and displayed frames. The
expression (2:1,5) designates the mixture of frames 1 and 5 used to replace the
untransmitted frame 2 in the display. It seems reasonable that when a frame is
closer in sequence to some displayed unmixed frame, it should have more of that
frame in its composition. The formula used to define the frame average (I:J,K)

is as follows:
(1:3,K) =(\1-x|/ Jo-x|) I+ (fr-3b/p-k|}

I, J, and K refer to the frame order numbers, and J and K refer to the actual

frame data., For example:

(1:1,5) =1

(2:1,5) = (J2-4/q1-sl) 1+ (12~ /p-s]) 5
= (3/4) 1+ (L/4) 5

(2:1,5) = (2/4) L+ (2/¥) 5

(b:1,5) = (1/4) 1+ (3/4) 3

(5:1,5) = 5

The frame displayed in place of the untransmitted frame 2 is an average made by
adding 3/ tiues frame 1 and 1/4 times frame 5.

(W V]
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Table II: The sequence of input, transmitted, and displayed frames.

Frame order number 1 2 3 Y4 5 6 T 8 9 10 11 12 13 1

Frame input 1 5 9 13
F2om2 transmitted 1 1 11 5 5 5 5 9 9 9 9 13
Frame repeat display 1 1 1 1 5 5 5 5 9
Frame average display 1 (2:1,5)

n 3:1’5

" (k:1,5)%



There are several hardware requirements in implementing frame averaging.
Knowledge of the number of frame times for the next frame transmission was mentioned
above. TFrame averaging requires a third one-field remory at the recelver, to
hold the previous frame during averaging. Circuitry to combine the frames in
different proportions is required. The averaging can be done in the transform
domain, using digital circuitry. If both frames were inverse transformed and
buffered, they could be combined using analog circuitry.

Frame averaging was tested using conditional replenishment compressed material,
consisting of the scenes in table I (except Three People) compressed at the lowest
rate shown in the table. The two color scenes, Wheel of Fortune and Water Skiers,
were compressed to l/h bpp and required three displays of each frame (except the
early part of Water Skiers, which required four displays). Frame averaging provided
smoother motion, and the detailed moving wheel was improved. While these scenes
were not objectionable using field repeat, they were better with frame averaging.

The two averaged monochrome scenes which have been displaved in real time are
Mand and Tocl and Man and Book, which were compressed to 1/16 bpp and require an
average of five displays per frame. These scenes are very Jjerky using frame repeat,
and are not improved using frame averaging. The moving objects - the tool and book=-
are strangely blurred, and appear to expand and shrink in time. 7This poor performance
is apparently due to both the luw frame rate and to the different type of motion.

As computed from Iable I, the average frame rate for these scenes is six per second,
rather than ten per second for the color scenes, and the lcwest rate is less than
four per second. Both monochrome scenes have a well defined object moving rapidly
and discontinuously over a featureless backgrouni, and frame averaging causes the
shape changing artifact mentioned above. The Cars scene was process ! with frame
averaging, but not displayed. Since the frame repeat scene is smooth, the frame
average is expected to be good, The Three Feople scene was not processed using
frame average, as the number of repeats at 1/16 bpp is very low.

Because of the frame averaging artiract described above, the frame averaging
was modified to limit the number of averaged frames, and to use repeated frames to

£111 the remaining display periods. If N is the meximum number of averaged frames,

[* 3]
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the expression (I:J,K) is modified as follows:

(I:J,K)

[}

]

. (J-5-2)/ p-v-2)) 2 + (-3} /Ja-r-2)) K, for 1gm2

K , for DMW2

The previous example changes as follows for N=2:

(1:1,5) = 1
(2:1,5) = (2/3) 1+ (1/3) 5
(3:1,5) = (1/3) 1+ (2/3) &
(4:1,5) =5
(5:1,5) = 5

After frame 5 is received, the display consists of two averaged frames and two

repeated frames. For N equal to 2, there are never more than two averaged frames,

and the remaining frames displayed are repeats of the most recent frame. The Man

end Tool, 1/16 bpp, test scene has been averaged with N equal to one and two, but

has not teen displayed i. real time,

It is expected that limited frame averaging

will smooth scenes witli nigher frame rates, without adding noticeable artifacts

where lower frame rates are used.

Whi

le a single averaged freame probably gives

minimel improvement, its implementation does not require the third memory mentioned

above.

It appears that frame averaging gives subjective improvement at moderate frame

rates, but can not cope with low frame rates. If this is correct, frame averaging

is not a highly effective investment in hardware. However, it might be justifiable

as an improvement in the limiting mode of a sy..em designed to operate at ten frames

per second or more for all change levzls. A system using motion tracking might be

atle to interpolate between frames in a sophisticated way, but would be much more

complex.
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This report describes the computer work performed under contract NAS2-9703,
This work includes the generation of computer programs, the performance of comp-
uter simulation test runs, and the transfer ot programs and video data to the

‘ new SEL 32 computer.

Table I lists the computer programs developed or transferred to the SEL 32,
Not all the programs developed under NAS2=9703 hav= been transferred to the new
computer. The function of EBYE is included in E88F. IREP and TCOR are all Forte
ran, and can be easily transferred, but the studies derformed using these programs
have been completed, reported, and submitted for publication, sc that no further
need for these programs is anticipated. T8XY perforrs cosine and quasi-cosine
intraframe transform compression. A cosine transform vrogram is needed, tuat T8X8
uses 840 machine language subroutines developea by David hei:, EOSF simulates the
latest c¢onditional replenishment method, and FRAVG generates “rene ave_aged displays.
Programs REFMT and ERFMT are derived from a program written “y Larry Hofman, which
displays on the SEL 32 the 8432 fromat tapes written on the SEL 840, These pro-
grams convert the six bit video samples to the most significant cix of cight bits,
while otherwise retaining the previous format.

In the second part of table I, the list of programs transferred t. iLhe SEL
32 includes many frequertly used service programs. Notable by their absence are
programs to record images (currently impossible), to measure mean-square error
(a transferred version of DDIF needs debugging), or to create Dicomed format
images from D or E format video tagpes.

Table IT lists the original video data files transferred to the SEl 32,
A few of the files in the sequences Di0Ol-D125 and D151=D170 are missing, but all
files used in past studies are aveilable on the SEL 32, Sequences ETOz, ETOL, ¥

3

a.d ETC5 are not transferred because of poor video quality, tut ETOY may be use-
able. All sequences used in previous studies are available on the SEL 32.

Table III lists the conditicnal simulaticn test runs made under this contract.

Tt

Approximately thirty others werc made under a previous contract, using an earlier
conditional replenishinent method., Many of trese simulations were record=" ~n vhe
Echo Science disc, for rea! time display, but most have been overwritten -r have

been degraded by time. The Echo Science disc can be re:dily overwritten from the K
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Table I.

Prograr Function

Prcgrams Developed for NAS2-9703

COMPUTER PROGRAMS

SEL 840 Name

Revised Mono~ rome Conditional Replenishment E88E

Landsat Elemeat Replication Compression

Quasi Cosine Transform Correlation

Cosine/Quasi-Cosine Compressicn

Color/Monochrome Conditioncl K plenisnment

Frame Averaging
8432 D to SEL 32
8432 E to SEL 32

Programs I—-ansferred for HAS2-9703

Intraframe Hadamard Compression

Fie'd to Frame (D)
"came o Field (D)
YIQ to RGB

PGB to YIQ

DtoE

EtoD

D Copy

E Copy

I Display

E Displey

Frame 1 Partial Test Ramb

Color Test Bars

IREP
TCOR
T8X8
EBEF
FRAV

E8x8

INT
DSTD
EYER
DYIQ
DTOE
FIQD
TePY
ECPY
DDSP
EDSP

KCOL

SEL 32 Name

not transferred

" -
r

1]
E8YF
FRAVG
REFMT

EBXS
DINT
DSTD

ERTOY

DORE

ECOPY

DISPh

)._'\_) !'YJ l1\j L'V\)

JRAMP
KCOL



Table II. ORIGINAL VIDEQO FILES TRANSFERRED

Files

D101-D128
D151-D170
D201-D202
DCO1-DC2k
LS01-LSOk

ETOY
ETO3
ET06
ETO7

EC09,EC10,EC1L
BC12,EC13

File Description

four frame sequence, nonochrome

" 11] n "

single frame, monochrome -
single frame, color

Landsay frame, D format

Man ard Tool, 85 frame sequence, monochrome

cars, ”n ”n 11 Tt
Man and Book, " " " "
Three People, " v " "

wheel of Fortune, 59 frame sequence, color
Water Sking, Lé " " n



T

Table III. CONDITIONAL REPLENISHMENT SIMULATIONS

Number Input File Rate, bits per sample

Mcnochrome Simulations U~ .ng ESBE

El ETOl 1/
ES FTOl 1/8
E3 ETOT 1/8
Ek ETOb 1/8
ES ETO3 1/8
E6 ETOL 1/16
ET7 ETOL 1/16
EQ FT06 1/16
E9 ETCT 1/16
E10 ETC3 1/16
Color Simulations Using ECSF (YIQ) RGB Version
Fl EC09 1/2
F2 EC09,10, 11 1/2 X
F3 " 1
Fu4 EC12,13 1
FS " 1/2 X
F6 EC09,10,11 /L X
' f EC12,13 /b X



SEL 32 or the SEL 840, but the simulation data has not been converted to the

SEL 32 format. The original video sequences, and the conditional replenishment
simulation programs have been converted. A monochrome conditional replenishment
simulation requires about eight hours, while a cotor simulation requires about
four hours per tape. The simuiations of table IIT required about 140 hours of
computer time. Conversion form the SEL 840 to the SEL 32 requires about one hour
per tape on each computer, for a total of 25 hours if both computers are run
simultaneously. Alternately, the tapes of table III could be converted at the
computer center for about 25 dollars each, a totul of 625 dollars.

Single compressed images too numerous to list were produced under this
contract. They were generated in the design of monochrome and color compressicn
bit assignments and quantizers, in the investigation of Landsat element replication
compressicn, and irn the comparison of Hadamard, cosine, and quasiQOcosine transforms.
Because of the muchi smaller amount of data, these images could be reproduced or
transferred morec readily than the conditional replenishment files.

It would be useful to have the 3EL olO available to display previous results,
generated in many past studies, out it is far from necessary. An adequate basis
for future work exists on the SEL 32.
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I. INTRODUCTION

Image transmission rate compressi;n methods either fully preserve the original
image information, or introduce errors to some degree. Information preserving
compression methods for maltispectral images often compute the predicted value of
the next image element spectral values, using previously transmitted information,
and transmit entropy coded differences between the predicted and actual values.(l)-(3)
The transmission rate can closely approach the actual information content of
the image. Experiments with Landsat images, which have four spectral bands, have
shown that the transmission rate can be reduced from seven or eight bits per

(2), (3)

Because of the presence of fine spatial detail, and because the two visible light

element in each band to three or four bits per element in each band.

bands have small correlation with the two infrared bands, Landsat images have
higher info: ‘tion content than color television imasges, and may appear confused
to an untra.ned observer.

Non-information-preserving compression methods remove spatial and spectral
information which either is not needed to preserve information or is not useful
enough to . 13tify the cost of transmission. Habibi has recently reviewed adaptive
compression techniques, and has classified thuse which introduce error as predictive,

(4), (5)

transmitting with reduced accuracy, some of the possible differences be*ween an

transform, or clustering. Predictive techniques can introduce error by

element and the predicted velue of the element. Image basis vector transforms in

the spatial or spectral domains introduce error if the transform coefficients are
transmitted with less than full range or accuracy. When predictive and spatial transform
compression techniques are used at rates less than two bits per element per band,

(5), (6), (T

Clustering is a familiar mnethod of multispectral data classification,(e) an? ?as( v e
9 1 lo s &/

fine spatial detail is objectionably blurred.

been combined with multispectral image compression for transmission or storage.
The image elements in 2 region are grouped into four-dimensional spectral clusters,
and the four-.dimensional centroids of the clusters and the cluster designation of
each element . transmitted. Because the errors are spatially uncorrelated with

+ re. *per: is no spatial blurring in the compressed image. Cluster coded



images have lower error and better subjective performance at low transmission rates
than images compressed using predictive or transform techniques. Cluster coding
ca" 2s errors between the image elements and the centroids used to represent them.
These errors are usually invisible in isolated elements, but sometimes cause‘minor
contouring when many adjacent elements have the same centroid. Cluster coding heas
two disadvantages. Many computations are required to group the image elements into
clusters, and to define the centroids. Because of the limited number of clusters,
untypical elements may be represented with large error.

Picture element replication has been investigated, to develop & new method
spectral, non-spatial, compression without the disadvantages c. cluster coding.
In replication compression, a table of previously transmitted elements is maintained
at both the transmitter and receiver. The distance from the current image elerent
is computed. If a stored element is within the prescribed error distance of the
current element, the table indication of that stored element is transmitted, and
the current element is represented ly the stored element in the receiver image. If
many image elemeuts are spectrally similar, the transmission rate approaches the
number of bits required to indicate a particular tatle entry. If no stored element
is within the required distance, a special indicator word and tke true element

value are transmiited.
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II. REPLICATION COMPRESSION AND RANDOM CODING OF POOR QUALITY

Image compression by element replication is similar to the method of random
coding, which achieves the rate-distortion bound. (11)-(23) Préofs of the rate-
distortion theorem are related to proofs of the channel capacity theorem. (24)-(16)
The rate-distortion proof shows that, as the number of signal dimensions, n, decomes

large, a random selection of M = 2nR(d)

representing elements will have an element
capable of representing any element to be transmitted with distortion less than 4,
with probability approaching unity; For mean-square error distortion and iandependant
gaussian random variables of variance @, d ==¢F2 2-2R(d). Each transmitted element
can be indicated by the coded designation of a representing element, at rate R(d),
with distortion less than the bound, d. The proof of the comverse theorem shows
that no possible source coding method improves performance.

The result of the theorem, that there is (with probability approaching one)
a representing element with less than the required error, is proved only for large n.
Landsat image elements are described using four dimensions, and may have a true
dimensionality of two, but even a two dimensional design has higher dimensionality
than most designs, which are one dimensional pulse code mcdulation (PUM). Replication
compression uses actual elements, rather than randomly selected elements, as rep-
resenting elements. This is essentially equivalent to random coding, because the
representing elemencts do not have a simple geometric structure. Signal sets with
simply defined geometric structures are inefficient in approaching the random coding
bound, because regions centered on such signals have systematic gaps and overlaps
in the packing or covering of n dimensional space.(l7) New representing elements
are added when there is npo element within the required error. This corrects for the
effect of small n, at the cost of an increase in rate. When a representing element
is used, it is indicated by a coded de‘ignation, using 4 L bits, of one of the M = 2hR

stored elements, where R is the rate per dimension or spectral band.
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III. THE ERROR BOUND AND THE EXPECTED ERROR OF POOR QUALITY

In element replication compression, an image element is represented by a
previously transmitted element only when it is within a predetermined distance of
that previous element. The square of the distance bound is the mean-square error
bound. Since some replicating elements will be at less than the bounding dist-
ance, the expected mean-square error (MSE) is less than the MSE Lound.

(18, p138)
b}

Suppose that the distance bound is 4. After Sommerville the

surface content or volume of an n dimensional sphere is

Cn is a known function of n. The volume of an n dimensional sphere of radius d is

Kn is also a known function of n. After Sommerville, the volume Vn can be obtained

by integration over conceniric n dimensional surfaces,.sn > as follows;

\4
n

i

d
n-1 1 n
fo Cp T dr = ——=C d

n

C

n K
n n

To compute the expected mean-square error (MSE), we assume that the elements
represented by a stored element are uniformly distributed over the volume of an
n dimensional sphere of radius 4, having the representing element ac its center.

> d 2
E(MSE) = E(r ) = {o (pdf of r) r (an)

d

1 2 n-1

N S T
0 n

2 d
(cn/Vn) rt / (n+2) IO
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E(MSE) = E(r%) - 2 a2
E(MSE) = = ;3-2- MSE Bound (1)

In table I, the MSE bound and experimental MSE are shown for two images, Salton
Sea and Bsld Knob. The ratio of the experimental MSE to the MSE bound is about

one-half, the calculated ratio for n = 2. The fraction of elements directly trans-

mitted is also shown in the table, and is usually a few percent. Direct transmission

causes no error, and the ratio of the experimental error to the bound is corrected
accordingly. Because the two visible bands are highly correlated and the two
infrared bands are highly correlated, the true dimensionality of the data is more
nearly two than four. 5) At small MSE, the dimensionality is higher, because the
representing elements h-ve neighbors in all possible directions.

The MSE can be further reduced by using the closest stured element to represent
the current element,rather than the first representing element within the required
distance. The number of distance computations 1s approximately doubled. The
expected MSE can not be precisely determined, but is estimated in the appendix, under
the assumpticn that the number of alternate representing elements is such that the
volume gaps between radius d spheres are equal to the volume cverlaps. The resultant
ratios of expected MSE to the bound MSE are given in table II, for n = 1,2,3, and L.
In tuble III, the MSE bound and experimental IMSE are given for the case where the -
clot est element in the table is used to repres 1t an element (if the distance is
within the bound). The MSE is siy.ificantly reduced, from about one-half to about
one-third of the MSE bound. The ratios of experimental to bound MSE again are
close to the ratios expected for n = 2, the approximate dimensionality of the image
data. This result shows that replication compression is efficient in using spectral
correlation.

Because replication compression describes a picture element in all spectral bands,
the rate, R, is given in bits per element in tables I and III. In sections II and VIII
of this paper, the rate is given in bits per element per spectral band, in accordance

with general usezge. For the Salton Sea imagé, the tebulated 'SE is in units cf the

E

P
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second least significant bit of the original eight bit data. Vor the Bald Knob
image, the data is in units of the least significant bit of tne original data. 1In
gection VIII, the data plotted for both images is in unit: o1'the least significant
bit of the original data,.
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Table I. Mean-Square Error and Error Bounds.
(First Element at Distance < d Used)

Salton Sea Image

Table Size MSE  Experimental Exp. MSE Fraction Corrected Transmission

in Bits Bound MSE MSE Bnd. Transmitted Ratio Rate, Two Methods
6 5 2.60 .52 102 .58 9.05/8.33
5 10 5.01 .50 .033 .53 6.54/5.37
5 15 7.34 1) .018 .50 5.52/3.95
5 20 9.03 s .012 L6 5.34/3,52
Y 30 12.88 L3 .01k N 4.04/2.95
L Lo 16.70 L2 .005 Lk 4.15/2.57
3 60 2l L7 148 021 49 3.56/2 .47
average A7 L9

Bald Knob Image

Table fize MSE Experimental Exp. MSE Fraction Corrected Transmission
in Bits Bound MSE MSE Rnd. Transmitted Ratio Rate, Two Methods
7 5 2.6z .52 .178 .63 12.52/12.75
6 10 5.Th .57 .089 .63 €.66/8.36
6 15 8.61 ST .0h2 .59 7.26/6.55
5 20 10.92 55 .051 .58 €.48/5.95
5 30 15.65 .52 .018 .53 5.53/L .42
4 Lo 19.87 .50 .03L .52 4.95/4.11
b 60 27.4k2 6 011 R 4.30/3.20
3 80 31.94 4o .032 RIS 3.87/3.10
average .51 5%

e e ————— —— - -
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Table II. Theoretical Ratios of Experimental MSE to MSE Bound.

Estimated Estimated
Dimension  Pitio = n/(n+2) Change Ratio
n (First Element) Using Closest Using Clusest
1 .33 -.22 .11
2 '50 -'19 031
3 .60 -.18 A2
h .66 -017 .h9
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Table ITI. Mean-Square Error and Error Bounds.
(Closest Elemen. at Distance < d Used)

Salton Sea Image

'able Size MSE ~“xperimental Exp. MSE 'Fraction Corrected Transmission

in Bits Bound MSE MSE Bnd. Transmitted Ratio Rate, Two Methods
6 5 2.05 A1 .097 L5 8.91/8.26
5 10 3.84 .38 .051 RT 6.47/5.39
g 15 5.21 .35 .017 .36 5.50/4.07
5 20 6.06 .30 .012 .31 5.36/3.7T7
4 30 8.75 -29 .013 .30 L.38/2.97
L 4o 10.46 .26 .006 .26 L,18/2.64
3 60 18.48 .31 .016 31 3.42/2.29
average .33 .34

Bald Knob Image

Table Size MSE Experimental Exp. MSE Fraction Corrected Transmission

in Bits Bound MSE MSE Bnd. Transmitted Ratio Rate, Two Methods
7 5 2.00 Lo A7 L8 12.31/12.64
6 10 b.12 RIS} .085 RIT 8.54/8.41
6 i5 5.88 .39 .039 RS 1 7.18/6.62
5 20 7.17 .36 .050 .38 6.44/5.89
5 30 10.23 .3h .016 .35 5.46 /L .62
4 40 11.88 .30 .035 .31 4.97/4.19
b 60 17.19 .29 .013 .29 4.36/3.29
3 80 22.63 .28 .027 .29 3.75/2.92
average .35 37
9
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IV, THE TABLE SIZE AND THE TRARSMISSION RATE

The number of bits required to ind’cate one of the representing elements
stored in the table is a lower bound on the transmission rate per element. If the
number of tits used to indicate a table location is L, and if one location indicator
is reserved to indicate direct transmission of an element, the table size is 2L-1.
Suppose that the fraction of elements directly transmitted is f£(L), a function of L.
If the number of bits needed to directly describe an element is ¥, and if esch
directly transmitted element is inserted into the table at a location designated
by L bits, the average transmission rate R(L), in bits per element, is

R(L) = (3-F(L)) L + £(L) (2L+M)

[}

L + £(L) (L+M) (2)

The average rate is greater than L by an amcunt depending on f(L). As L and the
table size increase, f(L) decrezses. The rate is minimum 2t some value of L,
depending on the image correlation and the 'SE bound. The abcve eguation shows
that if L is increased by one, rate is re'uced if f(L) (I+M) is reduced by more
than one, or if f(L) is less by 1/(I4M).

The ninimum value of R can be found, if the function f(L) i3 known. If L
is zero, all elements are directly transnmitted: £(0) = 1. As L becomes large,
repeated transmission of similar elements is avoided, but some minimum number of
elements must be transmitted to represent the data within the required error.
Suppose that f(L) is larger than this minimum, because of repeated transmissions
of similar elements. If L is increased by one, twice as many of the required
elements caw be stored, and the number of repeated transmissions of required ele-

’L, for f(L) greater

ments can be reduced by ome-half. This i.,lies that f(L) =2
than the minimum. ¢£(L) was measured for a wide range of L, at two MSE bounds.
The results, plotted in figure 1,are proportional to E-L , until L becomes large
apd T(L) becomes small. (The decrease in £(L) for large L indicates that the

table management is not optlimum.)

10
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QUALITY
We substitute £(L) = 2°7 in the equation for R

R(L) = L+ £(L) (1+M)
sL+ 2 (L)

The minimum rate is found by setting the derivative of R(L) equal to zero.

—d%(l_l')- =0=1-2"01n2) (14n) + 27T

-L 1
f(I-)Rm - 2 TR (e
R(L)psn =L * 11 -2)(%*147 -3 (1)
1
=Lt s oW (3)
<L+ 1.5

The first data given in the transmission rate column of tables I and III correspond to
the method described above. Data is given only for the L giving the minimum R(L),

and R(L) ranges from L + 0.0k to L + 3.05, except for the cases where L equals 7.

The larger values of R - L occur for small MSE, where the minimum f(L) is relatively
large. The table size could be made adaptive, by increasing L when f(L) is larger
than the value for R min given above.

V)
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V. THE ERRCR BOUND AND THE TABLE SIZE

The table size for minimum rate increases as the error bound decreases. A
given distance or mean-square error bound defines an n dimensional sphere, which -
contains those elements that can be represented by the sphere center. The spheres
whose centers are the directly transmitted elements contain all the ariginal data
elements. For compression at the minimum transmissign rate, a large fraction of
the elements to be transmitted must be within the error bound of a currently stored
element. If a “ixed volume must te filled by spheres, and if the volume of each
sphere is decreased by decreasing the MSE bound, the number of the spheres, and
the number of centers stored, must be increased.

The volume of the region represented by a transmitted element is
Ve=CKndn=CKn (Msmzmum)“/2
C is a constant less tharn one, which allows for the overlap of spheres. For a
table indexed using L bits, the total volume represented by stored elements is

v, = ¥ ¢ K_ (WSE Bound)™/2
Solving for L,
i (vt/c Kn) (MSE Bound)‘“/2
L = -(n/2) logz(bBE Bound) + loga(Vt/C Kn) (%)

Since MSE is proportiocnai to the MSE bound,
L = -(n/?) log MSE + a constant
If MSE is reduced by 6 dB, to one-fourth its former value, L must increase n bits,

or one bit per daimension. If the effective dimensionality of Landsat data is two,

reducing MSE by one-half requires increasing L by one.

13
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The values of L used in Lables I and III were selected for minimum rate at each
particular error bound. The data of these tables is plotted in figure 2, givirg T-
logabBE versus L. The figure is complicated because the same L is optimum for
several similar MSE bounds. Solid lines connect the upper points in each set, and
dashed lines the lower. The data are in good agreement with the relstion found here.

The MSE bound directly determines the MSE, and influences the rate by determin-
ing the table size and L for minimum rate, to within a constant.

L
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VI. TABLE MANAGEMENT

Some system must be used for deleting and entering new elements in the table
of replicating elements. The simplest system is to insert the first transmitted .
elements into the table in order of transmission, and to replace them in the same
order after the table is filled. Although this system is workable, the method
adopted was to record the number of uses of each table element, and to replace the
least used elements first. The scan method transmits -the elements of a 25€ element
line in order, then degins the next line. The table is sorted according to useage
after one-fourth of the table has been replaced, and alsc at the end of each line
of elements. After the sorting at the end of each line, the useage counts are
divided by two, to gradually eliminate elements no longer needed. Replacing the
table elements according to useage, instead of in arbitrary order, results in small
decreases in transmission rate and in MSE, both about ten percent.

In equation 2 of section IV above, 2 L + M bits per element are used when an
element is directly transmitted. L bits indicate that the current element is to
be directly transmitted, M bits describe the element, and a second L bits indicate
the table location where the transmitted element is to be stored. If the algorithm
determining the table location is applied at the receiver as well as at the trans-
mitter, the L bits defining the element to be repleced are not required. However,

the average rate is not much affected by this change. Equation 2 becomes
R(L) =L+ £(L) M
Equation 3 becocaes
R(L) minfL" 1/ 1n 2
The experimental rates were obtained using 2 L + M direct transmission bits, but

the information in tables I and III is -ufficient to allow calculation of the rate

for L + M direct vransmission bits.

]



It was noted in section IV that the decreasing £(L) for large L, shown in
figure 1, indicates that the table management is not optimum., If the most useful
2L -1 elements were always retained in the table, f£(L) would always decrease as
L increases. However, it is difficult to select correctly the elements that will
be needed to replicate future input elements. Perhaps the ordering of elements
according to useage should be more frequent for larger L. When table size is
large, it may happen that several stored elements are used to represent elements
in a region that ore element would represent in a small table. As the useage e
counts for the several elements are smaller, they all may be replaced when one
stored element with the total useage count would be retained. Since f(L) is quite
small for large L, little rate reduction can be gained by improving table management,

and no further experiments were made.

17
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VII. COMPRESSION USING SPATIAL CORRELATION OF POOR QUALITY

Element replication compression i3 primarily spectral, but the elements
contained in the table change as the image is scanned. Any spatial proximity of
8imilar elements increases the probability that a useable replication element will
be in the table. It is also possible to indicate recently used elements by a few
bits, so that spatial correlation would reduce the average transmission rate. The
simplest method, which is used here, is to use a one bit word to indicate that a
replicating element is the same as the last one used, and to prefix all the L bit
table designations by the complementary one bit word.

If the probability that the previous replicating element is used again is p, the
rate for this method is

Rl =D+ (L-p-£(L))(1#1) + £(L) (2L+1+M)

The rate for the previously described system is, from equation 2,

R = (1-f(L)) L + £(L) (21+M)

"

R-Ry = -p + pL - (L-p-£(L)) - £(L}

pL -1

The new method achieves a reduction in rate if pL > 1. At the lower transmission
rates, L is 3, 4, or 5, and p is 1/2 or more, so that the transmission rate is
reduced about one bit per element. Data obtained using this method is givea in
tables I and III, as the second number in the transmission rate column. The guin
for large table sizes is small, since p is small.

If a one bit word indicates the last tabtle entry used, and a two bit word
indicates some other entry with probability q of being used, the L bit table
designaticns must be prefixed by the complementary iwo bit word. The rate for
the two indicator method is

18
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R = 2+ 2 + (Lopq-f(1)) (142) + £(L)(2Lr2rt)
R, - Ry = 2q + q(I1) - (1-p-a~£(L)) - £(L)

=qL~1+0p

There is a further reduction in rate due to the Seeond special designation, if
q>(1-p)/ L. For L =5 and p = 1/2, q must be greater than 1/10; if q is
1/5, the rate reduction is 1/2 bit per element. No experiments were made using
such second special designations.
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VIII. IMPLEMENTATION AND RELATIVE PERFORMANCE OF REPLICATION COMPRESSION

Multispectral image compression was implemented as a comp&ter prograan, in the
féllowing manner; :

1) The mean-square error bound is selected.

2) The stored element table size, M = 2" . 1 is selected. At the beginning
of each image, the table contains all zero elements.

3) For each element to be transmitted, distance was measured to all th.:
elements stored in the table.

La) If a stored element is within the MSE bound, the table designation of
the closest element is transmitted, using L bits.

Lb) Alternately, if the table designation is the same as that last used, a
one bit word is transmitted. If the table designation is different, the correct
L bit table designation, prefixed by the complemertary one bit word, is transmitted.

5) If no stored element is within the MSE bound, the reserved indicator word
of L bits (or L+l bits per Lb) is transmitted, followed by M bits desecribing the
element, and L bits indicating the table position for its storage.

6) After one-quarter of the table elements have been replaced, and also at
the end of each line, the stored elements are ordered according to useage. In 5,
the least used will be replaced first. The uscage counts are reduced by one-half,
after eacn end-of-line ordering, to reduce the effect of spatially distant elements.

The rate and MSE results for two images have been given in tables I and III.
In table I, the first stored element at distance less than the bound was used to
represent the compressed element. In table III, ti.e closest stored element at
distance less than the bound was used. 1In both tables. the first number given
for transmission rate is for the method not using a special repeat designation (4a),
and the second rate number is for the method using the repeat designation (4b).
The rate and MSE data of table IIT is plotted in figures 3 and 4. The plotted rate
is in bits per element per spectral bard., The mean-square error is given in units
per band, where an error of one corresponds to an error in the least significant
bit of the eight bit data. Previous results from several sources are shown for

compw.rison.
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Figure 4: Rate versus distortion for the Bald Knob image.
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For the Salton Sea image, figure 3, the results of two dimensional cosine(s)

and two dimensional Hadamard transform compression (29) are shown. Each band is
processed independantly. The KL-Hadamard-DPCM compression used a Karhunen-Loeve
spectral transform, followed by a horizontal Hadamard transform and vertical
differencing in eack transformed band.(6) These three methods use a fixed rate

for each element; the other methods shown all have varying rate. The adaptive
cosine transform compression is two dimensional spatial compression, using

different transform vector bit assignments and quantizations in regions of different
spatial detail.(S) The adaptive cluster coding groups data elements into spectrally
similar clusters, merges clusters that have centroids within a predefined distance,
and entropy codes the class designations. For the Salton Sea image, replication
compression and adaptive cosine compression give the best results.

For the Bald Knob image, figure 4, two dimensional Hadamard compression is the
cnly non-adaptive technigue. Two adaptive three dimensional transform tech-
niques were used with similar results. In the adaptive Haar Hadamard method, a
Haar transforam in the spectral domain was followed byan adaptive, variable rate

(5)

adapted to spectral differences, using a fixed rate,

The three dimensional Hadamard transform
(20) For the Bald Knob image,

two dimensional Hadamard transform.

adaptive cluster coding gave the best results, followed by replication compression

with a repeat indicator.

Figure 5 shows the originals of bands 1 and L of the Salton Sea image, and the
same compressed using replication compression., This compression test used L equal
to0 5. and an MSE bound of 10. Using the closest stored element and a repeat indicator,
the trensmission rate is 5.39 bits per element, or 1.35 bits per element per band.
The average MSE per band, in units of the least significant bit of the original eight
bit data, is L.3k,

Figure 6 shows original and compressed bands 1 and 4 or the Bald Knob image.
tor this compression test, L equalled 5, and the MSE bound was 20. Using the czlosest
stored element and the repeat indicator, the rate is 5.89 bits per element, or 1.4T
bits per element per band. The average MSE per band, in terms of the lcast signif-
icant bit of the original data, is 1.79.
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Figure 5: Salton Sea image, original and compressed bands 1 and 4, 1,35 bits
per element per band and 4.34 average MSE per band.
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Figure 6: Bald Knob image, original and compress.d bands 1 and 4, 1.47
bits per element per band and 1.79 average MSE per band.
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The Salton Sea image has 240 elements and 248 horizontal lines. The Bald
Knob image has 176 elements and 256 lines. The individual picture elements are
visible i . the images, because each element was duplicated six times in both the
vertica’ and horizontal directions. The method of replication compression )
preserves high contrast spatial detail, but introduces false contouring in low
contrast areas.
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XI. REPLICATION COMPRESSIQON AND CLUSTER CODING

The above results show that selective replication, with a repeat indicator,
gives performar. e comparable to cluster coding. Both methods use spectral com-
pression and a table entry indication. The two techniqu:s will be compared in
computation requirement, maximum error, subjective image appearance, and spatial
compression -~haracteristics.

In replication compression, each input element requires one distance computation
for each stor=d table element. In cluster coding, the initial clusters are formed
by computing the distances between elements and joining the closest. The centroids
of the clusters are computed, and the distances between them are computed to determine
which clusters can be merged. To reduce the computation requirement, clusters are
formed over two dimensional subpictures, which were 16 by 16 for the results referred
to above. The 256 elements have about 128 distances each, which corresponds to the
distance computation for replication compression using a seven bit table. The typical
table size of five bits requires one-quarter as much computation. After the initial
distance computation, cluster coding requires many more computations, depending
on the image data.

In replicetion compression, the maximum error is defined by an input
parameter, and is typically three times the average error. In cluster coding, the
limited number of clusters may cause large error. Suppose we are restricted to
sixteen initial classes in four dimensions. The sixteen centroids with maximum
separation in four dimensions are the vertices of the four dimensional “ypercube.
These ara at (*A,%A,*A,*A), where A is the maximum amplitude in each dimension.
Suppose an element occurs at the center (0,0,0,0), and must be merged with a cluster
centered at one of the vertices. If there are many elements in that cluster, the
new point will change the centroid little, and the error in representing the center
point is L Ae. This error is equal to the square of the largest possible element
value. This example is extreme, and most errors are smell, but the maximum error
in cluster coding is data dependant, and may be very lLarge.

As cluster coding and replication compression are both spectral methods, the

subjective appearance of the compressea images 1s similar, and avoids the spatial

eT7
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blurring introduced by predictive ana transform compression at comparable rates.
However, because cluster coding uses two dimensional subpictures, the subpicture
(9)

Replication compression makes use of spatial cofr;lation by placing current
elements in the stored table, and by indicating repeated replication elements by

edges are visible in images compressed at low rates

a one bit word. Adaptive clustering makes use of spatial correlation by forming
loeal clusters, which are few (reducing rate) and spectrally similar (reducing
error) when spatial correlation is high. Because of the variable number of
clusters, cluster coding can achieve a low rate in areas of high correlation.
Because of the entropy coding of cluster indicators, the occurance of a few unusual
elements does not significantly increase rate. Replication compression could be
similarly improved by making the list size adaptive and by entropy coding the list
indicators. The replication algorithm used here uses only past elements and the
current element, and the gain of adaptive list size and entropy coding would be
increased if the repiication algorithm examined future elements before compression,

as does cluster coding.



X. CONCLUSION

A method has been developed for multispectral image comprbssion, using
replication of stored elements with an error bound. The method has been theoretically
described, and experimental performance has been compared with other compression
techniques. The average mean-square error for two Landsat images is about one-third
of the error bound, as expected from theoretical considerations. For 2L - 1 stored
elements, and for the L giving minimum rate, the transmission rate is sbout L + 1.5.
To reduce the mean-square error to one-fourth its value, L and the transmission
rate per element must increase about one bit per e{fective dimension. Performance
is improved slightly by having the stored eleuents include more frequently used and
more recently used elements. Having 2 one word indicator for a repeated use of
the same element gives significant rate reduction. The rate and mean-square error
performance of replication compressicn is superior to that of most previously
examined techniques, and is similar to that of adaptive cluster coding. The imple-
nentation of replication compression is simple, and is similar to the random coding,

table lock-up method shawn to achieve the rate-distortion bound.
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APPENDIX, EXPECTED MEAN-"QUARE ERROR WHEN THE CLOSEST STORED ELEMENT IS USED

Mean-square error can be found by integration over the appropriate n dimensional
volume. Initially, we consider the case where the distance bound is d, and there
are two elements at distance 2b < 2d, as shawn in figure A.l. The expected MSE
contribution to the left hand sphere, due to the shaded cap, is
2 2 21/2

(d -
E(mE) [ [ : ) 1/v ) (r +y +2 )(c 3dr dy dz)

The *hree terms in the integral are the probability density function of r, the
measure of squared error, amd the volume element. Using the closest element
transfers the points in the shaded cap to the right hand element, and the expected
MSE is '

2,1/2 1/2
d (a -27) (d -z )
E(MSE);[b 2 /0 . [o Y (l/V ) (= +y +(2b-2) e, ot 234y dy dZ)f

1::(»5&:)change = E(NBE)r - E(MSE)1

1/2
(-2 (42202 1/

d
-3
= /b 2 /o /o (1/vn) Lb(b-z) (cm_zrm dr dy dz)

After integration using y = (d -2 ) /2 sin s, and z = 4 cos t,

2 2, (ntl)/2
b/d 4bK_ . (d“-b
E(bﬁE)change =/oc°s o/ )(hb K, /fﬁn? sint at - —2=% :

K, a° (n+l)

= F(n,b,d)

For small n, this equation is readily integrated.
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We have found the MSE reduction in one element representing region, due to
one neighboring sphere at distance 2b. The expected MSE reduction for an element
representing region depends on the number of reighboring elements at different
distances. To estimate this number, we assume that the volume of neighboring spheres
exactly equals the local volume available, including the volume of the original
sphere. That is, the volume of the gaps between spheres is assumed equal to the
overlapping sphere volume. As shown in figure A.2 ,. an element at distance 2b from
another element has more than one-half its volume within distance (hb2+d2) 1/2 of
that element. The number of spheres at distunce 2b is then
v (Wlea?)/2
N(b) 2

) v a°
n
2
(hba/d + l)n/2
The expected MSE is then

d
E(MSE) = / F(n,b,d) N(b) db
20

The values cobtained from this integration are given in table II, in the text, for
dimension n = 1,2,3, and L.
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INTRODUCTION

This report describes the current state of Landsat data classification by
computer, and considers possible areas of research for NASA-ARC. The fundamental
problem is obtaining useful discrimination of various phenomena, given the spectral,
spatial, and temporal characteristics of Landsat data. Improved accuracy sometimes
Justifies the cost of more sophisticated computer processing, and different class-

ification methods provide alternate approaches for special problems.

LANDSAT IMAGE SYSTEMS
The classification of Landsat images is one of many operations performed by

a computer image processing system. JPL's VICAR, ESL's IDIMS, GE's Image 100, and
Purdue's LARS are well known. The functions usually performed by these systems are
as follows; l-input (tape to dise, reformat, data check), 2-mosaic (merge image files),
3-clean up (remove bad lines, banding), 4-statistics (histograms, ratios, classifier
parameters), S-ephancement (smoothing, edge emphasis), 6-display (false color, area
enlargement, contrast stretch), 7-clustering (classification ceaters), 8-classifica-
tion (training samples, maximum liklihood, statisties), 9- mapping (cross correlstion,
overlay, registration), 10- output (data tape, photo copy). The most direct way to
investigate classification methods using the SEL 32, would be to obtain IDIMS or
EDITOR format, cleaned up, £00 cpi data tapes, and program the SEL 32 to disrlay,
<luster, and c¢lassify such input data. If useful clessifiers are developed, their
results cou’d be made compatible with the IDIMS or EDITOR output functions. The
alternate approach would be to develop a complete image system for the SEL 32, which

would require extensive time and effort.

FAMILIAR LANDSAT DATA CLASSIFIERS

The most widely used Landsat classifier assumes that each class has a normal multi-

variate distribution, and uses the maximum liklihcod decision rule, The training
samples for each class are described by a vector of four spectral values. The traln-
ing samples are used to compute the mean and variance of each class, which compnletely
define the normal multivariate distribution. For each unknown sample, the probability
that the sample is a member of each class is computed from the distribution and the
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a priori class probability, and the class with tbe highest probability is selected.

This classifier requires the computation of quadratic forms. Classification of
a full Landsat frame requires about 90 hours on the IDIMS HP-BbOO, 2 hours on an
afray processor, and about 20 minutes an the ILLIAC IV. Several methods have been
used to increase the speed of the normal distribution, maximum liklihood classifier,
including table look up (11, 17 p370, 19 p755), sequential decision trees (19 p778),
linear approximation tc the quadratic discriminant (19 p780), and canonical sucessive
approximations to the quadratic discriminant (7).

If all the classes have the same form of distribution (ie., the same a priori
probability and covariance matrix) a maximum liklihood classifier uses a linear
rather than a quadratic discriminant (5 p29). If the four spectral values are also
independant and have equal variances, the correct ma..imwmd liklihood decision rule
is to assign a sample to the class having the closest mean or centroid vector (5 p27).
These classifiers are faster than the classifier for the general normal multivariate
distribution, tut they are usually less accurate, because their assumptions are less
realistic. Because these classifiers assume the form of the class distribution, end
compute the distribution parameters from the training samples, they are termed para-
matric classifiers,

Clustering is similar to classification, but uses a different approach. Maximum
liklihood ~lassification is supervised, by using training samples. Clustering is
unsupervised, and eramines cnly the data., Clustering methods define the inherent
spectral data groupings, using distance measures and group comvining and splitting.
If the data clusters are assigned to classes, the process is similar to minimum
distance to centroid classification, which is less accurate than normal distribution
maximum liklihood classification.

It is obvious that multimodal class distributions will cause errors to be made
by the normal distribution maximum liklihood classifier., Clustering is usually used
to split the classes into spectrally homogeneous and separable subclasses, which
can be used to train the normal distributicn maximum liklihood classifier. After

classification, the subclasses are recombined into the original classes.
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NONPARAMETRIC CLASSIFIERS

Because the multispectral data does nct fit the normal distribution model (19 p780),
norparametric classifiers are sometimes used. A direet approach to nonparametric
clagsification is to use the training samples to estimate the class probability
distributions, and to perform maximum liklihood classification using these empirical

distributions. Density estimation requires more comgutation than normal maximum
liklihood classification, but some reductions are possible (19 p778). One exper-
iment found that estimated probability distributions gave no significant improvement
in classification accuracy (19 p780); another test found classification accurscy
improved from 95.1% to 100% using four features (10, 3 pl56-162, 19 p78hL).

The nearest neighbor classifier is an important nonparanetric method. All the
training samples are stored, the distance from an unclassified sample to each of the
training samples is computed, and the unclassified sample is assigned to the class
of its nearest spectral neighbor. Cover (L) has shown that the error probability of
the nearest neighvor classification is always less than twice the error probability
of maximum liklihood classification using the correct probability distribution. The
computation requirement for many training samples is high, but the number of distance
calculations can be reduced. The training samples can be condensed to those near the
boundaries of the class regions, which are sufficient to aefine the class discrimina-
tior (12). The training samples can be ordered by magnitude in one spectral band,
so that training samples far from the unknown sample in that band don't require a
distance computation (&).

If the parametric assumption is the source of classification error, nonparsmetric
methods will improve accuracy. However, when clustering is used to divide the classer
into homogeneous and separable subclasses for normal msximum liklihood classification,
the resulting class distributions can bte very sicilar to the empirical distributions.
The interactive process is “frequently subjective" (19 p723) and determined by
“artistic liscense” (19 p742). This requires a knowledgeable and talented system
user. The use of nonparametric classifiers may not improve classification results,
but can shift effort from the user to the computer, and allow less experienced users

to obtain good results.
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SPATTAL-S PECTRAL CLASSIFICATION
The classifiers described above operate independantly on each sample, using

only spectral characteristics. Human image interpreters make use of context,
edges, texture, and grey scale, in that order of importance (17 pp380, LOu).
Humans readily abstract spatial relations, but find it difficult to discriminate
using grey levels in many bands; the oppesite is true of computer algorithms.

The identification of spatial patterns is the objective ¢f character analysis,
of computer scene analysis, and of some areas of redote sensing, such as detection
of roads or geologic features. Texture analysis of multispectral scanner data has
been implemented by transforming spatial data to the frequency domain (17 phOL), and
by deriving texture measures from simultaneous higher resolution data (Bryant JPL).
A simple method for using spatial context is to increase the probability estimates
for the classes occuring in spatial neighbors. Spatial-spectral clustering assigns
samples to the same class only if they are both spatially connected and spectrally
similar (19 p781, 17 piOl). Pearson of ERL and others select samples for preliminary
clustering only if they are part of spectrally similar spatial blocks.

The best known method of spatial-spectral classification is per-field clessifi-
cation (19 p785, 17 p371), in which samples in one agricultural field are all given
the same classification. The fields are defined by a boundary drawing algorithm or
by spatial-spectral clustering. The per-field technique gives improved classification
accuracy of crop type. Fu found 92.6% accuracy versus 79.7% accuracy for the normal
maximum liklihood classifier (9 plO). The classified images have much less random
classification noise than images produced ignoring spatial considerations, and
appear more like the product of human drafting. The total computation requirement
of per-field classification is reduced, tecause each field rather than each pixel

is classified (15).

TRPOR ESTIMATICN

The quality of a classifier is Jdetermined by its error performance. There are

two common methods of error estimation, resubstitution and cross-validetion (20, 9).
In resubstitution, the origiral training samples are classified, and the resultant

error is taken as an estimate of the operational classifier error. A low
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resubstitution error shows that no gross mistakes have been wade in the classifier
design, but the resubstitution error is usually optimistic. This error estimate
does not indicate how well a classifier generalizes from the training samples. In
cross-vaelidation methods, different subsets of the training samples are held out.
of the classifier design, and the classifier is tested on these unused subsets.
More training samples provide both better classifier quality, and a better
estimate of quality. However, the classifier error can be estimated even when no
ground truth is available (13). Training samples are identified by clustering,
spectral signature, or multidate imagery. The classifier error can be estimated
from the distributions of the classified image samples. A simpler error estimate
accepts the majority classification of each agricultural field as correct, and

counts the pixels with other classification as errors.

LANDSAT 3

The recently launched Landsat 3 has a rew band in the thermal far infrared
region. Its resolution is 240 meters, rather than 80 meters as in the other bands.

A thermal band has been found useful for vegetation classification, crop stress

(17 p337, Millard ARC), and urban land use classification during the winter months
(2). Classifiers can use the thermal band as a fifth dimension in computing cluster-
ing and classification distance parameters. Since the thermal band is well separateld
in spectrum from the other bands, and since it measures heat emmission rather than
light reflectance, it provides increased separability of classes. Processing five
band data will increase computer time, and perhaps some attention should be given

to the feature selection protlem: the selection, combination, and relative weignting
of the different bands (features) for optimum class separability.

The second sensor on Landsat is the return beam videcon (RBV). In Landsat 1
and 2, the RBV consists of three television cameras imaging the same area as the
multispectral scanner, in three spectral bands. The REV provides greater geographic
fidelity, but much less radiometric accuracy than the }SS, Because of tape recorder
problems, relatively little RBV data has been acquired. In Landsat 3, the RBV
consists of two televisicn cameras, each providing a monochrome image of one-half the

MSS field of view. The RBV resolution has been increased to about LO meters.



The RBV data should be the primary source for applications which emphasize
spatial information, ari the MSS data .should be used for spectral classification.,
Combining data from both sources requires mutual registration. The combianed data
could have the larger number of pizels of the RBV data, and six measured values per
pixel -~ the five MSS bands and the RBV panchromatic value. Anocther approach
would be to use the RBV data as sub-pixel texture information added to each MSS
pixel. The combined data could be useful for spatiale-spectral classification.

CONCLUSION

The normal distribution maximum liklihood classifier is standard in Landsat
data analysis, but nonparametric or spatial-spectral classifiers sometimes provide
useful improvements in accuracy. Because classifiers require large amounts of
computer time, fester implementations are important. Extensive research in these
areas is reported in the pattern recognition and image processing literature, but
the teciiniques are not available in commercial software systems. It would be
useful to review the methods described, and to evaluate the more promissing
experimentally.

There are three components in an interactive imsge systemj computer processing,
human skill, and the man-machine interface. An advance in any component would be
very valuable, but wide scale, low cost useage of Landsat data depends on transferring
more of the burden to computer processing. It mey be pcssible to substitute non-
parametric classification for the interactive process cof selecting and clustering
training samples for the normal distrioution maximum liklihood classifier. Spatial-
spectral classification can produce less noisy classification maps, or detect
spatial features, without human intervention. These techniques could increase the

effectiveness and satisfaction of image system users.
Important areas for future work at NASA-/RC are:

1. development of a nonparametric classifier to reduce human interaction,
2. development of spatial algorithms to improve classification accuracy,

2. development of classifiers using the new bands of Landsat 3.

\7)
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I. INTRODUCTION

Th2 filling of the allocated spectrum and the use of higher power satellites
have led to consideration of bandwidth erficient modulation techniques for
satellite communications. Phase shift keying (PSK) has been replaced by
quadrature phase shift keying (QPSK) in scme applications, and multiple phase
snift keying (MPSK) and two and four dimensional amplitude-pnase shift keying
(APSK) are being investigated. 1,2,3,k Although MPSK and APSK have not been
implemented for satellite communication, they have been used in telephone modems
for several years, > This paper examines the theoretical basis of higher dimene
sional m~dulation, and describes two new classes of four dimensional designs tnat
are more efficient than famitiar APSK modulation techniques.

Shannon's well-known capacity bound defines the trade-off in bandwidth
efficient modulation, and limits tne potential gain of higher dimensional signal
design.6 Shannen proved that the largest possible number of error free messages,

M, that can be transmitted over a communications channel is

™
M= (B (1)

B
P is tne signal power, T is the signal duration, W is the signal bandwidth, and
N is the noise power in the signal bandwidth, W. M messages can be transmitted
without error if the product TW is allowed to become infinitely large, and the
actual probability of error decreases exponentially as TW increases.7 If the
channel capacity, C, is defined as tnhemaximum rate, in bits per second, that

error free informstion can be trensmitted over a cnannel,
R+N
= =V —
c = (/1) log2 M=V log2 ( i ) (2)

The channel capacity can be doubled either by doubling the bandwidtn, W, or
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by increesing the signal power, P, so that the signal-to-noise ratio (B+N)/N
is squared.

The dimensionality, D, of the message set is the numver c¢. basis functions
required to represent the message set. The two best known kinds of basis 4
functions are the Fourier series sinusoids in the frequency domain, and the sampling
(sin x)/x pulses in the time domain., The number of basis functions required
to represent a message set, the dimensionality, is ~qual to about 2TW. 6, 8
A continuous th: ze minute telephone message has IOb dimensions, and a one hour
television transmission has 1010 dimensions. Using large signal set dimension
reyuires long delays and high information storage. Because cf its simple
implementation, the most common digital communications signal is the PSK pulse,
with duration, T, approximately equal to 1/2W, so that its dimensionality is ore.

The purpose of bandwidth efficient modulation is %o increase the transmission
rate without increasing channel bYandwidth, by using more signali power. To

emphasize power, we express tne Shannon bound as capacity per dimension, CD

The noise power spectral density is Nb s Where No = N/W, and the signal energy
is E = PT,

Q
[}

(1/2m) log,M = c/2w

(1/2) log2 (E"N—P) - (1/2) 1082 WNSN; EZT

(1/2) log, (1+2E /N ) (3)

The energy per dimension is Ey = E/D = E/2TW.



II. CONVENTIONAL MODULATTON DESIGNS

Commercial telephone modems have transmission rates from a few hund to
1,200, 2,400, or L,800C bits per second (bps). K For simplicity, the modems
ar~ designed in few dimensions, The baud rate of a transmission system s the
number of time division pulses per second, and is usually considerably less then
twice the highest useable baseband frequency. For the voice grade telephone
channel, the baud rate is 2,400, while &W is 6,600. Modems use signals designed
for a single baud, containing only one or two dimersions.

The types of modem signal designe discussed by Davey 10 are described in
Table I. Two one dimensional designs, PSK and four level (L=l4) amplitude
modulation (AM) are added for comparison. The lowest rate system is binary
frequency shift keying (FSK), which has a rate of one-half bit per dimension.

One of two orthogonal frequencies is transmitted in each bsud. Eince the
frequencies are not transmitted independantly, the design is two dimensional,

The receiver detects each frequency independantly, then selects the most likely.
Table I shows the signal geometry for each modulation method, indicates the
design dimensionality, and gives the transmission rate per baud and ver dimension.
At 2,400 bps, Tfour phase QPSK is standard. Since only one of the four quadrature
signals is transmitted, the dimensicns are not independent, and the design is
two dimensional, The rveceiver detects each phase independantly, and uses ooth
results to decide whkich phase was transmitted.

In aadition to ™K, there are several types of modulation used at 4,800 bps
or prcposed for higher rates. fhe two level (L=2) APSK (sometimes implemented ss
vestigial side band)is a one dimensional system, although i¢ is geometrically
equivalent to QPSK except for a 45 degree rotation. Instead of one of two
possible orthogonal signals being transmitted, as in QPSK, both of the orthoginal
signals are transmitted, and each is received and decoded independantly. All of
the multi-level APSK designs are cne dimensional, as the encoding and decoding
of each quadrature phase is independant. APSK designs are used because their
one dimensional structure permits easy implementation of high speed receivers.
The eight phase I PSK systems are two dimensional. It is evident from the signal
geémetry vhat the bhigher rate designs require more sigral power for equal error

probability,

S
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Table I. Modem Signal Designs
Design Signal Bits per Design Bits per
Name Design Baud Dimension Dimension
PSK l 1 1 1
L=l AM i 2 1l 2

Binary FSK L.. 1 2 1/2
QFSK J 2 2 1

L= 2 AFSK 2 1l 1l

L=3 APSK 3.16 1 1.58

MPSK, 8 phase ;’k 3 2 1.5
L= 2, 4 phase ; 3 1 1.5

L=k APSK L 1 2

L=2, 8 phase ;is L P4 2
. 331

L=€ APSK 3 5.18 1 2.59

L= 8 ARSK e 6 1 3
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ITI. THE GEOMETRIC PROOF OF THE CAPACITY THEOREM

The capacity in bits per dimension is bounded by equatioca (3). The
geometric derivation of this equation gives insight into the eificiency of
modulation signal designs. 6, 1n The derivation assumes that there are M signals,
each with energy less than or equal to E =D ED - The transmission channel adds
gaussian noise, with noise energy per dimension equal to Nb/? (DN6/2 = 2Tko/2 = NT).
When D becomes large, the average noise power becomes very close to N, and the
noise perturbs the signal to some point near the surface of a spher= of radius
(nnb/a)lﬁa, centered on the original signal. For low error probability, the
decision region of each siznal must include the noise sphere surrounding the
signal. The number of signals is bounded because the signals are within a sphere

of radius (DLD)l/ s, as the signal energy is bounded. Since the volume of a

D dimensional spherg of radius r is B rD, and since R, (r-e) =By r (1pr/e)

much less than BD r , for D large, nearly all the volume of the sphere cf allowed

signals and nearly all the signalis, are near the surface of the sphere of radius
V1/2

(DED . Althorgh the length of the noise perturtation is very nearly equal to
(DN0/2)1/2 the noise distrirution along the direction of the signal is gaussian,

of zero expected value, and the noise perturbation is nearly orthogonal to tne

signal. The signal vector and an ortnogcnal noise vector are shown in Figure 1,

The rigure aiiuwws toe computation Ot the number of messages that can pe distinguisnez
after transmission. The volume that must be allowed for each signal is B, (DW /E)n/‘,
the volume of the noise sphere. The total volume available for the noise spheres

is BD (DNO/2 + DED) D/2. Ipe DOMNG Ou . 18

DN/2 + DEj ) b/

M < DR /2

= (1/D) log, M = (1/2) log, (L+2 Ey / NO) (&)

This 1s identical to equation (R).
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Figurel. The geometric proof of the upper bound on capacity.



IV, THE PERFORMANCE OF ONE DIMERSIONAL AFSK

Thne above geometric derivation of the capacity theorem, with the ccaverse
‘ proof that the bound can be approached for large D, implies that in exrficient
signal designs, each signal adecision region includes the noise sppere without
much additional volume, and that all the decision regions £ill the region of
allowed signals. This result for large dimension is meaningful for one dimensional
APSK, because APSK is actually used in a large number of dimensions. Consider

the simplest case of two level AFSK or PSK. During each pulse period, & value

of *1 is transmitted. As the transmission is repeated, in sucessive pulse

periods or dimensions, the possible signal points form a one dimensionsl array,
then a two dimensional square, a tnree dimensional cube, and so on. After D

pulse periods, the transmitted signal is a D dimensional vector (*1,fl1,*1,...%1},
which is one cf the 2D vertices of a I' dimensional nypercnibe. Although it was
encoded, transmitted, and decoded as a sequence of one dimensional sigrels. the
same vector could be the result of a D dimendional design, fcr example a .ength

D block code. Block coding reduces the numper of possivle siznals telow BD by
using parity check bits, and so improves error performance by reducing %he rate

per dimension. Ir contrast to bandwidth efficient modulation, lower signal to

noise is used while bandwidth is increased.

How efficient is one dimensional APSK as D becomes large? We first observe,
after Wozencraft and Jacobs 12 , that APSK leaves empty some of tne volume allowed
for tne received signal plus noise. In Figure 2, we see that there is urfilled
area near t(DED)l/2 on the orthogonal axes, We also observe that the decision
regions for each signal are cubic, rather than the optimum spherical shape. We
compute tne number or possible messages for APSK, and comvare it with the capacity

Tne maximum signal amplitude in D dimensions is (DED)1/2 . This is the
lengtn from the center of the AIGK cube to the most distant signal. If =zach
edge of a D dimensicnal cube nas lengtn 1, the cuvce diagonal nas length Dl/e.
The lengtn of the diagenal is twice tne lengtn of t%e largest signal, 2 (DE )1/2

pound for large D.

3

80 that each edge of the AFSK cuve has iength 2 E 1’2, and extends from -ED /2 to

D
1/2 . X . . .
+ E_ / in each 3imension. Tie transmitted signals are all in or on a cure of
&



Figure 2. Two dimensional section of APSK.
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side 25:1)1/2 . As D becomes large, the decision region for each signal must
include the noise Sphere of radius -(DNb/é)lla , as in the capacity theorem
proof. Tne decision regions for AFSK are D dimensional hypercuves. To ccntain
a sphere of radius (DNO/2)1/ 2 , they must have an edge of 2 (nn°/2)1/ 2 . Tne
received signal decision regions are then all contained in a hypercube of edge
2 (nno/a)l/a +2 ED1/2 .

The numter of APSK signals is exactly equal to the volume of the hypercube
containing all the decision regions divided by tne volume of one hypercube
decision region.

(20m/2)Y2 4 2 (£)¥2) D
(2 (DN0/2)1/2 y D

Musxf

1/2)1)

(1+ (2 ED/ DNO)

The rate per dimension, RD s is

R.D, APSK = (1/D) 1032 M= log2 (l + (2 ED/ DN0)1/2 )
(5)

For simplicity in comparison , we assume that ED is much greater than DN6/2,
which implies a nigh rate per dimension. Under this assumption, the following
equations are approximately correct.

RD’ AFSK = (1/2) 1og, (2 ED/DNO)

cy = (1/2) log, (2 E /No)

-

A



Ry apg = (1/2) log , D (6)

- -

Each time D is multiplied by 4, the achievable rate drops one bit per dimension
below capacity. For D = 10 b, approximately hlo, which is the Gimensionality
of a three minute telephione message, the rate of APSK is reduced 10 bits per
dimension pelow capacity. Although this result h}nlds only for large dimension
and large signal to noise, it is possible that four dimensional designs migrt
gain up to one bit per dimension over one dimensional AFSK,

One dimensional APSK is a poor signal design for large dimension. This
is because a cube is not very similar to a sphere in nigher dimensions. Thne two
causes of tne inefficiency of APSK in large dimension, are tnat the cube of signal
points occupies only a small portion of the circumscribed sphere of allowed
signals, and that the noise spheres required for low error cccupy a small portion
of the circumserived cubic decision regions. Good signal designs require a
high density packing of spherical decision regions that extends throughout the
sphere of allowed signals.

10

iy,

e W
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AFSK is the best one dimensional signal design, since the sphere of allowed
signals and tne 8pherical decision regions reduce to lLine segments in one dimen-
sion. The optimum design speces signals equally along a line. Two dimensional
signal designs offer some scope for improvement. They have been studied by
Foscnini, Gitlin, and Weinstein 13 . It is well known that the densest packing
of non-intersecting spneres (the decision regions) in two dimensional space is
defined by placing the sphere centers on points of tne equilateral triangle or
regular hexagon lattice, shawn in Figure 3. For large M, tne optimum signal
design is a circular region of thne equilatersl triangle lattice. For small M,
the locally optimum signal designs are circular regions containing slightly
irregular approximations to tne equilateral triangle lattice. Foscnini and his
co-authors found tnat the best designs for 8 and 16 signals are only L.0 dB and
0.5 dB better tnan one dimensional APSK,

The potential of two design can be easily bounded. The gain in useatle
signal volume from using all tne region witn less tnan tne maxiwm signal energy
is tne ratio of tne area of a circumscriped circle to tne area of an inscriped

square., If r is tne radius of tne circle, tne ratio is

~,
N

ratio, full area =

n
NN

The gain in number of signais per unit volume from the use of tne equilateral
triangle lattice is tne ratio of tne APSK decision volume to the equilateral
lattice decision volume. In a lattice structure, tnere is one signel for each
lattice cell, and eacn signal nas a decision volume equal to tne volume of one
lattice cell., While the decision regions in a square lattice are squares, tne
decision regions in an equilateral triangle are hexagons, as snown in figure 3,
ard the lattice cells srce parallelopipeds. The area of a square cell of edge 2
is 22 or 4, The area of the parallelepiped cell of edge 2 in tne equilateral
triangle lattice is 2 31/2 . The ratio of gain in signals per unit volume is

i
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lattice hexagonal
ce}l decision region

Figure 2.

fquilateral triangle-resular hexagon lattice.
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: 4 2
ratio, triangle lattice = 5 = 77>
2 312 Y

Considering both the increased area for signals, and tne reduced area required
for eacn signal, tne number of signals in one dimensional APFSK can be increased

by tne product of the above ratios, tor two dimensional design.

. 2 7
ratio = 172 = —3-1- /2

n
w

The maximum two dimensional design rate per dimension is

"

(1/2) log, ( Mypsk * ratio)

Ryax

- /A
Eppsg ¥ (3/2) log, 3172

RAPSK + 0.576

If the number of signals is large, as for large signal to noise, so thnat little
area is wasted, two dimensional design can approacn a rate 0.576 bits per dimension
higher tnan APSK,

Suppose that, instead of increasing tne number of signals transmitted with
a given erergy, 1t is desired to keep tne same numpoer of signals and reduce thne
maximum signal energy. Siice the numper of signals 1n a fixed area is increased
by M /31/2 s, 8 fixed number of signa’s can be contained in an area reduced by
31/2/77 . Since tne area is r2= 24 (El'/z) 2 = 7 E, the energy E can ve
reduced by 31/2 /M or 2.60 dB. The APSK and equilateral lattice signal separ-
ation are tne same, but tne numoer of neighboring signals is increased from 4 to

6, and tne prooaoility of error prcoably increases SO percent.
b

13
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VI. FOUR DIMENSIONAL SIGNAL DESIGH

We will consider signal designs in four dimensions, wnicn are expected
to provide more improvement tnan two dimensionai design. Four dimensional

designs have been suggested for satellite communications by Welti and Lee W

and Welti 15. Tne four ortnogonal signals defining the four dimensions can be
two sncessive pulses, each witn two pnase-quadrature signals, but any four
orthogonal signals give equivalent periormance, Comparisou ot APSK to the
capacity bound, equation (6) above, indicated that it may be possible to increase
tne transmission rate by one bit per dimension using four dimensional design,
witnout increasing signal energy and wnile maintaining the same minimum signal
separavion and approximately tne same error prooapiliity.

We first define the gain acnieved by filling the entire allowed region
witn signais, ratner tnan using only the nypercube APSK region. Suppose tnat
a four dimensional cupe nas edge equal to X. Tne cube diagonal is (b X2) 1/2,

1/2

- .
nypercuoe folume is X, and tne volume of tne circumscrioed hypersphere is

and since tnis is equal to 2 E , the maximum signal ampiitude 1s also X,  Tne

1/2) e » after Sommerville 10 Tne ratio of tne allowed signal volume to
tne volume used by APSK is

/e mExt w3
& -

Assuming tnat the number of signals increases proportionately, tne increased

rate per dimension is (1/4) log, ( Zr /2) = 0,58 bitg per dlmen31on. Tne volume
of thne allowed signal sphere is (1/2) 77 (E / = (1/2) 7r . If tne same
numoer ot signals is reduced, tne volume can be reduced by’ 2/77 s and tne
signal energy can ve reduced by 21/2/17 , or 3.4b 4B.

This gain can pe obtained by extending the four dimensional hypercuvbe lattice
ot APSK tnrougnout tne nyperspaoere defined by thz maximum signal energy. If tne
signal separation 1s 2, the radius ot the spnere includad in the lecision regicen
is 1. Then tne APSK design can nave a sigral placed at tne point (0,0,0,0), and

14
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additional signals placed at the points defined by tne four ortnogonal dis-

placement vectors

(2,0,0,0)
(0,2,0,0)
(0,0,2,0)
(0,0,,2)

The minimm signal separation is 2, and additional signal points can be added
by adding or subtracting these four dispiacement vectors from a.sy vrevious
signal point. All latice points (*2a,*2p,*2¢,*2d) suer ‘nat 2(a2+b2+c2+d2) 1/2
is less than or equal to (l&ED)l/2 = El/g, do not exceed the allowed signal energy.
Suppose that a point at (1,1,1,1) is added to tne four dimensional hypercube
lattice. This point, Like tne original members of the hypercube lattice, has a
distance ot 2 from all tne nypercuoe lattice points, and tnerefore has a decision
region wnicn includes a spnere ot radius L., (Distance is computed by tne Euclidean
formula, d = (w2+x2+y2+22) 1/2 , Wnere w,X,y, and z are distances on ortnogonal
axes.) For each point in the uriginal hypercuve lattice, a new point can be
added at displacement (1,1,1,1). The number of messages ir. tne allowed signal
nyperspnere 1s doubled. It is oovious tiat tne transmission rate is increased
by one bit in four dimensions, or 0.25 bits per dimension.
The volume of eacn decision region in tne original nypercuve lattice 1is
24 , but tne decision volume is reduced to 23, and is no longer cubic, wnen tne
numper of signals is doupied. Since tne volume per decision region is one-nalf
tne original volume, tne original number ot signals can be accomodated in one-nalf
tne original volume, in the new lattice. The nyperspuere volume is (1/2) ZTE E2 s
so tnat E can be reduced 1/21/2 , or 1.51 a3,
The new denser lattice can be descriped as a body centered cubic lattice, to

indicate tne signal added at tne cuve center. The cuoe center signal has sixteen

reignbors at the vertices of the original hypercuve, defined vy (0,0,0,0), (2,0,0,0),

(0,2,0,0,), ... , [2.2,2,2), and eignt neignoors at tne centers of eight neignbor:ing

15
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hypercubes, located at (1,1,1,1) displaced by (%2,0,0,0), (0,%2,0,0), (0,0,%2 0),
and (0,0,0,%2), Eacn hypercube vertex signal similarly has twenty-four
neighbors. "I &ddition to tne eignt original lattice signals at (*2,0,0,0),

> (0,%+2,0,0), (0,0,0,£2), and (0,0,0,22), it has new neignbors at thé centers

of tne sixteen nypercaooes tnat meet at (0,0,0,0). These signals are at “he
vertices ot a nypercupe (*1,*1,%+1,*1).

An identical lattice can also be constructed as an alternate vertex cubic
lattice. This construction will also pe given, since it uses tne familiar idea
of a parity check, and provides a simple~ description of signal designs and tne
required receiver, C(onsider tne cubic lattice defined by tne zero point (0,0,0,0)
and the four ortnogonal vectors

(2272 0,0,0)

(0,22%,0,0)
(0’09121 290)

1/2
(0,0,0,%2 / )

If tnese defining vectors are designated as Xl , X. , X, ,and ih , the cuoic

27’73
lattice points are all at tne tips of vectors ot the form a8y Xl + 8, X2 + a3 X3

a, ﬁ; s .ere al s 8,5 5 a:S , and a, are integers. I{ a parity check is placed
on the sum of the vector coordinates, so tuat al + a, + a3 + aq must be even or
odd, the vector tips are points on aa alternate vertex cubic lattice, The signal
separation ot tne criginal cupnic lattice is 21/2 . This separation is increased
to 2 by tne parity requiremert, which insures tnat if two signals differ by 2l 2
in one dimension, tney difter by 21/2 in two ortnogonal dimensions. The alternate
vertex cupic lattice nas tne same signal separation as tne pody centered cupic
l/2) 4 = L, Tais

volume is dcubled, and changed in snape, wnen only ine even or odd parity vertices

lattice, The volume of tnhe original cupbic decision region is (2

are used. The s.ternate vertex cubic lattice has the same decision volume as tne

pody ~enter=d cuolc lattice.
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It cun be shown that each signal in the slternate vertex cubic lattice has
24 neighbors, as in the body centered cubic lattice. For the alternate vertex
cubiz lattice, the number of neighbors is the number of ways to add two ortho-
gonal vectors of value ¢21/2 to the given signal. There are six ways to choose
2 out of four dimensions, and 4 ways to assign two signs, so each signal has 2h
nei-. hors. If the four dimensions are w,x,y, and z, the 6 pairs are wx, wy, vz,
Xy, xz, and yz. Each pair defines a two dimensional plane section of the alternate
vertex cubic lattice, as shown in figure 4. A signal has 4 neighbors in each plane.
In botn constructions, each neighboring signal has U neighbors which are at dist~
ance 2 from itself, and also at distance 2 form the original signal.

Although the boly centered cubic lattice and the alternate vertex cubic
lsttice are identical structures, the original defining lattices differ in scile
and rotation. The origipal lattice for the body centered cubic construction has
one~half the final number of signals, and the original lattice for the alternate
vertex cubic construction has twice che final number.

It is not difficult to visualize four dimensional structures. Figure 5 is
a two dimensicnal hypercube, similar to the familiar projections ot the three
dimensional cube. The projectivn contains 8 interlocking three dimensional cube
projections. The hypercube projection contains 16 vertices, where 4 lines meet.
These L lines meeting at each vertex are the 4 orthogonal vectors, *w, *x, ty, and
tz, Bach dimension is always represented by the same orientation in the projection,
as shown. To go from point (0,0,0,0) to (1,1,1,1), it is necessa:s to move along
a vector from o to 1 in each dimension. Each restrictive equation, say w = 0,
reduces the dimensionality of the figure by one. Tae 8 three dimensional cube
projections are defined by w = 0,1, x = 0,1, y = U,1L and z = 0,1, The 8 three
dimensional cube projections are joined in pairs. When one three dimensional cube
is identified, it can be seen that there is an extra line having the sames slope
at each vertex. Following all these parallel lines to the next vertex idenvifies
a new three dimensional cube, parallel to the criginal in four dimensional space.
The bounding of the four dimensional cube by three dimensional cubes is similar
to the bounding of three dimensional cubes Wy squares, and the bounding of squares
by line segments. If a body centered point is added, it is .ocated in the center

of the projection., Thkez vertices of even parity are circled.
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Figure 5, A two dimensional projection of the
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The alternate vertex cubic lattice is the densest lattice in four dimensions,
as discussed by Leech 17 . There is no possible denser packing of the non-
intersecting noise spheres contained in the decision regions. Since it has been
shown that circulasr regions of the densest two dimensional lattice approximate
the most efficient two dimensional signal designs, it can be reasonsbly conjectured
that four dimensicnal hypersphere regions of the densest four dimensional lattice
will approximate the best four dimensional designs.

Suppose that it is desired to increase the number of signals while using the
same maximum signal energy. Using all the available signal volume gains 0.58
bits per dimension, and using the densest lattice gains 0.25 bits per dimension,
so that using both produces a rate increase of 0.83 bit per dimension. Suppose
that it is desired to keep the same number of signals and reduce maximum signal
energy. Since the number of cubic lattice signals is increased by 7’2/2, by
using all the volume, a fixed number of signals can be contained in a volume
reduced by 2 g 2 . Since the four dimensional volume is (77'2/2) E2, E can be
reduced by 2 ' /I , or by 3.46 dB. Similarly, using the densest lattice increases
the number of signals by 2, a fixed number of signals can be contained in a vcluae
reduced by 1/2. E can be reduced by ]./21/ 2 , ar 1.51 dB. Using both all available
volume and the densest lattice, E can be reduced by 1/f,or 4.97 dB. These gains
are limits that can be epproached for high signal to noise, and a large number of
signals. For low signal to noise, crowding may cause wasetd volume. Although
the signal separetion is held constant, increasing the number of neighbors from
16 to 24 in the densest lattice ‘design probably increases error probability about
50 percent.

20
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VII. SPECIFIC CONFIGURATIONS OF FOUR DIMENSIONAL SIGNAILS,.

The familiar one and two dimensional signal designs of Table I have rates
between 1 and 3 bibts per dimension. We will describe the rate per dimension
and the ratio of maximum signal energy to signal separation for one dimensional
AFSK, the extended cubic lattice, and the alternate vertex cubic lattice.

Because of the simplicity of the one dimensional APSK, the required parameters
are easy to compute. Suppose that the APSK design has L levels. For L odd, the
L different signal levels are (L-1)/2, (L-3)/2, ..., 2, 1, 0, -1, -2, ... -(L-1)/2.
For L=1, (0,0,0,0) is the only signal. For L=3, the value in each dimension can
be =1, O, or 1. The number of signals is M ='Lh, in four dimensions, and the
rate per dimension R = (1/h4) log, M = log, L. Since the error behavior depends
on the ratio of signal separation to noise variance, signal designs at a given
rate can be ranked by the ratio of peak signal amplitude to signal separation.
The signals are contained in a hypercube, having L-1l units on an edge. The
hypercube diagconal is twice the length of the maximum energy signal.

(21212 _ o g1/2
b(1-1)° -4 E

1/2

E = L=l

The distance between signals, d, is 1 unit.
El/2/d = L-1

For this case, which will be designated case 1, L is odd and (0,0,0,0) is a
gignal point, For case 2, L is even and the possible signals in each dimension
are L-l, L-3, ..., 5, 3, 1, -1, =3, =5, ... =I#l. For L=2, there are 16 sign- -,

21

i a e v go——- B . .
, > P M i T



ORIGINAL PAGE IS
OF POOR QUALITY

y
(+1,%1,%1,*1), the hypercube vertices. For case 2, M =L , as before. The
hypercube diagonal is twice the largest . _znal. :

(u(2(-1)2) M2 - 2 g2

4(1-1) _2 g2

7

1/2

E = 2(L-1)

1/2

The minimum signal distance, d, is 2 units, so that E' /d is as before.
El/ 2 /d = L1

The transmission rate per dimension, and the ratio of peak signal to signal
separation are the same for L odd or even. El/a/d is plotted versus R in figure
6, for L =1, 2, ... 8.

The two new classes of signal design introduced above will be described.
In the first class, the cubic lattice is extended beyond the APSK hypercube, to
include all cubic vertex points not exceeding the maximum allowed signal energy.
In the second class of designs, the alternate vertex cubic lattice is used in the
same allowed signal region. The permutation codes of Slepian 18, which are
described below, are alternate vertex cubic lattice designs in which all signals
have the maximum energy. In a small number of dimensions, such equal energy designs
have significantly lower rate than desigr . including points with less than the
maximum energy. Slepian did not specifically consider the alteriate vertex cubic
lattice or dimension of four., Welti and Lee 1h, in the consideration of four
dimencional designs, include some examples of APSK and of the two new general
classes of designs, but do not mention the.alternate vertex cubic lattice.

In the extended cubic lattice signal design, all points of the cubic lattice

having less than the maximum signal energy are used as signals. For case 1, the

22
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cubic lattice includes all points of the form (a,b,c,d), where a,b,c, and d

are any integers. The signal points can be enumerated in order of increasing
energy. There is 1 point with E=0, (0,0,0,0); there are 8 points with E=),
(¢1,0,0,0), (0,+1,0,0), etc.; and there are 24 points with E=2, (*1,+1,0,0), etc.
Any lattice point (a,b,c,d) has energy, E= a2 + b2 + c2 + d2 . If the value a‘
in the first dimension is exchanged with the value b in the second dimension, or
if a is replaced by -a, the energy, E, is unchanged. Thus, any lattice point
(a,b,c,d) defines a shell of constant energy, containing all the points described
by permutations and sign changes of the values a,b,c, and 4. These equal energy
signal sets were called permutaion codes by Slepian 13 s Who gave the formula

for enumeration of the points on a shell.

The enumeration of the sign2ls in an equal energy shell can be briefly
explained. Suppose we have a lattice point in D dimensions, (al, 85, a3,...aD).
We can select one of D values for the first dimension, cae of D-1 values for the
second dimension, etc., so that there are D! possible orders of the coefficients.
If each may be positive or negative, there are D! 2D signals., This number must
be reduced if some of the ai have the same magnitude, and are therefore indistine-
guishable, or if some of the a, are zero, so tL-t the sign is meaningless, gf
the ceofficients include W Zeros, the number of pu. 1ts in the shell is DI 2 ~fo,
If the next largest coefficient is repeated m, times, the mll ways of ordering
this coefficient in the my dimensions selected for it are indistinguishable. The

formula for the number of signals in a shell is

_py 2P-mo
- ?

M n.! : m
O. %. o0 e K.

k is the number of different coefficient magnitudes.

In this work, D = 4. The number of peints on the shell of (1,0,0,0) is
Ly 2 -3/31 1! = 8, corresponding to four dimensional locations for the 1, and
positive or negative sign in each location; The number of points on the shell
of (1,1,0,0) is 4! ah'e/ez 2! =24, The shells for E less than or equal to 16

2l
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are given in Table II. For several values of E, including 2 nad 3, two different
sets of integers have tha same E. The total number of messages, M, for any peak
signal eaergy, E, is obtained by adding the counts of the included shells.

E1/2. Table II was extended
to E = 36, and selected designs were plotted in Figure 6. As expected, the
extended hypercube lattice designs are superior to APSK, since for fixed signal
separation the full latice provides higher rate at the same maximum signal energy
ar lower energy at the same rate.

Table II can also be used to enumerate the messages in alternate vertex
lattice signal designs. The alternate vertex cubic lattice consists of the
cubic lattice points having the sum of their coordinates even or odd. Each
permutation shell contains points having the same parity, because permuting the
coefficient order does not alter the sum of the coefficients and because changing
the sign of a; changes the coefficient sum by 2 ass which does not alter parity.
Each permutation shell lies entirely in one of the two alternate vertex lattices,
defined by even or odd parity. The shell parity is odd when E is odd, and even .
when E is even. This is shown as follows. If the sum of the coordinates is even,
there is an even number (possibly zero) of odd coordinates. Since the squares
of even numbers are even and the squares of odd numbers are odd, E is the sum of
even numbers and an even mumber (or zero) odd numbers, and E is even. Similarly,
if the sum of the coordinates is odd, there is an odd number of odd coordinates,
and E is ¢34, The alternate vertex signal design includes all the shells for E
even or odd. The extended (E> 36) Table II was used to compute M. Since the
minimum signal distance is 2172, El/g/d = (E/2)1 2. Selected alternate vertex
designs are plotted in Figure 6.

A table similar to Table II was prepared for case 2, in which only vectors
of all odd coordinates are signal points. Some of the points derived using this
table for the full cubic lattice design and for the alternate vertex lattice
design are also plotted in figure 6, and these points are specially designated.
When R is small, the displacement of the center of the signal set from a vertex
point to a cell center generates differ. -t combinations of El/g/d and R, but

the signal designs for R large are similar.

25
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Table II. Permutation shells.

Energy, E Defining Point g::::; e:f y
0 * (0,0,0,0) 1
1 (1,0,0,0) 8
2 (1,1,0,0) 2y
3 (1,1,1,0) 3P
L (1,1,1,1) 16

(2,0,0,0) 8
5 (2,1,0,0) L8
6 (2,1,1,0) 9
7 (2,1,1,1) 64
8 (2,2,0,0) 2k
9 (2,2.1 . %
(3. v, 8
10 (2,2,1,1) 96
(3,1,0,0) 48
11 (2,1,1,0) 96
12 (2,2,2,0) 32
(3,1,1,1) 3n
13 (2,2,2,1) 6l
(3,2,0,0) L8
AL (3,2,1,0) 192
15 (3,2,1,1) 192
16 (2,2,2,2) 16
(4,0,0,0) 8

[P A I -
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Figure 6 shows that, cumpared to APSK, the two new classes of signal designs
for four dimensions can be used to achieve higher rate per dimension for the same
maximum signal energy and signal separation. Comparison of APSK to the capacity
bound showed that rate gains of up to 1 bit per dimension might be achieved by
four dimensional design. Computation showed that extending the cubic lattice
throughout the allowed signal region could gain up to 0.58 bits per dimension.
From Figure 6, the better designs at higher EY/2/d actually gain 0.35 bits per
dimension. Computation also showed that use of the alternate vertex cubic lattice
could gain an additional 0.25 bits per dimension. This is achieved at higher

/ /d and is sometimes slightly exceeded because the alternat: vertex designs are
derived from cubic designs with higher E i/2 /d, having less acidentally wasted volume.
The largest total gain is about 0.6 bits per dimension, which is a substantial
portion of the computed total gain of 0.83 bits per dimension.

Figure 6 also shows how much the two new classes of signal design allow the
energy to be reduced at a given rate and signal separation. Previous computation
shoved that use of the full cubic lattice would allow an energy reduction of 3.L46
dB. As shown by the figure, the full cubic lattice allows the signal energy, E,
to be reduced 1.58 dB at 2 bits per dimension, and 2.58 4B at 3 bits per dimension.
In the computation of the previous section, the use of the alternate vertex cubic
lattice gave a further reduction of 1.51 dB, for a total of 4.97 dB. Actual
alternate vertex designs allow the energy to be reduced 2.90 dB at 2 bits per
dimension, and 3.95 dB at 3 bits per dimension. While the full computed gain
should be achieved at high rate and signal to noise, the actual gains for useful

rates are a significant portion of the possible gains.
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VIII. FOUR DIMENSIONAL SIGNAL RECEIVERS

For equally probable signals, the receiver should select that member of the
transmitted signal set which is closest to the received signal. This can be done,
in general, by computing the distances betweer the received signal and all the
members of the signal set, and has been suggested for four dimensionel designs by
Welti and Lee X . This complexity is obviously not required for APSK, and for
the cla.s of designs using the extended cubic lattice, since each dimension can
be detected independantly. In the full cubic lattice designs, the results of
four one dimensional receiver operations are used to decode the signal message.
Distance computations can reduce the error probability, when errors cause the
selection of lattice points beyond the allowed signal sphere,

The receiver for the alternate vertex cubic lattice is only slightly more
complex than the receiver for APSK or the full cubic lattice. The receiver
operation will first be outlined, and then explained in detail. The receiver
initially detects the signal operation in each dimension, as if the signal set
were the full cubic lattice with signal separation 21 2 . The detection process
makes a primary decision, defining each orthogonal signal to some multiple of
21 2 , and also retains 3 bits of secondary information, indicating which of the
four orthogonal signals has the largest error, and in what direction. If the
primary decision lattice point is verified as a member of the alternate vertex
cubic lattice by the parity check, it is accepted as the correct transmitted
signal. If the primary decision lattice point is not a member of the alternate
vertex lattice, the transmitter signal closest to the received signal is one of
the primary decision point's eight neighboring alternate vertex lattice points.
These lie at 121/2 along each orthogonal dimension form the primary decision point.

To understand the decision regions and the effect of noise, refer to Figure 7.
If the error in each orthogounal signal is less than 21/2/2, the transmitted sigral
is correctly defined by the primary decision. The primary decision region is the
decision region of a point in the full original cubic lattice. If one orthogonal
signal has an error greater than 21/2/2, and the other three signals have error
less than 21/2/2, the primary decision selects a point which is not a member of

26
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the alternate vertex lattice. To attempt the correct decision, the original
cubic lattice decision region must be sugmented by portions of the original
cubic decision regions belonging to deleted neignbor points. The deleted point
indicated by the primary decision is equally distant from 8 neighboring alternate
vertex points, lying at t21/2 along the four orthogonal axes, and the 8 required
alternate vertex decision regions intersect at the primary decision point. The
needed Jecision information is the error vector from the primary decision point
to the received signal. '

The decision region of a signal includes all volume closer to + .at signal
than any other s.gnal. This decisicn rule can be implemented by (1) retaining
the error vector, (2) adding it to the primary decision point, (3) computing the
exact distances to the 8 neighbors of the primary decision point, and (4) selecting
the signal with smallest distance to the received signal. An equivalent computation
(1) takes the scalar or dot product of the error vector with the 8 displacement
vectors between the primary decision point and the neighbors, and (2) selects tue
signal lying in the directiocn closest to the error vector, that is, selects the
signal with the largest scalar product. Since the 8 neighbor signals lie along
the four orthogonal signals defining the four dimensions, this is the equivalent
of choosing the signal in the direction having the largest estimated error, accord-
ing to the secondary informetion provided by the reciever.

We further discuss the decision regions, and the causes of a receiver error.
Since the minimum signal distance is 2, The receiver always selects the correct
signal when the error is less than 1, the radius of the hypersphere contained in

the decision region. The primary decision is correct when the error magnitude is
less than 2l ?2in each dimension, since this defines the full cubic lattice
decision region. As can be seen from Figure 7, if the error in any dimension is
greater than 21/2, or if the error in each of two dimensions is greater than
21/2/2, the received signal is closer tc an incorrect alternate vertex point
than to the correct one, and the zorrect decision is impossible. The receiver
sometimes selects the ~orrect signal for error magnitueds between 1 and 21/2,

since the decision regions extend tEl 2 along the orthogonal signal directions.
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Primary decision errors are corrected by the secondary decision wnen the
megnitude of the apparent error (from the incorrect primary decision point to
the received signal) is largest in 'i;he orthogonal direction ¢f the correct
signal. Suppose that the actual error vector, between the transmitted signal
and the received signal, is (el s & s e3 ’ eh). When the primary decision is.
correct, the receiver secondary information designates the largest actual error.
When the primary decision is in error, the secondary information is based on the
vector between the incorrect primary decision point and the received signal. If
the largest error is greater than 21/ 2 /2 and less than 21/ 2 , and all the other
errors are less than 21 2/2, the primary decision is in error, but there is a
possibility that the secondary decision is correct. The receiver will estimate
the error magnitude in the direction of the actual largest error as 31 = P.l/ 2 - Ieil s
rither than e but the other hiree error estimates are correct. If the lergest
S e,y

error in in the first dimension, the estimated error is (
'31| - o1/2 -Iell is incorrectly estimated. The secondery decision produces the

N )}, where

correct signal when the estimated error is largest in the direction of thecorrect

signal.

~N
lell > !ezi
A
|el| > ,e3,
A
'e]_l > Ieu,

1/2

Using re‘ll =2 -,el| » the requirements for a correct decision are

1/2
Je l +lel<2 ™

1/2
,ell +legl< 2 /

1/2
|el‘ +'eh|< 2 /

31
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Allowing the largest error to be in the second, third, ar fourth dimensions
gives three additional equations.

e. +e < 21/2

In agreement with the verbal discussion, there is an error if any e, > 21/2 .

or if any two e, > 21/2/2, and there is no error if all e; < 21/272.

If the inequality is replaced by an equality. each equation defines four
decision boundaries in two dimensions, one boundary corresponding to each possible
selection of signs instead of absolute values. The decision boundaries Jdescrim- -
inate between a signal and its four neighbors in some piane, as shawn in Figure 7.
The six equations ¢ respond to the six different sets of two dimensional planes

in four dimensions. Each boundary of the form e + ej = 21/2

, for signed e and
e‘_j » DPlaces one constraint on four dimensional space, and so defines a three
dimensionai Jdecision region boundary, Taken together, the six equations each
with four sets of ~igns define the 24 three dimensional boundaries of the four
dimensional decision region, so that there is one boundary for each neighbor.
The probability of a correct decision can be computed by integration of the
four dimensional probability density over the four dimensional decision region.
It is assumed that the orobability density i< independant gaussian with eq .l
variance in each dimensZon. These computations have not been performed, but
related results appear in the literature 1k, 15. The correct decision probaoility
can be undertsounded by integrating %¥° probability density over the spherical

region ¢ radius 1, the undertoua~ -. he decision region. This spherical region
2
p!

2 e 2
+ e, + eq‘ + e < 1, so that the variable X2 has the
chi-square distribution

19 and the integral is tabulated 20 .

2
is defined by X = e

7]



XIX. CORCLUSION

In bandwidth compressive modulation, increased signal energy is used to
achieve higher transmission rate. Familiar multilevel amplitude-phase shift
keying (APSK) was shown to be an inefficient signal design in higher dimension,
compared to the capacity bound. Four dimensional designs were shown to offer
some potential imprcvement, and two new classes of four dimensional designs
were introduced. Each class was devised to correct one of the faults of the
PASK design. The first class of designs extends the four dimensional cutic
lattice throughcout the hypersphere bounded by meximum signal energy. The
secaond uses the densest four dimensional lattice, the alternate vertex cubic
lattice, to define the signal points. This lattice provides the cmsllest
decision region volume having a fixed minimum signal separatica. By analogy
with two dimensional results, it is conjectured that alternate ver*ex lattice
signal designs are similar to the optimum four dimensional designs in geometry
and performance. At 2 to 3 bits per dimension, the densest lattice designs
increase the rate t; 0.6 bits per dimension over AFSK, with fixed meximum
signal energy and signel separation. Alternately, they allow maximum signal
energy to by decreased by 3 or 4 dB, with fixed rate and signal separation.
The receivers tor the two new classes of four dimensional signal designs are
very similar to ATSK rece.vers. The receiver for alternate vertex lattice
designs requires a small amount aof additic.al information, the identification
of the si_ nal dimension and signal direction having the largest estimated error.
The new four dimensional signal designs are suitable for the implementation

of bandwidth compressive modulation.
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This report discusses the "Mobile Multiple Access Study" prepared for NASA-
Goddard by TRW, and considers how this effort affects the work planned by NASA-Ames.
The TRW study was performed with limited objectives, budget, and schedule, and is
generally responsive to Goddard's RFP.

The study objectives were:

1) to consider FDMA, TDMA, and CDMA multiple access techniques, and to select the
best based on terminal cost, operating proceeaures, system capacity, and satellite
complexity and cost, :

2) to describe the system using the selected multiple access technique, including
hardware parameters and operation proceedures, and

3) to design and estimate the cost of the mobile terminals.

This study is part of the Public Service Communications Satellite development,
and several important system constraints are given in the RFP. There is a single
channel per terminal, implying single channel per carrier, and continental US cover-
age is required. The transmitted signals are as follows;

1. Voice: Narrowband FM, BW = 10 kHz, C/N = 47dB-Hz
2. Data: PCM-FSK, 75 and 300 bps, E/N, = 10.3 dB
3. Fax: 1200 or 2400 bps, E/N, = 8 dB.
Possible system configurations include;
1. several or multiple fixed beams
2. UHF or L band
3. user to user/ user to central station with connection to an
existing network.

The selected multiple access technigue is FDMA, because of its simplicity and
greater voice channel capacity. FDMA's simplicity is reflected in lower terminal
cost and less complex operation. Although the comparison of multiple access techni=-
ques is not given in the required parametric rorm, TRW's reviews of the techniques
are of interest. For FDMA, a random access order wire and central station frequency
assignments are recommended. As in SPADE, the carriers are voice activated to save
transponder pover. It seems generally accepted that FDMA is the simplest and most
efficient multiple access technique.

TDMA and CDPMA require a digital voice modulation, rather than the specified FM.
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FDMA is optimum for digital modulation as well as FM, and FDMA/FSK is used in
INTELSAT's well known SPADE system. Although SPADE used T bit PCM and QPFSK, contin-
uously variable slope delta modulation is more nearly competitive with FM, which is
considered best. Delta modulation is less gensitive to errors than FCM; and there
has been LSI development for both techniques.

The TRW discussion of narrowband FM is <omewhat puzzling. TRW uses Carson's
rule for the bandwidth of wideband FM, and the signal-to-noise improvement formula
for wideband FM, in the discussion of narrowband FM. " It is well known that the band-
width of a narrowband FM signal extends from the carrier to plus-and-minus the high-
est baseband frequency, exactly as in ordinary AM. Narrowband FM has essentially the
same signal-tc-noise performance, at high signal-to-noise ratios, as ordinary AM.
This is why wideband FM is most frequently used. The apparent reason for using narrow-
band FM is to reduce voice channel bandwidtk in the satellite transponder. The given
bandwidth of 10 kHz can be interprzted as twice the highest voice frequen~y (lLkHz),
plus a guardband (2kHz). TRW allows 25kHz per voice channel, apparently 10 XHz fur
the modulated voice and a 15 kHz guardband. It is possible to reduce the transponder
guardbands and bandwidth, or to use wideband FM (B =h, B¥ = 20 kHz), or to use
digital modulation. ’

The study presents a user traffic model, and concludes that 72 multiple access
channelscan accomodate 1,200 heavy users or 10,000 light users with one-tenth of the
attempted calls receiving a busy signal. 28 channels are perzanently assigned to
very heavy users. The user model defines a heavy user as one making £ive ca2lle =2
ten minutes duration, in an eight hour day. A light user makes two three rinute calls.
No actual data are given, and this loading seems optimistic. The call attempt rate
parameter, ﬁ » is incorrect on page 3-2, and correct on page 3-5.

The FDMA system design has several interesting results. Systems are described
using a single beam, four time zone beams, and eight north-south time zone beans.
Although the eight beam system accomodates 40O rather than 10C voice channels, the
power and weight requirements favor the four beam system. UHF rather than L band is
chosen simply for a 6 dB reduction in path loss. There are no linear, space qualif-
ied UHF amplifiers available, and TRW has submitted a proposal to develop one, which
would use twenty-four transistors in parallel. Using a K; band downlink to a central

38




station would save UHF bandwidth.

Block diagrams end cos’ esti~atec are developed for FDMA, TDMA, and CDMA mobile
ground terminals. The costs for full capability (transmit, receive, multiple access)
FDMA, TDMA, and CDMA, terminals are $1,900, $2,500, and $2,500 per unit for 10,000
units. About two-thirds of these costs are for component parts. The quoted costs
exclude the R&D and production design cost, which is estimated at 2 to 4 million
dollars, or an additional $200 to $400 per unit for 10,000 units.

TRW considers the following topics worthy of further study;

1. steerable mobile antenna

2. spacecraft UHF multibeam antenna

3. 25 kHz transponder filters, surface wave acoustic
4, UHF linear transponder (proposal submitted)

5. automated network control

6. cor’ "l system design, queing, priorities

7. multipath and RFI ‘

8. passive IM

9. transponder Ii

10. multipaction (low pressure electron resonance)
11. Ky , K, band mobile equipment

12. user traffic model

13. +tolerable delay and busy

14, A/J requirement

15. privacy requirement

16. voice quality requirement

In view of the major emphasis on system configuration and terminal hardware in
this study, and the fact that FDMA/Fi is generally acc=pted to be superior for large
numbers of users, it was useless to wait for these results before issuing the Ames
RFP.

The interesting question seems to be, "How close can digital voice approach FM?"
While FM is superior in both EIRP and bandwidth requirements, digital voice has useful

features that might counterbalance its disadvantages. Assuming that the Public
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Service Communications Satellite will have a mobile service tramsponder designed
for FDMA/FM, Ames should investigate the possibility of a compatible digital voice
experiment, perhaps using laboratory rather than fully packaged equipment.

There are several reasons that digital voice should be considered;

1. gradual conversion of land line links to digital
2. cost reduction for large quantities by LSI development
3. digital voice compatible with data
4. digital voice easily scrambled for privacy
5. delta modulation more tolerant of marginal signal-to-noise
6. digital can use regenerative satellite repeaters, in later
applications
7. digits® modulation can be made narrow band by bandwidth compress-
ive modulation
FM is a wideband technique, suitable for the older generation of power limited sate-
llites. Current satellites are bandwidth limited, as indicated by the choice of
narrowband FM. If high power is available, bandwidth compressive modulation ( eight
phase, etc.) can reduce digital bandwidth below that required for narrowband FM.

The first step in planning a compatible digital experiment would be to compare
rM, PCM, ani adaptive delta modulation parametrically, varying signal-to-noise ratio
and bandwidth. FM would be considered at various quality (signal-to-noise) levels
and modulation indizes, including narrowband. ICM and delta modr lation would be
considered at various quality levels(bits per sample, error rate) and with different
RF modulation methods (QPSK, MSK, eight-phase). The TRW study assumed narrowband ™,
and selected FDMA; this study would assume FDMA, and compare voice and RF modulaticn
techniques, for equal subjective voice guality.

The second step would consider the imract of the different modulation methods
on system design. Given some fixed path loss ani mobile and satellite G/T, link
calculaticns would be performed to determine mobile and satellite power. The effect
of transponder intermodulation must be considered for the different mcdulation tech-
niques. Although the tctal transponder power and bandwidth would be determined by
the FDMA/FM design, it is possible to have a digital experiment at different voice
channel power and bandwidth than that of the FDMA/FM design. Several FM channels

could be occupied by one digital channel, and digital carrier power could be reduced
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by tone loading the transponder. Narrow band, high power digital channels could

be used by leaving some of the transponder bandwidth empty. )
The last step in designing a digital experiment depends on the final design of ’
the Public Service Satellite transponder. During the earlier steps, considGeraticn
shéuld be given to the possibility of designing a competitive digital system. It
may be that considerations of privacy, transponder intermodulation, or UHF amplifier
design will indicate the need for an apprcach other than the familiar FDMA/FM.

A
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This report will review the power budgets suggested for land mobile communications
by several sources, and will briefly describe three recent papers describing voice
modulation techniques. '

The system configuration of a satellite mobile communication system provides
necessary background for the study of modulation and multiple access methods. We
should consider if such a system is feasible, if it is EIRP or bandwidth limited, and
if modulation and access methods affect feasibility. We will examine the parameters
suggested by several sources, including Sam Fordyce of NASA headquarters, the TRW
study done for NASA Goddard (and previously reviewed), the STI proposal, and the PSCS
brochure published by NASA. The parameters used in a recent demonstration by Dr. James
Brown of NASA-Goddard are given for comparison.

Both the up-link and down-link will be in the 800-947 MHz UHF band, ard the same
antennas will be used for both. Because of the limitation on spacecraft power, the
dowr~-link is more critical. Table I gives the down-link buagets from the different
sources. Calculated parameters, indicated by parentheses, were found using formulas

in the ITT Reference Data for Radic Engineers. The power budgets are similar, due t6

common assumptions.

The satellite antenna could be 15 ft, providing 30 dB gain and continental US
coverage, if 20-30 4ATW transponder power is available. The TRW budget shown has an
antenna for each time zone, and 2.6 dB more gain. The mobile antenna gain of 3 dB has
been a ground rule of these studies, but has been questioned by TRW and STI. High
gain mobile antennas would ease down-link pcower budget problems, but would increase
mobile receiver ccst. Servo controlled tracking dishes (1.5 £ - 10 dB) or Yagi arrays
(0.5 ft -~ 7 dB) might be workable. A better system might be several directional
antennas, with the strongest signal selected electrcnically, or even an electronically
phased array. The antenna cost should be less than a few hundred dollars.

For the modulation used, the bandwidth ' aries from 10 %o 25 kHz. For a 25kHz
allocation, including guardvand, L }MHz provides 160 voice channels., The power required
for each active voice channel varies from 3.2 to 12 Watts. By removing power from
inactive voice channels, as in SPADE, the average power can be reduced 60% or L dB,
and noise is also reduced. Since 40 to 200 voice channels are required, total

transponder power is very large.
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The power budgets, and experiments, show that some mobile service can be provided.
The question of feasibility reduces to the co3t jer voice channel. Sam Fordyce
estimates the cost of satellite and launch to be $20 million, énd operating costs
f&r ten years life at $16 million. Tie TRW study found that 100 voice channels can
accomodate 28 preassigned users with 1,000 heavy demand assigned users or 10,000
light users. Emergency only access or very expeans.ve access would increase the
total number of users greetly. There are about 300,300 mobile telephone users aud
10 million CB users currently. Commercislly available land mobile radio now costs
$1,000 per unit, and TRW estimated that satellite mobile units would cost $2,5C0 if
10,000 units were produced. The cost of the mobile uaits, for 10,000 total, exceeds
the satellite cost. Costs of constructing and operating a central control station
have not been estimated.

The large total cost of land mobile stations has apparently dictated the use of
a simple land mobile antenna and of the UHF band. It has bcen noted that a high gain
mobile antenna would allow a smaller spacecraft antenna ana less transponder power.
With two high gain aatennas of constant aperture, the net free srace loss minus the
antenna gains decreases 6 dB as the frequency is doubled. This further eases the
spacecralft design, at the cost of higher antenna surface tolerance and :.ure expensive
RF equipment. These options appear closed.

Under these constraints, the spacecraft design problem reduces to selecting thre
proper mix of artenna gain and transponder power to acnieve the required ZIRP per
channel and number of channels. Linear UHF transponders for spacecraft are no
currently available, but should be at least as efficient as those in higher bands.

A reasonable system should probably use antennas as large have been used, 30 ft,

which would gain 6 d3 over the system in the {irst column of taule I. Voice activation
gains snother 4 dB, and the power required for 100 chanels is 100 W. This is simi’

to the values given in the second column, by TRW. An adequate system is feasible.

The limited availability of UHF bandwidth and the engineering limits on EIRP
provide two limits on the system. The power budgets indicate that both FM and
digital techniques provide the required voice channel power and bandwidti.

We next consider three papers that consider modulation tachniques for lrnd mohile

volice comnmunication.
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Bruce Lusignan of Stanford has just completed a study of modulation and voice
processing for land mobile radio, funded by an FCC UHF task force. FM and SSB are
compared. The commercial land mobile systex is FM, with As =1.7. The voice band-
width is 16 kHz, and channel spacing is 20 to 25 kHz. Acceptable voice quality is
achieved at 15 to 30 dB output SNR, with 30 dB the target. Using the current system
as a2 starting pcint, it was found that sylabic amplitude companded and frequency com-
pressed SSB can reduce voice bandwidth to 1.7 kHz, and channel sepasation to 2 - 2.5 kHz,
a 10:1 reduction. In the 15-3C dB SNR range, the peak power of SSB Is about equal %o
FM, and the average power is about 6 dB less.

Sylabic corvarding uses a nonlinear emplitude transfer function to reduce the
natural amplitude variations of spee~h by 2 t0o 1 on a log scale. Companding reduces
the variability of thre speech SN?. and gives an apparent 15 43 improvement in the
system tested.

The speech coztrression system “olds the higher frequencies over the lower frequen-
cies, reducing powver ané bandwidth to A0% of that normally used. Because the human
voice usually produces either low freguency vowels or high frequency consonants, higﬁ
quality voice results. This is a new invention of Harris, Cleveland, and Lott, and
uses straightforward analog circuits. There is no escription of this system, and
the method or distinguishing the Liigher and lower frequencies is not obvious. Possibly
two quadrature modulated SSB signals zare used.

Both amplitude compandirg and freguency compression are done ai baseband, and
can be used with any modulation. The gains of amplitude comgz.d3ng are larger for
SSB than FM at the low SNR's used in land mobile radio. The scudy concludes that
SSB should be used berause of its lower bandwidth requirement. The cpecial SSB
equipment wculd add $100 to 3300 to the current inntalled land mobile unit cost of
$1,000. The ¥CC introduction to this study mentions that there are requests for
four or five times the available cpectrum in the 250 to 947 MHz Yard.

At NIC 77, Welti and Kwan of COLSAT compared voice signal processing, mcdulation,
and 1 utiplexing, methods fcr sate lite telephony. Although SCPC was excluded, the
ctudy i usetul. Tihis paper includes the familiar FM and digital methods - FM, comp-
anded FM (CFM), L and 8 ph~-- S, PCM, adaptive PCM (ADiCif), delta modu® tion (DM) -

1long with some less familiar methods. Nearly-instantaneous--ompaniing {NIC) is a
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is a method of adaptively scaling PCM samples. Variable slope delta moduiation
(VSDM) is reported to give good speech quality at 24 to 32 kbps and 10.3 errcr
probability. In two-pulse amplitude 2nd phase modulation (2P-APM), two separate
pulses are transmitted for each sample. Four dimensional quadrature amplitude
modulation (4D-QAM) aliso uses two pulses, ‘but bas discrete amplitudes and phases
and is designed a ‘our dimensions.

FDM and TDM mu'tiplexing methods were considered, both with and without
time assigned speech interpolation (TASI) for FDM and digital speech interpolation
(DSI) for TPM. For FDM, the required c/mo for CFM, 2P-APM, PCM/PSK, or RCM/LD-QAM
is about 60 dB/Hz. 2P-APM has the narrowest bandwidth, with CFM and PCM/LD-GAM
requiring 527 more bandwidth and FM and PCM/PSK requiring up to 100% more. Some
interesting techniques were considered only for TCM, and not FDM. PCM/NIC, DM,
and ADPCM require 4 3B less C/No than CFM or PCM. DM and ADICM could operate
satisfactorily with a further 2 dF power reduction. For these types of modulation
with PSK, the Landwidth is about the same as 2P-APM, the narrowest techaique studied
for FOM. ULD-QAM reduces the baniwidth another SO7.

Although the results of Welti and Xwan aure not for SCPC, they scem to indicate
thut digiial methois are quite competitive. The use of four dimensicnal, twec pulse,
signal desiga for bandwidth compression is interesting, and is similar to a previous
suggestion for research at NASA-ARC.

Campanella, Suyderhcud, and Wachs compared ri, CFM, ard DM for SCFC in the
March 1977 special issue of the IEXE Proceedings on satellite communications. This
article is important to the current study to be awarded by NASA-ARC, and GE and Ford
reference it .. their proposals.

The paper discusses SCPC/FM performance in detail. A FLL receiver e :terds

l:e FM threshold about 2.5 dF at 8 3. Pre-emphasis/de-emphasis gives a net
improvement of about 5 dF. Sylabic companding provides ygiins from a few 4B for
wideband FM ( & =9.3) up to 20 dB for narrowband Fil { & -2.7). Because the compandor
is not instantaneous, there is a noise burst after each speech burst. This "hush-hush"
noise is estirated to cause a ¢ dR degradation. These values were used to compute
the theor:tical FM performance,. .

SCPC/DM performance was also calculated, with BFSK and QISK modulation. Digitally

controlled-slope ieita nodulation (DCiM) is used, rather than continuously variable
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slope delta modulation (VSDM). Both methods adaptively control the delta mod-
ulation step size.

Subjective tests were made by comparing degradati %o those produced by
Gaussian noise. The experimental rosults had reasonable agreement with theoretical
results. The experimental curves of subjective noise vs C/NO for CFM and DCDM
are very close, The theoret. :al performance of CFM and DCDM is also quite close, as
shovn by a table of the theore ical C/N° at nearly equal bandwidths and a Tixed
ncise level. ;

Campanella et. al. conclude that, because performance is similar, the choice
between CFM and DCDM can be made based on ether factors. DCDM is somewhat better
than CFM in intermodulation suceptability. The DCDM voi e digitizer is not suitable
for data transmission, but the BPSK or QPSK modulator can be used directly. DCDM is
better than CFM in speech burst detection for speech interpc.ation, and has greater
immunity to carrier freguancy jitter.

These results confirm tiie conclusion of the review of power budgets, that
FM and digital mcdulzticn could both provide the required power and bandwidth
for a satellite land mobile system. lowever, both power and bandwidth constraints
are tight enough to make the system feasibility marginal. The Lusignan study
raises the question of SSB modulation, which has bocth reduced average power and
the minimum possible bandwidth. As SCPC requires 2z linear transponder, SS3
might be useable.
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‘This section, A, prietly describes the contents of this final report for
contract NAS2-y(02. A previous final report, now designated the interim final
report, was delivered in July, 19y8. This earlier report described research
in transtorm conditional replenisnment, Landsat image compression, and satellite
communications. ‘The contract was first modified to inciude additional research

in tnese three areas and in the new area 0t simple systems. The contract was

later modified again to delete tne additional research in Landsat image compression

and in satellite communications, and to nave reduced additional effort in condi-
tional replenishment.

This report contains four further sections. Section B contains the study
plan, systems survey, and literature search resuits for the simple systems study.
Section C describes an investigation into the performance gain for nonstationary
image data. The results bound the performance of simple systems. Contrary to
the usw assumption, the gain due to nonstationarity is small. Most of the
performance gains ot adaptive, variable rate compression systems can also be
obtaine’ for stationary data. Section D describes the computer programs and
tne cor)ressed video datas availaole on the SEL 32. The conditional replenishment
syste. that was simulated under this contrsct was described in the interim final
report, and the simulation program used is a SEL 32 version of the previous
program. Section E consists of the published versions of two papers that were
inctuded as typed versions in the interim final repurt.

Additional work in video compression should be done at NASA-ARC. Three
specific areas are simple systems, conditional replenishment hardware, and
publications.

The question of the cost-effectiveness of video compression was considered
in the proposal for the additional statement of work, July 28, 19(5. Only =
few points will be repeated here. Theoreticael knowledge and cost of hardware
1or video compression define several distinct systems, with different cost,
transmission rate, and quality. Conditional replenishment has the highest cost,
and tne lowest transmission rate (1/4 to 1/2 bits per pel) for acceptable quality.
NMher sys* .8 may be more cost effective. An intraframe compressor witn variavple

. lizited buffering has lower hardware cost , and medium rate (1 to 2 bpp)
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for acceptavle quality. T-e least expensive fixed-rate intraframe compressors,
sucn we adaptive deita modulation, provide acceptable quality at higher rates

(2 to % bpp). These systems are all compativble with digitali links, error correct-
ing coding, and encryption, but the simpler systems would not pe major cost
components. Simulation and development of simple systems is desireaole.

The simulated conditional replenishment system is buildable and effective,
out. modit:cations can be made. The [ and Q color signals are not tested for
mode determination or for cnanges in time, put simulation artifacts maxe it
obvious that tne hardware snould make these tests. An extensive range of modes,
quantizations, and change thresnolds has not been simutated, since they will be
optimized in hardware. Some of the features of tne simulation are arbitrary, and
can be enanged. Examples include the refresh by lists, and tne absence ot directed
rerrest, tfor recent cnanges with lower quality. Fundamental changes, which may
introduce unanticipated artifacts, should be simuiated.

The NASA-ARC video compression project nas made many deviations trom tne
direct approacn of simulating, designing, fabricating, and testing tne conditional
replenisnment hardware. The only justification for tnese diversions is that they
improve tne final product. Conditional replenisnment nardware must be obuiit and
demonst.rated.

The current video simulation nas not veen presented in a paper, aithougn
an earlier system was described and video tapes presented at two conferences.

It new video material of suitable lengtn and quality can be obtained, a paper
snould ve miven. Otper potential supjects for papers iunclude the quasi-cosine
transtorms, Landsat taple look~up compression, nonstationarity of video data,

aud bandwidtn compressive modulation.
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I. Simple Systems Study Flan

task II ot the additional statement of work is to review the simple systems
described in the literature, and to simulate some of the most promissing. The
respousive proposal indicated that an inexpenrive compressor would use only
intruframe compression, and stated that it was unlikely that any inovation could
be tound in the well studied area of predictive or DKM compression. The proposal
also noted that combinations of two different methods, such as hybrid or dual mode,
were often superior to single methods.

The literature review for simple systems has indicated an interesting approach
to the design of compression systems. The non-stationarity of video data is a
well known design problem. Various ad-hoc design methods have been developed to
deal wilh non-st-tionarity, such as adapbive predictors or selected guantizers,
but the basie design is usually made for an assumed average stationary source.
Berger's work on composite sources (1), and the developement of universal coding
by Ziv (2), Davisson (3), and others suggest that compression systems be designed
specifically for non-stationary data. Since the source statistics vary widely,
the compressor should include widely different techniques. This theoretical work
explains the effectiveness of earlier systems combining differ-nt methods, and
suggests further developement in this direction.

The objective of the simple systems study is to devise a highly effective
intraframe compression system, using 1i tle memory. The approach is to use the
non-stationarity, by combi ing several different basic teckniques. The use, and
rer'inement,of Berger's mcdel should make this work new and interesting.

''he simple systems study consists of three phases. The first is a general
literature review, the second is theoretical and experimental work leading to a
video source model, and the third is the selection and simulation of various
candidate systems,

The literature review is divided into three topics, systems, universal coding,

and non~stationary sources.
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1I. Basic Compression Systems

In this secuion, basic compression methods are reviewed from the point
ot view of complexity ard pctential performance. The purpose of a teleconfer-
ence video compressor is to reduce transmission rate as much as possible, while
maintait ‘ng the desired quality. This is accomplished by removing redundancy
from the data, aad by introducing unobjectionable distortion. Greater compression
requires greater complexity, measured in memory size and number of computations.
Since the video image samples have correlaticn in the scan line, between lines in
a frame, and between frames in time, the potential compression can be increused
by increasing the mewory span to include previcus samples, lines and frames.

Since the video source is nonstationary, requiring varying rate for constant dist-
ortion, a long memory span is also useful for trading bits within a frame to
maximize overull quality.

The amou. ¢ of data required for the compression computation is an approximate
indication of system complexity. Various general compre;sion systems are listed
in Table 1, according to the compression data span. This table includes most
of the ~ifferent basic iniques in the literature. The major headings 1, 2, and
3 indicate wether the - 1 span is samples, lines, or frames. The subheadings,
A,B,C,D,E, indicate the . "fereut const-aints placed on the data span, single
sample, past samples, variable sample span, fixed block sample span, or moving
. =d length sample span. Single sample systems can not remove any redundancy,
und are used after other compression techniques. For example, transform coeffic-
ients are usually quantized with reduced range, and DPFCM values are quantized or
Huffman coded, Past sample in-line systems, such as DPCM and delta modulation,
are the simplest systems, and have been studied since the 1950's, Variable sample
span systems are also conceptually simple, but produce variable put. rate per
sample, The fixed block techniques are more powertul than past sample techniques,
but often introduce block edge artifacts., ILike fixed block techniques, moving
window techniques ir!rcduce delay so that future samples are used, but edges are

avoided.
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These nechnigues can be extended to several lines or several frames. Some extensions
are familiar, such as two and three dimensional DPCM and trausforms. Line and
frame repeat are degeneirate cases of differencing or transforming, in which the
ditference ¢ needed coefficient data are not transmitted. Contouring is the
two dimensional analog of identifying line sample groups with simiiar values,
as in run length ¢ ling. The three dimensional or time analogs are conditional
replenishment or motion predictior, which identify two dimensional regions thet
persist f¢~ some variable time span.

Table . emrhasizes distinctions made using the data span req. i. The
three vertical divisions indicate the amount of data in memory, while the horizontal
divisions indicate the data span used in the compression calculation. These are
two busic indications of system complexity. The memory re- :irement is equal to
the data span required in future computations, wvhile the computation complexity
is proportion: . to the data span used in each calculation, for example tne transform
blecek size. Similarly, the data span is an indication of potenticl performance.
The use of many previous in-line samples gives little gain over the use of one
previc s sample, but the use of sample.s; in adjucent lines and frames gives sigairicant
additional compressicn. The brute force approach to increasing compression is to
include more redundancy in the computational data span. Even when additional
lines and frames are included in the memory span, the useful computational span
remains local.

There are several other important bases for classification of compression
systems, including fixed rate/variable rate, and fixed method/udaptive method.
It is realized that the above discussion of different systems is very brief.
Further discription of basic compression systems will be giver. as part of the

selection of the systems to be simulated.

s
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III. Universal Coding

ihe theory of universal coding is useful in the compression of video data,
even though video data is nonstationary, and universal coding usually assumes a
~taticnar’ <ource. Davisson and Grey (k) have written an excellent review article.
“ise classical Shannon theory defines the rate distortion bound for source compression,
*-~en the source statisties are known. Universal coding considers the problem of
encoling any one of a class of sources, each with different statistics. Many of the
proofs of universal coding theorems are constructive rather than existance proofs,
and give insight into the design of practical systems.

Universal coding techniques are usually classified as fixed rate or variable
rate, and as noiseless or having a fidelity criterion. We first consider fixed
rate universal coding. Sakrison (5) found that, if the average distortion is
constrained for all possible sources, the fixed rate required for encoding an
unknown source is the largest rate that would be reguired for any possible source.
For fixed rate source coding and bounded distortion, the required rate is that of
the worst case source. Ziv (2) examined the distortion of fixed rate systems, and
found that universal codes can be constructed to achieve the mimimum attainable
distortion for the true but unknown source. For fixed rate source encoding, Sak-
rison showed that the rate must be sufficient to encode the worst source with the
allowed distortion, but Ziv showed that the distortion for any source need be no
worse than if the exact source statistics were known. Universal codes are those
that achieve a bound for knon statistics, even when the exact statisties are not
known in advance. Neuhoff,Grey, and Davisson (6) present a unified theory of
fixed rate universal coding. Different definitions of universality, and different
conditions on the class of sources are considered.

Davisson (3) gave a full treatment of universal noiseless coding, and first
defined the different types of universality. Ziv's universal codes can resuvlt
in a chosen fixed rate thet is greester than the message entropy (the rate required
for noiseless coding) for the actual source. Using the difference in noiseless
transmission rate, Davisson showed the existance of variable rate universal codes
that achieve the minioum rate for noiseless coding for any unknown source in a

class of sources. For fixed rate noiseless coding, the transmission rate must

C -3 5
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be greater than the entropy ot the worst source, as in the fixed rate, bounded
distortion result ot Sakrison.

Viriable rate universal coding with a distartion criterion has been examined
in wore recent papers by Davisson, Pursley, Makenthun, and Keiffer (7,8,9,10).
the different types of universality first introduced by Davisson are considered.
Universal codes exist which approach the minimum rate for the actual source
selected, while nol exceeding a fixed distortion.

irey and Davissen (11) give a simple universal coding thearem. Suppose
there is s class of sourc2s producing symbols ir some alphabet, so that each
source has different symbol siatistics. The number of possible sources in the
class, m, is finite, and one of the sources is selected iritially. The source
coder reproduces the source alphabet symbols using scme reproduction alphabet.

A distortion measure defines the average distortion between the source symbols
and the reproduction symbols, and each possible source can be coded according to
its own rate distortion bound. That is, for any distortion, D, there exists a
code book with rate less than or ¢ .,ual to the rate distortion bound R(D), if the
nunber of symbols, n, in a coded block is sufficiently large. Since the nuaber
of possible sources is m, the codewords in each source codebook can be augmented
using log, m bits to indicate which source codebook they belong to. The source
coder enc;des a block of n symbols using the shortest augmented codeword in any
codebook. The rate is increased by n-1 log2 m bits per symbol, and this incresse
approaches zero for lacge n. fhrs the rate distortion bound, which is defined for
large n, is achieved for any possible source.

The uncertainty about the actual source requires added information transmission,
which caus2s 1he rate to approach the rate distortion bound more slowly as n
increases. I7 the class of sources is infinite, as it would be if indexed on a
con.inuous parameter, the distortion measure can be used to divide the class of
sources into gcubclusses, such that each can be coded using a single code that
nearly achieves the rate distortion bound for all members of that subclass. If
the number of subclasses is finite, the sbove proof holds.

The proot's of universal coding theorems all use a similar fundamental
approach. The message describing a source symbol block is divided into two parts.

The t'irst part lidicates the method of encoding, and the second part contairs the

6
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encoded data. The method of encoding is indicated in two different ways. In
constructive proofs, the source statistics neeled to define the coding method

are estimaced and transmitted. For example, the probabilities of the codewords
define the Huiftman code. Existance proofs are similar to Shannon's original
proot's of the channel-coding/capacity theorem and of the source-coding/ rate-
distortion theorem, in that average or typical codes are shown to achieve the
bounds, but no construction method is given. The theorea proof outline given
above is an existance proof, because good codes for each vossible source were
assumed to exist, and used in the universal code. In both constructive and
existance proofs, the overhead of the first part of the message, used to indicate
the coding method, is negligible for large source symbol blocks.

The universal coding canstructive proofs use some interesting idees. An
early method was suggested for run length compression by Lynch {}2) and Davisson
(13), and was later considered in more depth by Cover (14). Suppose that only
a small number of the original data samples in a fixed block are to be transmitted.
This information can be transmitted as the number of samples used, the loeation
of the samples, and the value of the samples. The number and values are directly
encoded, while the location is encoded as the list ordering of the correct permu-
tation of q samples in n possible positions. If the alphabet size is p, the

transmission rate for q symbols trarnsmitted out of a block of n is

R =n"" (log, a + log, (§) + q log, p )

The first term is regligible for large n, the second term describes equally likely
messages which have no potential coding gain, and the third term indicates a sample
reduction compression gain of q/n.

The histogram method of Fitinghoff was described by Davisson (3), and was
developed belore universal coding. The conditional histogram of data subblocks
is measured, encoded, and transmitted, along with the codeword for the full block
constructed according to the histogram. If the source symbols ere independant,
the histogram does not have to he conditional. For example, the probability of
each fymbol can be transmitted and used to define a Huffman code for blocks of

symbols.

A\
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Ziv {€) used a different method to obtain the first universal coding
results. A block of n symbols is broken up into n/k subblocks of k symbols.
The tirst I difrerent subblocks are directly encoded and transmitted, using
k(log,2 p)I bits, where p is the alphabet size. These I subblocks are used to
construct a table, and subsequent transmissions indicate the subblocks by their
position in the list, using log2 I bits. The total rate is

R:k(].og2p)1+(n/k)1ogzl

This method causes errors if the list does not contain all the required subblocks,
but this is improbable for large I aud n. The effect of errors is reduced if
the closest list subblock is used, or if the table is continually revised.
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IV, NMonstationary Sources

‘he coding of nonstationary sources is a practical problem that has received
little theoretical attention. Berger develcoped a fundamental model for nonstat-
ionary sources (l). A composite source is a finite class of individual sources,
one of which is selected by a statistical switch. The switching probabilities
determine the relative amount of time each source is used. If neither the encoder
or the decoder can be informed of the exact sequence of switch positions, the
composit. source is an unseparable mixture of the individual sources. The average
traction of each source used, and the symbol statistics of each source, define the
statisties of the mixture distribution. The only thing that can be done is to
encode the composite source as one stationary source, having the mixture statistics.
However, if both the encoder and the decoder can be fully informed of the sequence
of switch positions, the rate distortion bound of each individual source can be
achieved. If the sources have very different statistics, the average of the rate
aistortion bounds is more favorable than the rate distorticn bound of the mixture
source. This model will be further investigated and applied in leter sections.

<iv (2) extended universal coding to the problem of encoding any one of a
class of nonstationary sources. This is not the the problem of encoding one non-
stationary source using Berger's model. A fixed rate, unchanging code is assumed.
It is assumed that each nonstationary source is an unseparable mixture composite
source. Ziv finds fixed rate universal codes which achieve, for any selected
source, the minimum distortion obtainable by any fixed rate code for the exact
nonstationary source statistics. There are universal codes that achieve the mixture
statistics rate distortion bound, for any one of a class of nonstationary sources.

Gdrey and Davisson (11) consider a model similar to that of Berger. The comp-
osite source can be considered to be locally stationary, while the switch is in
one position. 1f the switch position varies very slowly, then the universal
coding results for a permanently fixed switch can be applied to the nonstationary
source. The code block length should be short in comparison to the average switch-
ing time. Grey and Davisson later (4) reemphasize that the correct choice of block
length alluws universal coding for nonstationary sources that are locally station-

ary.
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irey and Davisson (4) coded video data (apparently Landsat) using DFCM
with a fixed length code, three different Huffman codes, and a run length coder.
Although the average sample entropy of the differences was 3.3 bits, selecting
the vbest coding method for each block of 64 samples gave a rate of 3 bits per Vo
sample for noiseless coding. A rate distortion bound less than the mixture rate
distortion bound was achieved, because of the effective separation of the subsources
of a nonstationary source. Rice and Plaunt (1%) earlier used a system of three
different Huffman codes on similar data, and considered their results to be near
optimum because they were within 0.25 bits per sample of the mixture entropy.
More recent authors still appear to consider the mixture rate distortion function
to be the appropriate bound for nonstationary sources.

The above work of Berger and of Grey and Davisson provides a new basis for
the compression of nonstationary sources. Nonstationary sources can be modeled
as switched subsources, and the rate distortion of any subsource can be approached,
if the overhead to indicate subsource switching is negligible. Since the rate
distertion bound of a separable composite source can be less than the rate distor-
tion bound of the corresponding mixture source, the consideration of nonstationarity

provides an opportunity to improve performance.

1C
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ABSTRACT

It is well known that the video image source is nonstationary, and the
adaptive compression can obtain improved performanee. In this paper, a comprsite
source model for nonstationary sources is developed. This model illustrates how

the improved rate distortion bound for nonstationary sources is used in practical

design. All the source models assume that the intersample dependancy of the video

samples is removed by a first order one dimensional predictor. The experimental
statistics of a test set of video images are examined to define the parameters of
different nonstationary source models., The performance of adaptive prediction,
adapti-e entropy encoding, and adaptive quentization are examined and compared to
results reported in the literature. It is found that the improvement in rate
distortion bound due to nonstationarity is relatively small, and much of the gain
of fixed rate adaptive systems is achieved by more closely approaching the rate
distortion bound for stationary data. In agreement with quantization theory,
variable rate entropy encoding of quantizer output values closely approaches the

rate distortion bound.
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INTRODUCTION

It is shown in information theory that memory reduces the information rate
or a source. A source with memory can be modeled as a composite source, having
different subsources incorporating the effect of different past symbol sequences
on the next symbol. At any given time, one of the subsources is selected by a
switch. When the rate required to transmit the switch position is included, the
transmission rate of the composite source is equal to the average rate of the
subsources, plus the additional rate to exactly indicate the switch position.

The rate distortion bound is defined by the optimum selection of tne subsource
definition, and of the optimum source codins for each subsource. The composite
source model demonstrates the relationship between information theory and the
common adaptive source coding method of first selecting the best of several
alternate encoders and then identifying the particular encoder to the decoder
using overhead transmission rate.

The composite source model is used in the analysis of adaptive source coda.
for the video image source. The memory dae to the nonstationarity of the MarXxov
model of sample dependance is investigated, rather than the memory due directly
to the sample dependance. If the general form of the data distribution is known,
the first order Markov model for the dependant video samples is defined by thre
mean, variance, and correlation of the samplc.. These determine the Gesign ot
the predictor, quantizer, and quantizer output entropy encoder. The experime: :-
mean, variance, and correlation obtained vsing wide area averages define the image
mixture source, which is the stationary source having the same subsources and
subsource probabilicies as the actual nonstationary source. The rate distortion
function of the mixture source is an upper bound on the actual rate distortion
function, and the mixture source statistic. restrict the composite source model.

Analysis of the mixture source statistics indicates that adaptive predictors
can not obtain any significant imprcvement in rate distortion performence. This
is confirmed by several expe.:ruents., The adaptive image encoders described in the

literature all use adaptive entropy encoders or adaptive quan' izers.
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Experimental results on adaptive entropy encodibg indicate that the putential
gain is less than ten percent, for one test set of video images. Such gains have
been reported previously for Landsat images. Experiments with adajtive quantizers
are also in agreement with reported results that rate improvements of about twenty-
five percent can be obtained. Theory indicates that much of the gain of sdaptive
quantizers is due to more closely approach:- g the rate distortion bound for the
equivalent stationary source, with ten percent due to the nonstationary memory.

(U8
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THE SWITCHED SUBSOURCE MODEL FOR SOQURCES WITH MEMORY

Stutistical duta dependuncy, due either to correlated data or to nonstationary
dutn stutistics, reduces the intormation transmission needed to achieve a specified
fidelity. In this sectien, the switched subsource model for sources with memory
is degeribed. The rate distortion function (rdr) of a source is the minimum trans-
mission rate required to achieve a8 givea fidelity. The switched subsource model
shows how nn improved rdf can be achieved by the identification of subsources,
which incorporate memory of the previous data. The source model is based on Berger's
cumpos ite source with cide information l, and is fundamental in adaptive source
compression and  universal coding. The switclhied subsource modei will later be
developed using experimental image data, and used to design adaptive image compres-
sion systewns,

A composite source, as defined by Berger, is shown in the left part of
figure 1. The boxes contained in the composite source, labeled P(x/s), s - 1, 2, ...
M, ure independant subsources which produce discrete symbols in the common alphabet
Xo o i 1, 0y «oo Ao At nny given time, one subsource is selected by a switch
with known statistics. As in Berger's work, the rate distortion bound of the
cuinpus fLe source is determined by examining the performance of a source cncoder/
decodery, which is also shown i figere 1. The switch position is determined by
direct observation, or by examination ol data which s delayed uand encoded ufter
Lhe switeh position is estimated. The switch position ls described to the source
symbol encader, which uses the optimum encoder for each subsource. The switch
position information is then combined with the encoded symbols, and transmitted
Lo the decoder,  The decoder uses the switch position information to select the
correct source syubol decoier,

Berper considered cases where the switeh positions are independant random
varinbles, or are arbitrarily controlled., Here, the case ot a switch w. h memury
is nloo considered.  berger considered cases where the side information doscribing
the uwiteh position was provided directly Lo the symbol encoder and decoder, iere,
the overhead rute regquired Lo transmit the switch position information is included.

Rerrer’s results include Limiting cuses of the model of iy re 1.

]
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The rate distortion function of tue composite source is the minimum of
the mutuzl informstion of the source encoder and decoder of figure l. x is the
source symbol, y is the corresponding decoded symbol, and their joint probability
distribution, P(x,y), is determined by the encoder/decoder. The mutual information

between x and y is

P(i,3)
I(x;y) = Z P(1,J) log, 2(1)P(3) (1)
i,

The indices i,j vary over all combinations of source symbol x and receiver symbol y.
The subsource identification information is used by the encoder and decoder

to select a particular encoder and decoder. The joint distribution of x and y

for the s.bsource k is P(x,y/k), and the mutual information is

o P(k) P(i,j/k)
> ZP“‘) P(1,3/%) 108 p(y)p(1/k)P(k)P(3/K)

I(x3y) =
i,j K
- ol s P(i,j/k
;‘_J Zk B(K) 2(1,0/K) (log, HEHL— - 108, P() )
ko5
- 2 B(k) log, P(X) (2)
k

e e



mrmls
POOR QUALITY

If dk is the distortion of the k th subsource, the average distortion for the

corposite subsource is

The rate distortion function is the minimum of the mutual information for all
subsource encoder/decoders, or all P(x,y/s)>such that dk is achieved for each

subsource.

R(D) = min I(x3y)
P(xsy/s)
4
=% P R(a) o+ H () (3)
k

where the dk are such that the equation for D is satisfied, and the .lopes of
the Rk(dk) are equal (see Berger 1 pp. 18L.55). Rk(dk) is the rate distortion
function of subsource k, and st[P(kn is the entropy of the switch, for indepen-
dantly chosen switch pnsitions. The first term of equation 3 corresponds to a
result of Berger. The equation indicates that the source encoder/decoder of
f'igure 1 achieves the rate distortion function of any selected subsource, at the
cost of exactly transmitting the subsource identification.

Suppose that, instead of being independant, the switch position during each
symbol depended on the previous switch positions. Then P(i,J/k) can be replaced
by P(i,j/k,l) i.. the above derivation, where 1 describes the effect of previous
switch positions. Since the current encoder/decoder depends only on the current
switch position, the above result is obtained with H [P(kﬂ replaced by H ‘P(k lﬂ

P(k 13 is the entropy of a switch with memory. A sthch with memory models
sources where the switch position changes slowly compared to the symbol rate.
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The rdf of a composite source is the minimum mutual jinformation, uander the
constraint on the distortions dk , for all subsource identification methods and
for all encoder/decoders. To determine the rdf, the switch position identification
method must be variable, zlthough the the composite source definition is unchanged.

R(D) = min I(x3y) ()
P(x,y/s)

SwW

The only change from equation 3 is the indication, "sw", that the minimization
is made over all methods of switch position indication, as well as all encoder/
decoder sets, and the constrained distortion. The switech position indication
method may vary in different regions of the rdf. If the switch position indication
can be transmitted at no cost, the fullest possible subsource identification
information should be transmitted. The subsource definitions are often arbitrary
to some e ,2nt, and the composite source can be modeled as a unifilar source, which
has each source symbol uniquely associated with a subsource 2. For a unifilar
source, all the cource symbol information is transmitted as subsource identification
information, so that some constraint on this information is necessary.

When no subsource identification is transmitted, a single encoder/decoder must
be used for all “he subsources. As indicated by Berger, the composite source is

treated as  single source, having the mixture source probability distribution.

Poix (x) = 2 P(k) P(x/k)
K

.“ "



LW T

o e Pt @ SRR o A g Y YA g TR v P AR Ny Rt

il " R

P

PAGE 18
OF POOR QUALITY

The mixture statistics determine the mutual information and the rdf.

R ix (D) = E?i?y) I(x3y) (5)
D

where I(x,y) is given by equation 1. Obviously,

R(D) < &, (D)

ix

If R(D) = Rmix (D), the rdf is not improved by using the subsource identification
information, and the source is effectively stationary., When R(D) < Riix (D), the
use of separate encoder/decoders for each subsource results in a improved rdf, even

when the required subsource identification overhead transmission rate is considered.
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DISCUSSION OF THE SWITCHED SUBSCURCE MODEL

The composite source model of figure 1l can be used to represent a source
with dependant samples, by including one subsource for each possible current
state, as defined by the relevant past source symbols. The model can also be
used to represent a source with a variable symbol distribution, by including
one subsource for each distribution. The different subsources represent different
past source behavior, which affects the current symbol output. Removing the
sample dependancy is the basic method of data compression. Adaptive source
coding techniques, based on a nonstationary source model, usually achieve
superior compression performaence. In this paper, the composite source model is
used to investigate the nonstationary behavior of correlated image data.

I1n the image coding literature, many adaptive systems have been developed
which change the encoder/decoder to optimize performance for nonstationary
signals. Rate reductions of one-third to one-half have been achieved, compared
to the best single encoder/decoder 3. Usually, the method of figure 1 is used.
Experimental insight is used to partition the nonstationary source into subsources,
an encoder/decoder is designed for each subsource, and the subsource identifica-
tion and the encoded symbols are transmitted. In an early paper using this approach,
Tasto and Wintz 4 derived the rate distortion bound of equation 3, which they
presented as an experimental upper bound on the rdf. For their image data and
particular subsource definition, the experimental rdf is much more favorable than
the memoryless Gaussian rdf, and usually more favorable than the rdf for dependant
sample Gauss-Markov data,

Any source encoder/decoder has some implied corresponding source model, or at
least represents a ressonable compromise between obtaining the rdf and limiting

the implementation complexity. In practice, stationary data models are

usually used to design source encoders for the nonstationary image source. Adaptive
encoders are often cnly subsequent modifications of stationary encoders, designed
to overcome the observed effect of nonstationarity. The composite nonstationary
socurce model model leads to a more fundamental treatment of adaptive image

compression methods,

10
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Universal coding uses the switched subsource model. In universal coding
theory, one subsource is initially selected from the group of subsources, and
the particular subsource selected is determined by observation of the output
symbols. The subsource identification is used in encoding and decoding the
source symbols, and is transmitted to the decoder using overhead rate. Universal
coding theory shows that universal codes exist which achieve the rdf of any
possible subsource. This is true because the overhead transmission is negligible,
for long block length symbol codes. This method and result are included in figure

2 observe that this result applies to

1 and equation 3 above. Gray and Davisson
nonstationgry sources, if the switch position changes slowly. Gray and Davisson
elsewhere give an example of noiseless coding for image data, where the average
transmission rate is less than the mixture entropy.

In the switched subsource model, the nonstationarity is limited to intermed-
iate time intervals. For "short" time intervals, usually only one stationary
subsource is switch selected, and the nonstationary source is "locally stationary".
For "long" time intervals, the stationary switch statistics produce the symbol
statistics of the mixture source, and the nonstationary source is "long term
stationary". If one of the subsources of the composite source is nonstationary,
it may also be modeled as a coﬁposite source, and then combined with the original
composite source so that only one switch is used in the model. If the composite
source switching is nonstationary, the source can be modeled as a group of
composite subsources, each with different stationary switching statistics, one
of which is selected by a second switch. This requires a multiplication of
encoder/decoders, since the subsource probabilities affect the rate anu. distor-
tion allocated to each subsource. Since the rate and distortion are average
measures, the loss in modeling a low probability nonstationary subsource as

stationary is relatively minor.

il
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THE UTATICNARY IMAGE MODE.L AND EXPERIMENTAL IMAGE STATISTICS

The sampled lmage process is usually modeled as a wide-sense stationary,
first-order Markov process. The stationary source model and the mixture
sourcgstatistics provide important information sbout the composite source model.
For the samples X5 s i=1,2, «.., N, the mean, variance, covariance, and

correlation coefficient are defined as follows:

L(xi) = M

2
E [(xi -”)2_] = f

E {(x; &) (x5 -4)] = ey
Tiy = S /0‘2
E(x,x,) -“2
= —-—J——-—le 5 (6)
E(xi) -

By definition of the first-order Markov process,

rij =T -3 (7)

The optimum source coding for the first-order Markov porcess is well knoaml , and
requires a simple predictor and difference encoder. The best estimate of x
all the xJ. , for J < i, is identical to the best estimate given X

L given
1 The optimum

predictive source coder is shown in figure 2, The optimum estimate of xi is

o
L

-
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a first~-order Markov process.

13

”
(xi 'xi ) .
n entropy
gquantizer N
+ encoder 7
”N
X,
i
$———— | predictor +
’ +
Figure 2, The optimum predictive source encoder for
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?i = r (xi-l) + M

= rxi-l +A(l-r) (Q

The predictor bias and mean-square error are

A
E(xi - xi) =0

B [(x,R,)°]= ¢° 1F) (9)

In source coding, both the encoder and decoder compute X: s and the difference
(xi - ?ci) is computed at the encoder, quantized, and transmitted to the decoder.
The rate distortion function of the first order Markov source with Gaussian

sample distribution is 1

2 2
1 F (1-r") 1l-r
R(D) = 5 1og2 ) for DK e (10)

For r=0, the rdf is that of the memoryless Gaussian source, R(D) =% log, (0'2/D).

@0® is the variance of the original source samples. The optimum encoder trans-

2 2
mits the optimum predictor differences, which have variance & (l-r ).

1T
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It is of interest to determine the statisties of the experimental image

test set to te encoded. The statistical measurements corresponding to equation K

6 are as folio.s:

- l {
X = m zi (xi + xj) |
s®- sriy 2 (xFP+ (xj-i)e

i

1 v F
mcij = m z (xi-X)(xJ-X)
i

mc

mryy - —5d (11)

5

where 1 = 1, 2, ..., N-d
and j=1+4d

These equations define the experimental mean, variance, covariance, and correlation.
The addigion of two similar factors, and the compensating factor of 1/2, occur in
X and S so that each of the X, are used the same number of times as in mciJ and
mr.. . d is the sample distance for the covariance and correlation measurement.
+ These statistics were measured for the experimental test set of five images,
The original samplss are quantized to six bit accuracy, and the statistics of
table I are in units of the least significant bic. Values of mr (d=1) reported
in the literature are usually between 0,95 end 0.99, and ihis is true for all the
test imuges except the highly detailed Band image. The dependance of correlation
on sample distance corresponds to the first-order Markov model, as has been shown
9. The values of X and 82 reflect the average brightness and contrast

of the image, and are not indicators of the image information content.

previously

15
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Table I. Experimental mean, variance and correlation

for five experimental test images.

Image Mean Variunce Correlation
Reasoner 1.12 gh 17 0.987
Two Girls -10.92 91.48 0.980

Two Men -8.81 172.62 0.973

Writing Pad 12.18 43.83 0.979

Band -]2 085 (,2 02,4‘ 0.871
Average -3.86 98.87 0.958
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The optimum predictor and rdf of equations 8 and 1O are time invariant for ‘
a wide sense stationary process. If the video source were actually wide sense
stationary, the statistics of eq ation 1l and table I w-.uld h“ave the same expected
valuer, independant of the particular image or region of an image messured. However,
the video image scurce is well known to be nonstationary, so that using different B
encoder/decoders at different times gives improved performance., The interpretation
of the full image statistics of table I depends un the subsource switcbing rates ‘ ,:
considered in the composite source model. If the switching occurs frequently
during a single image, the full image statistics define different mixture sources. -i
If the encoder/decoder is selected once per image, the fuli image statistics are
examples of subsources.,

The composite source model to be investigated, based on the stationary model
of the image sovurce described above, consists or a group of first-crder, wide ¥
sense stationary sources, one of which is selected by a switch, The first-order -
Markov model is specified by ‘¢,¢r2, and r. If the subsources are defined using
all tlree of these parameters, a large number of subsources results. In the most
accurate subsource definition, the values of A4 0‘2, and r could be periodically
measured, quantized to some accuracy, and used to design the encoder/decoder. %he
transmission rate overhead wculd be prohibitive, unless the subsource switching

is very slow. The effect of these three parameters on the rdf is examined, and

experimental measuremets are made, to determine the effectiveness of subsource

definitions based on these parameters.

17
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NONSTATIONARY CORKELATION AND ADAPTIVE PREDICTION

'n this section, the subsources are defined using only the distance one
correlation, r. The value of r directly affects the predictor, quantizer, and
¢ntropy encoder, as stown in equations 8 and 9. With the image sample variance, ;
*he value of r determines the rdf, as shown in equation 10. The measured values |
of r in table I have significant differences between images, aund areas of low :
detail and .igh correlation, and high detail with low correlation, are found in
many typical images, including all five experimental test images.

The importance of a source parameter can be determined by the effect of a
source-encoder mismatch in that parameter. We consider the effeet of an arbitrary
predictor on the predictor bias an® predictor mean-square error. The arbitrary

predictor corresponding to equation 8 is

-
X; = a(xi_l -b)+b

In general a does not equal r, and b does not equal 4 The bias and mean-square

of the predictor are

E(x,-%,) = E(x, - a(x;_,-b) = b)

= (1-a) (4L-b)

{i

B[ 2)%) - B() -2 B} + BRD)

¢r? (l-2ar+ae) + (‘c-b)a(l-a)2 (12)

The second term in the mean-squere error @ ¢ of the bias. These

equations reduce to 9 for a =r, b @&

18
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Cince the experimental correlation is usuvally close to one, it is reasonably
effective to set a = 1, b = O, in a non-adaptive image compression predictor.
The predictor bias is zero, and the mean-square error is 2¢fz(l-r), vhere r and
o’ are the actual imsge statistics. The minimum mean-square error is 6?2(1-r2),
and is obtained when a = r, b = M. The increase in error for a =1, b = 0O, is
¢T’(l-r)2, which is small when r is approximately one.

These results can be used to evaluate the effect of using the a = 1 predictor
for subsources having r not equal to one. The correlation, error, and rate change
gain based on the rdf are given in table II for a predictor using the correct value
of r, and in table III for a predictor using a = 1. A larger negative value of
rate change indicates that less rate is required, and higher compression is obtained.
As expected, there is very little difference in performance of the two predictors
for correlstions approximately equal to one. The performance difference is also
srall for the lower correlations, because of the small potential compression gain
of the optimum predictor.

We consider the effect of using a = 1, for two simple composite sources. A
typical value for r is 0.95. If the source is stationary, the use of a = 1 rather
than a = 0.95 increases the rate by 0.0l bits per sampie. Suppose the source is
nonstationary, having a subsource with r = 1.0, selected with 95 percent probability,
and a subsocurce with r = 0,0, selected with 5 percent probability. Tables II and
III show that the required rate is increased 0.5 bits per sample when r = 0.0,

Since this occurs 5 percent of the time, the average rate is increased 0..25 bits
per sample. If the subsources were r = 1,0 with 90 percent probability, and r =
0.5 with ten percent probability, the rate is increased 0.21 bits per sample, ten
percent of the time, for an average of 0,021 bits per sample.

The votential additional compression gain of a nonstationary source model
based or aifferent values of correlation is very small. This explains Habibi's
observation 3
the open literature., Habibi characterizes the method of Tasto and Wintz as an
adaptive Karhunen-Loeve transform (KLT), but it has been shown that the KLT designed
for the experimental correlation, like the predictor, is very little better than
the KLT for correlation one}l (The KLT for r = 1 is identical to the distrete
cosine transform.) The method of Tasto and Wintz uses a source partition based

that adaptive predictors for image data have not been report?ﬁ)in

19
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Table XI. Correlation, Predictor meun-square error, and

rate change using the optimum predictor & = r, for the
2

first order Markov model with M= 0, & =1,

Correlation, r Error, 12(1-1'2) Rate Change, bits
(VIS log2 Error
0.99 0.0199 -2.83
0.55 0.0975 =1.67
0.90 0.19 -1.20
0.80 0.36 -0.736
J.T0 0.51 -0.500
0.5v 0.75 -0.208
.00 1,00 0.00

20
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Table 1IT, cCorrelstion, predictor mean-gquarse error,
and rate change using the predictor a = 1,0, for the
first order Markov model with M= 0, 0‘2 = 1,

(2]
Correlation, r Error, 20~ (1l-r) Rate Change, bits
0.5 1032 Error

(URY ) 0,020 -2,482
Q9 0,100 -1.66
O 20 -1l.16
0,80 0L -0.662
AN 000 =0,352
Q%0 1,00 0.000
0. LY +0,500
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on the experimental mean and variance, as well as the correlation. Even thuush
the compression gain varies considerably as a function of correlation, little
additional compression gain is obtained Ly adapting the encoder/decoder for
ronstationary correlation. The typical average correlation is high, and the
encoder for high correlation can be used at low correlation, since there is
little potential gazin to be lost.

This conclusion was tested by examining the performance of adaptive predictors
on the five test images. A local predictor could be implemented by using thne
extrerimental mean and correlation of a local sample block, and transmitting the
local mean and correlation with the predictor errors. It is desireable to avoid
the additional cverhead of transmitting the local mean. This can be done by
setting b equal to the mean of the samples in several preceeding blocks, which

requires no overhead. The local predictor is

»
X

i = a(xi-l - b) + b

The bias and predictor mean-square error are given in equation 12.

E[ (xi.‘;?i)z]= E [(xi-b-xi+b)2_]

= B [(xi-b)2}
- 2a E [(x;~0)(x, . -b)]

+ 82 E [(Xi_l‘b)Ql (13)

For minimum mean-square error, the derivative with respect to a is set to zero.

E [(xi-b)(xi_l-b)]

E[ (xi-l-b)? ]

22
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Table IV. gives the predictor error and rate change for three
different predictors used on the five test images. Results are given for a
equal to one, and for & equal to the full image correlation of table I. The
largest improvement using the full image correlation, 0.047 bits per sample,
is obteined for the Band image. This indicates that changing the value of a
slowly with respect to the video image rate can give a small average rate
reduction. The predictor error and rate change are also given for local blocks
of four samples. This predictor has smaller error and larger compression than
the other predictors shown, but the overhead rate to describe the value of r
(with accuracy of +0.02) is about four bits per block, or one bit per sample.
The overhead far exceeds the rate gain. The use of larger and smaller sample
blocks similarly provides no net rate gain, The use of limited systems with
two (r = 1.0, 0.0) or four (r = 1.25, 1.00, 0.75, 0.50) predictors reduces the
subsource indication overhead, but also reduces the subsource identification
gain, In several experiments, no overall rate gain was obtained.

The experimental results are in agreement with the theoretical results
obtained with the typical full image statistics. Adaptive predictors are not
useful for image data. This is not unexpected, since none have been reported
in the image coiing literature. The effect of nonstationary correlation on the

quantizer and entropy encoder is considered below.

23
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Table IV. Predictor error and rate chacge for five test images.

Predictor

a=1 a = full image r
Error rate ch. Error rate ch,
Image
Reasoner 0271 -2.603 0272 -2.600

Two Girls .0340 -2.4%0 .0336 -2.448
Two Men L0L66 -2.211 .0U6l -2.220
Writing Pad .0304 -2.520 «0300 -24529
Band 2519 -0.995 2359 -1.042

oL

a = local r
Error rate ch.
.0180 -2.898
.0233 -2.712
0329  -2.u62
.0186 -2.875
17ho -1.262

overhead

+0.882
+0,95h
+1,067
+0.898
+1.212

e
A
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NONSTAT IONARY PREDICTOR ERROR VARIANCE

In predictive compression, the difference between the predicted next sample
value and the actual value is quantized, entropy coded, and transmitted (figure 2).
The rate distortion function, given in equation 10, is a function of the predictor
error variance,l'z (1-r2). The predictor error variance depends on both the original
sample variance and on the sample correlation. When the predietor error variance
is nonstationary, the optimum encoder/decoder has several subsource encoder/decoders
with different quantizers and entropy coders. As in the previous section, the range
and effect of the parameters used to define the subsource, '2 (l-ra), is estimated.
In follwing sections, adaptive entropy encoders and adaptive quantizers are described.

The range of '2 (l-r2) depends on r and '2 . The values of r (mr) measured
using equation 1l on a large number of samples can range from 0 to 1, but are typ-
ically 0.9 to 1.0 for imags deta. The experimental image data is gquantized to six
bits, two's complement, and sample values range from =32 to +3l., The sample values
often have a uniform or peaked distribution, so that 0~ can be estimated from the
data range., For a uniform distribution with range *A, 0'2 =A /3. For A =23],

0'2 = 320. For A = 16, 62 = 85, For a triangular distribution with range %A, 0‘2
= A2/6, one-half the uniform distribution value, For A= 31, & 2 = 160, For A=
16,0° = k2.

The values of r and o‘e for the experimental test imeges are given in tatle I.
r ranges from 0.87 to 0.99, with an average of 0.96. Three images have 0'2 of 93 t2,
and the other two have 0'2 = k4 and 173, approximately half and double the value
for the other t121ree images. The Writing Pad (0’2 = 44) has large regions of white,
and Two Men (0" = 173) has considerable sharp background detail,

Equation 10 can be rewritten

R(D) = (1/2) 1og20'2 + (1/2) log, (1—r2) - (1/2) log, D (14)

The first two terms define the change in the rate distortion function due to changes
in 0'2 ard in r. The effect of r on R(D) is given in table II, and the effect of 0'2
on R(D) is easily computed.

25
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We first consider a source model with subsources having the statistical vari-
ation typical of full images, as given in table I. Suppose the average of the
subsources has sample variance @ , correlation r, and rdf K(D). The two subsources

are det'ined as follows:

Subsource 1
2

o
o 20.5“_, r

1 =r, Rl(D) = R(D) + (1/2) log, (1/2) = R(D) = 0.5

1l

Subsource 2

o ° -1 a2, r, =¥, Ry(D) = R(D) + (1/2) log, 1.5 = R(D) + 0.292

The two subsources have equal probability, so that the average of the subsource has
variance 02 . When a different encoder/decoder is used for each subsource, the

subsource encoder achieves the average of the subsource rdf's.

i

RSS(D) (1/2) Rl(D) + R2(D)

R(D) - 0.104

The gain of a system adapting on this model, which corresponds roughly to a
different subsource for each image, is about 0.1 bit per sample. Although small,
this gain is larger than the gain of an adaptive predictor.

We next consider the more widely differing subsources that might occur
within an image. Suppose that subsource 1l consists of highly correlated, low detail
or flat image regions comprising 75 percent of the image, and that subsource 2
consists of the remaining low correlation, high detail regions, such as edges.
The average variance is 02’ the average correlation is r = 0.95, and the rdf is
R(D). The two subsources are defined as follows:

bubsource 1. {flat)
2 = 1.0, Rl(D) =0

(<A

l:O,I‘

1

26
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Subsource 2. (edge)
07 -u 0% r <08, Ry(D) = R(D) + (1/2) log, b + (1/2) log, (1-r,2)/(1"),
R2(D) R(D) + 1.0 + 0.942 = R(D) + 1.942

Using the appropriate encoder/decoder for each subsource, the subsuurce rate is

Ry (D) = (3/4) R, (D) + (1/4) R,(D)

(1/4) r(D) + 0.486

The relative gain depends on the stationary mixture source rate, R(D), &nd is
given in table V. The table shows that substaintial rdf improvements are possible
for the flat/edge model, but the assumption that three-quarters of the image can

be transmitted at z -0 rate is extreme.
The next section describes adaptive =ntropy encoders, which change according

to the predictor error distribution,

27
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Rate gain for subsource coding of the flat/edge model.
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RSS(D) = (1/4) R(D) + 0.486

R(D)

l‘o
2.0

3.0
h.o

Rss(D)

0.736
0.986
1.236
1.486

change

0.264
1.01k4
1.76k
2.51h

28

percent

26.1%
50. 7%
58.8%
62.9%
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ADAPTIVE ENTROPY CODING

in this section, we consider noiseless coding. No quantizer is used, and
the exact predictor difference value is transmitted without distortion. For
noiseless coding, the rdf results of the previous sections can be simplified. The
rdf is the minimum mutual irformation,

I(x3v) = H(x) = H(x/y) (15)

where H\x) is the entropy of x, and H(x/y) is the conditional eniropy of : given

y. For distortionless transmission, H(x/y) = O, and R(0) = H(x). The required
rate is simply the entropy of x. If the source producing the output symbols is
nonstutionary, the conditional entropy is reduced by considering the memory or

an equivalent subsource identification. The entropy can be measured directly,

and Wyner and Ziv 12 have shown that the entropy resduction for a source with memory
is a bound on the rdf reduction. Specifically,

R (®) = RO) < H_ (x) = K(x) (36)

The reduction in the rdf of a source due to memory is less than or equal to the
reduction in source symbol entropy.

Table VI shows the entropy of the differences and of the difference magnitudes
for tue five test images. Comparing the difference entropy with the values of r
and 0'2 given in table I shows that the general effect of these parameters on
entropy and rdf agrees with the theory examined in the previous sections. For
example, Writing Pad has correlation nearly identical to that of Two Girls, but
has about one-half the sample variance, and the difference entropy is 0.89 bits
less., Two Men also has similar correlation, but has nearly twice the sample
variance of Two Girls, and has a difference entropy 0.59 bits greater. Reasoner
and Band have sample variance very similar to Two Girls, but have higher and

lower eorrelation and the difference entropy is correspondingly smaller and greater.

29
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Table VI, Entropy of the differences and difference magnitudes
for the five test images, in bits.

Image Difference Magnitude Sign
Entropy Entropy Entropy

Reasoner 2.05 1.6z 0.43 :
Two Girls 2,72 2.06 0.66

Two Men 3.31 2.61 0.7¢C

Writing Pad 1.83 1.43 0.ko0

Band 3.78 3.10 0.68

Average 2,74 2.16 0.58
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However, it the average entropy is used as & reference point, computation of
the change in entropy using equation 14 and t.e values of & and r from table I
lead:s to some discrepancies, as shown in table VII. This is apparently due to
the erfect of varying experimental difference distributions, The rdf of equations
10 and 14 applies to the Gaussian difference distribucion, with variance fa(l-re).
It has been shown 13 that the entropy and rdf for any symmetrical distribution ure
equal to the Gaussian entropy and rdf, p'us a constant depending on the distribution.
Therefore, if the test images had the same difference distribution except for the
variance Ja(l-re) , equations 10 : nd 14 would yield the correct differences in rdf
ard entropy. The exact differences are not oktained because the test image differ-
ence distributions have different shape as well as scale. This problem also affects
quantizer design, considered in the next section.

The entropy of the difference magniiudes is also given in %able VI, and is
used below rather than the difference entropy. In the first order Markov data model,
the sample values depend only on the previous sample, and the sample differences
are uncorrelated. This implies that the signs of the predictor difrerences &are
indevendant. The first order model may not be strictly true for the experimental
data, but using the difference magnitude entropy eliminat:s the effect of correlated
signs. The magnitude entropy is the information contained in ail bits except
the sign bit, and table VI shows that the sign bit actually contains only atout
one-half bit of information. The measured average probability of the difference
being equal to zero is 0.42, for the five test images. ‘The sign bit has one bit
of information, but is used only 58 percent of the time, so its average information
content is 0.58 bits, in agreement with the average sign entropy of table VI,

In a first experiment in adaptive entropy coding, we consider the performance
of a single fixed entropy coder used on all five test images. The combined differ~
ence entropy of the five images, based on the combined difference probabilities,
is 2.966 bits. A simple approximate Huffman code is shown in figure 3, and its
rate performance is given in table VIII. The average rate achieved for the five
test images is equal to their combined entropy, within the computational accuracy.
Table VIII also shows that using the optimum entropy code for each image provides
an average rate reduction of 0.23 bits. This iglarger than the estimate of 0.1 bits

for full image nonstationarity, made in the previous section.
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‘lable VII. Computed differences in entropy for the five test lmages.

Change in difference Change predicted
Image entropy from the average using the 2, r
of table VI. of table I.
Reasoner -0.69 -0.87
Two Girls -0.02 -0.58
Two Men +0.57 +0.09
W.iting Pad =0.91 -1.08
Band +1.04 +0.73
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Figure 3. Approximate Huffman code.

bifference Code Word Length
Magnitude
0 o 1
1 108 3
2,3 1108M, 5
L,5,6,7 1110sM M, 7
85950005 15 111105M ¥ M, 9
16,17, ...,31 11111084, ¥ M M, 11
32,33, ...,63 lllll]SMlM2M3MhM5 12

S indicates the sign bit, and Mi indicates the ith magnitude bit.
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Table VIII. Performence of the approximate Huffman code of figure 3.

Difference Rate for Rate
Image Entropy Approximate Increase
Huffwan code
Reasoner 2.05 2.19 0.1k
‘f'wo Girls 2.72 2.96 0.24
Two Men 3.31 3.6L 0.33
triting Pad 1.83 2.04 0.18
Band 3.78 L.,ok4 0.26
Average 2.74 2.97 0.23
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The observed nonstationarity within thetest images, and the computation of
potential rate gain in the last section, indicate that further rate gain can be
obtained by adapting the entropy coding within the image. Local nonstationarity
appears as nonstationary predictor error variance, which causes the sample differ-
ence magnitudes to be dependant. The dependance may be significant over a span of
wany samples, although the closest are usually wmore similar,

The potential rate reduction due to local nonstationarity can be bounded by
the entropy reduction for the difference magnitude, when the difference magnitude
is conaitioned on the previous difference megnitude. The conditional magnitude
entropy can be found by computing the entropy of pairs of differences.

H('XJ-QJ'/'Xi- i') = H( ,xj -‘J"'xt-iil)

- H(’ Xy -?ti‘ )

The conditional magnitude entropy is shown in table IX for the five test lmages,
and is equal to the rate required to transmit noiselessly the current difference
magnitude, given the previous difference magnitude. The average rate gain is
only 0.17 bits per sample, or 7.8 percent of the magnitude entropy. The gair
is high for Reasoner and Band, which have a few large areas of similar samples,
and is low for Two Girls, which has small detail throughout the image.

Although the subsource definition and the current difference value are
mutually dependant, some functional distinction between subsource and difference
information must be made. Here, the subsource definition will include information
having significant dependancies between sucessive sample differences. The subsource
identirication is largely determined by the most significant magnitude bits of the
closer differences, and has little relation to the sign bits or less significant
bits.

We first consider the case where the subsource identification is based only
on the magnitude of the current difference, but uses the difference correlation.
That is, the subsource identification is the non-independant part of the difference

35
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‘luble IX. Keduction in entropy for conditional difference magnitudes,

{nage H( Ix J-Q i‘l xR 0) . H( lxj-ﬁal/ k-2, )
H(bx,=x,|) Gain
Reasoner 3.03 1.62 1.5 0.21
T™wo Girls Lok 2.06 1.98 0.08
Two Men 5.08 2.61 2.47 0.1k
Writing Pad 2.7 1.43 1.28 0.15
Band 5.92 3.10 2.82 0.28
Average 2.16 1.99 0.17
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intformation. The subsource identification contains some of the difference data,
and must be transmitted for each difference. Since the same information is trans-
mitted for independant differences, there is no overhead penalty when there is no
difference correlation.

This system was implemented experimentally by dividing the difference data
by powers of two, that is, 1, 2, 4, etc., and treating the quotient (the most
significant bits) as the subsource identification, and the remainder as data.
The swn of the subsource and data entropy is equal to the original difference
magnitude entropy, but the subsource identification entropy is reduced when the
subsource identification is conditioned on the previous subsource identification.
This data is shown in the second numerical column of table X, for division by 2.
There is one data bit (with entropy very nearly 1.0) and the remaining difference
magnitude information defines the subsource. As expected, this method has perform-
ance similar to transmission of the difference magnitude conditioned on the previous
difference magnitude. For division by 4 or 8 there is little information in the
subsource identification, since most differences are small.

In another experiment, the subsource identification is set equal to the
location of the most significant bit in the difference magnitude. There are
seven subsources, numbered O through 6 as shown.

7 difference bits 7 6 5 L4 3 2

value * 32 16 8 4 2 1

7 subsources 6 5 L4 3 2 1 o
magnitude range 31 15 T 3 l1 0 ©0©

Given the subsource identification (the location of the largest non-zero magni-
tude bit), the range of the remaiuing magnitude data is limited. The subsource
identification is conditioned on the previous subsource, and the remaining data is
entropy coded, conditioned on the subsource. The total entropy results of this
subsource identification are shown in the third numerical column of table X. This
and the previous method are similar to conditional encoding of the difference
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Image

Reasoner

Two Girls

Two Men

Writing Pad

Band

Average
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Total magnitude entropy for several methods of subsource identification.

Subsource Identification

Magnitude

entropy
conditioned

on previous
magnitude

1.4

1.98

2.h7

1,28

2,82

1099

Difference Location

magnitude of most

divided
by 2

1.kh

1.99

2.55

1.33

2‘88

2,0k

significant
magnitude
bit

1.k2

2.00

2.8

1.31

2,84

2.01

38

Largest
magnitude
in block
of 16

1.k2

2.03

2.y

1.35

2.90

2.03

Standard

deviation
of block

of 16

1.hy

2.@

2.4k

1.38

2.92

2.0k
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magnitudes, but are slightly worse in performance end are simpler in implementation.

It is more usual, especially in adaptive quantization, to define the subsource
using some measured statistic of a block of difference magnitudes. Experiments
wera also performed using the subsource defined as the largest difference magnitude
in a block, and as the standard deviation of the differences in a block. For these
two methods, and the five test images, the minimum entropy usually occured for
sample difference blocks of length 8 or 16, with one minimum at 32. The data is
given for both methods, for blocks of 16, in table X. Performance is similar to
that of the other two methods described above. A further rate reduction of about
0.02 bits can be made if the subsource identification is conditioned on the previous
subsource identification, as for the other two methods.

A comparison of the methods of adaptive entropy coding considered in this
section is given in table XI. The results are all given in terms of difference
entropy, by adding the sign entropy of each image (table VI) to the magnitude
entropies. The result is correct if the difference signs are mutually independant,
and independant of the difference magnitude, as in the first order Markov data model.
The simplest method, with the highest rate, is to use the simple fixed approximate
Huffman coder of figure 3 for all images. Using the optimum coder for each image
gives a T percent rate reduction. Using the local nonstationarity or subsource
identification information provided by the the previous difference or neighboring
differences gives an additional 6 percent rate reduction.

The small gains of adaptive entropy coding are not untypical, considering
results reported in the literature. Rice and Plaunt 1h used an adaptive variable
length noiseless coding system for image data. The most appropriste code for the
the sample differences was selected for each block of 21 samples. The system
produced rates within 0.25 bits of the entropy for test image areas with a wide
range of entropy. Rates below the average entropy were not sought or observed.
Spencer and May 15 compared Rice and Plaunt's technique to the method of using
the previous line statistics to generate a code for the current line. Both mehtods
gave a 10 percent gain in rate over the optimum full image Huffman code. Davisson
and Grey 6 combined a run length code, three variable length codes, and direct
difference transmission, and selected the best method for blocks of 64 samples.
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Table XI.

Image

Reasoner

Two Girls

Two Men

Writing Pad

Band

Average

Percent change

Comparison of adaptive entropy coding methods.

Fixed
approximate
Huf fman
code

2.19

2.9

3.64

2.01

L.ok

c.97

ORIGINAL PAGE IS

OF POOR

Sample
difference
entropy

2.05

2.72

3.31

1.83

3.78

2,74

-7.3%

Lo

Drevious
difference
conditionat
entropy

1.84

2.64

3.17

1.68

3.50

2.57

-13.5%

N e AR T ST LS b Akt

Subsource
identification
(best method)

1.85

2.66

3.18

.71

3.52

2.59

-12,8%
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They noiselessly compressed an image with 3.3 bits per sample average entropy
to 3.0 bits per sample.

Although the gain of adaptive entropy coding for the nonstationary image
model is only O.4 bits, this gain is an order of magnitude greater than the
gain of adaptive prediction. The entropy gain is an upper bound on the rdf
improvement due to nonstationarity. For the five test images, the rate improve-
ment due to nonstationarity is limited to 0.4 bits, when we go from a simgle
fixed method for all five images to a locally adaptive method. The rate improve-

\\‘

ment is limited to 0.17 bits, on the average, when we go from the optimum fixed
method for a single image to a locnlly adaptive method. In the next section, we
consider adaptive quantizers, which achieve higher rate gains, for reasons not

related to nonstationarity.

b1
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ADAPTIVE QUANTIZATION

The previous section considered entropy or noiseless coders used without
quantizers. This section considers quantizers, both with and without entropy
coders. Quantizers reduce the transmission ratc, at the cost of reduced fidelity.
Memoryless quantizers operating independantly on the predictor errors can perform
close to the rdf for stationary data, The optimum quantizers have been fcund
for several predictor error distributions, including the Gaussian, exponcatial,
17,18 The theoretically optimum quantizers are scaled
according to the standard deviation of the quantized variable. The Gaussian

and gamms distributions.

quantizers typically have one~half the range of the exponentinl or gamma quantizers,
and the latter are more suited to image predictor difference data.

The most efficient quantization method is uniform quantization followed by
entropy coding. 19 Performance is within 1/4 bit per sample of the Gaussian rdf.
The optimum non-uniform quantizer, without an entrigy coder, requires a 20 percent
plus 1/8 bit rate increase over the Gaussian rdf, Addition of entropy coding
to the optimum non-uniform quantizers brings performance close to that of the
optimum uniform quantizers with entropy coding. The performance penalty for the
optimum non-uniform quantizers without entropy coding is larger for the sxponential
and gamma distributions than for the Gaussian distribution. 20

Quantizers introduce both in-range and out-of-range distortion. If the quant-
izer range is less than the full possible difference range, large differences are
represented by smaller difference values, This causes some large errors in the
reconstructed samples, but the probability of lasrze differences is small. Such
errors are visible in images as edge blurring or slope overload. If the smallest
quantizer interval size is larger than the least significant bit of the original
data, the reconstructed samples will have small random errors, similar to the errors
produced by original quantization using too few bits. These errors are visible as
contouring in the flat, low contrest areas of the image. Quantizer desigus are
optimized by considering these two kinds of errors. If a uniform quantizer is
gradually widened from the minimum range, the total mean-square error is first

decrcased as slope overlsed is reduced, and then increased as contouring becomes
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pronounced, Optimum non-uniform quantizers obtain the best possible performance
by using larger quantization intervals at the larger, less probable difference
values, .

The first step in investigating the performance of adaptive quantizers is to
test fixed quantiiers for the five test images. The experimental data are six bits
and sample values range from =32 to + 31. The difference data are integers, with

a possible range of =63 to +63. The difference data for these images, and for
images in general, usually have an exponential distribution, and & scaled discrete

version of some theoretical quantizer could be used. Instead, the experimental
data were used to design the quantizers. A computer program was written to find
the minimum mean-sqare error discrete quantize: , by exhaustive search. The quant~
izers were designed using the difference magnitude probabilities, and therefore
are symmetrical about the zero difference point. To minimize the mean-sgnare error,
differences were assigned to the closest representative value. 23 For equally
distant representative values, the smaller was used, Quantizers were designed for
M, the number of representative values, equal to 2, 3, 4, 5, and 7.

For symmetrical distributions, quantizers with M odd always have zero as a
representative value, while theoretical quantizers with M even usually have all
the representative values symmetrical in pairs about zero. For image sample
differences, the probabil " -~ that the difference is zero is large, and quantizers
with M odd usually have betier performance than quantizers with a one-larger number
of representaive values. This can be shown by a simple example, Suppose that the
probability that the difference is zero is slightly larger than one-half, and the
probability that the difference is *1 is slightly less than one-half,

p(0) = 0.5+ e
p(xl) = 0.5 = e

If M is equal to 2, the optimum symmetrical representative values are tl, and the

mean-square error is

L3
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MSE (M=2, 1) (0.5+e) I (0.5~e) 0

"

0.5 + e

"

If all the differences are represented by zero, the error is smaller.,

'SE (M=1, 0) (0.5te) 0+ (6.5-e) 12

0.5 ~¢

It

Because of the superior performance of M odd quantizers, the optimum quantizers

for experimental difference data for M even usually have only M - 1 levels, with

a zero representative value. M even quantizer designs were obtained by not allowing
zero to be a representative value.

If all the sample differences are represented by zero, no difference data is
actually transmitted, and the image or line is represented by the first
sample., Obviously it is much better to transmit a *1 indication of the sample
change (delta modulation) than to send ro information. The above anomalous result
occured because the effect of the quantizer is analized ss if the quantizer followed
the differencing loop of figure 2, instead of being within the loop. In such an
analysis, the quantizer is designed for the original sample differences, not for
the differences between the current sample and the previous transmitted sample,
which has been reconstructed from a sequance of gquantized differences. Treating
the quantizer as outside the loop gives acceptable results only when the quentizer
error is small., Table XII shows for the Reasoner image, the estimated mean-square
error of the optimum guantizer computed as if the quantizer were outside the loop
and the actual measured meaun-square error when the quantizer is used in the loop.
For large M, the estimated error is nearly correct, but for M equal to 2, the
estimated error is an order of magnitude smaller than the measured error.

The above result indicates that it is unlikely that low rate, high distortion
quantizers designed for the criginal sample differences will give the optimum

Lh
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Table XTi., The optimum quantizers, computed for the Reasoner image

sample differences, and the estimated and measured mean-square error.

Number Quantizer Estimated Measured
of levels representative error err~r

M levels

15 0,1,2,3,4,7,10,13  0.0229 0.0225

7 0,1,4,9 0.1549 0.2771

5 0,1,6 V.397 1.266

n 1,6 0.963 1.7k

3 0,5 0.946 3.807

2 1 2.023 23.979

L5
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performerce in actual use. This observation }eq' to the use of an iterative,
interactive program to obtain the best fixed quantizers for the five test images.
This computer program iteratively designs the optimum quantizers for the actual
ditference distributions produced by the previously tested quantizers. Operator
‘nteraction i ‘ovided to * .rminate repetitive searches and to input additionsl
test quantizers. 'The best quantizer results produced by this method are given in
table XIII, for the five test images. Except for M equal to 3, performance for
the Reasoner image is improved.

The effect of full image nonstationarity can be estimated from the results
shown in table XIV. The same quantizations (the optimum quant? ations for the
Reasoner image ) were used for all five test images.
Although these are not the optimum quantizations for thggroup of five test images,
the results provide an upper bound on thz error of the optimum quantizers. The
increase in mean-square error over that for the best fixed quantizers for each
image ranges from 12 to 70 percent. This corresponds to an average transmission
rate increase of about 0.3 bits per sample. Using the optimum quantizers for
Band tor all five test images gave higher average mean-sqaure error.

As we did for adaptive entropy coding, we next consider the effect of local
nonstationarity within the image. Four different methods of subsource identification
were : sed for adaptive entropy coding, and all four were found nearly equal in
performance. For adaptive quantization, we test only one approach, deseribed by
Ready and Spencer. 21 A block of sample differences is quantized using several
1ifferent quantizers, and the resulting mean-square error is computed. The trans-
mission consists of the identification of the quantizer with the smallest :iror,
and the corresponding quantized data. The best mean-square error results were
obtained using four quantizers, and blocks of four sample differences. These
results are shown in table XV,

The experimental rate and mean-square error distortion are plotted for
Reasoner in figure 4, Several compression methods are included, and similar
results are given for the Band image and the aversge of the five images in

figures 5 end 6.
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error
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error
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The best fixed quantizers, and resulting mean-square error,

found by iterative search.

M= 2

Number of representative levels

M=3

M=L4 M=5
1,8 0,1,8
1.19 0.76
1,4 0,1,6
1.11 0.79
2,9 0,3,10
2.58 1.45
1,h 0,1,k
0.69 0.24
2,11 0,5,1k
5.15 3.48
2.14 1.34

47

0,3,8,17
1.17

0.6k

ST, T

“
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Image

Reasoner

Two Girls

Two Men

Writing Pad

Band

Average
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Mean=square error using the same quantizations for all
(The Reasoner quancizations of table

five test images.
XIII are used.)

8.83

6.1k

12.05

5.61

20.95

10.72

3.81

2.17

5.55

2.1k

5.34

6.60

2.62

48

Number of representative levels

0.76

1.23

2,58

0.43

6.37

2.27

0.21k

0.370

0.851

0.113

2.87

0.88

\
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lable XV. Mean-square error for adaptive quantization.

Transmission rate

Quantizers

Inage

Reasoner

Two Girls

Two Men

Writing Pad

Band

Average

1.58

1.72

3.70

0.97

9.48

3.h9

L9

0.39

0.56

1-37

0.21

4,16

1.3k

-

0.30

0.56

1.05

0.19

2.25

0.87
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Adaptive quantization gains about 0.5 bits per sample for the Reasoner image,
compared to the best fixed quantizers, but adaptive quantization gains only alout
0.1 bits per sample for Band, and 0.1 to 0.2 bits per sample for the five image
average. The high entropy, high distortion Band image tends to dominate the five
image average measurements. Using one method of adaptive quantization for all the
test images gives better performance than using the optimum fixed quantizer for
each image, and is more easily implemented. The gains due to between-image and
local nonstationarity are very similar to those of adaptive entropy coding, where
coders designed for each image gained 0.25 bits per sample over a fixed code for
each image, and a locally adaptive entropy coder gained a further 0.17 bits per
sample.

The adaptive quantization rate gains for the four test images not including
Band are about twice as large as the rate reduction due to adaptive entropy coding.
Since the reduction in entropy is an upper bound on the reduction in the rdf, some
of the gain of adaptive quantization is due to reducing the inefficiency of fixed
gquantizers,

Figures 4, 5, and 6 also show the rate-distortion results of two dimensional
Hadamard transform compression, performed on 8 by 8 blocks of samples. The comp-
ression method is fixed for each rate, not adaptive, and has been described prev-

22,2
23 The results shown are for independant field compression, rather

iously.
than interlaced frame compression. Frame compression requires more memory, but
produ.es higher compression gain. The transform coefficient quantizers were designed
to reflect the observed flat-edge nonstationarity of the test images. The comparison
of the results in figures 4, 5, and 6 illustrates the well-known fact that predictive
coding is much better than transform coding at high rates (3-4 bits per sample),

and much worse than transform coding at low rates (1 bit per sampl.e)..eb"as’26 In the
Reasouner data shown in figure 4, a mean-square error less than about 0.0l corres-
ponds to an acceptable compressed image. Transform coding has relatively high,
although subjectively unobjectionable, mean-square error at high rates because of

the large number of computations and coefficients affecting each reconstructed

sample, Predictive coding with a = 1 is mathematically simple. Transform coding

is more sucessful than predictive coding at low rates for several reasons. The

53
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B by ¢ transform block is two dimensional, and includes a larger number of
horizontally and vertically correlated samples. At the lowest rates, the best
transform compression designs effectively perform horizontal and vertical sube-
sampling.

For predictive coding, the effect of 2 to 1 horizontal subsampling was tested
by combining it with adaptive quantization. The results are shown in table XVI,
and are also plotted in figures 4, 5, and 6. As expected, subsampling provides
improved performance at lower rates, while introducing some fixed error at the
higher rates. Those samples omitted by subsampling, are reconstructed by averaging
the adjacent reconstructed samples. As a minor benefit, subsampling allows the
overall rate to be determined more flexibly, by allowing quantizers with larger
numbers of levels to be used at lower total rates.

Predictive coding, adaptive quantizer predictive coding, or adaptive quantizer
predictive coding with subsampling are able to perform better than transform coding
at high rates down to 2 or 1.5 bits per sample. Although transform coding is much
better than the predictive methods at " xrer rates, even the best transform images
at such lower rates are subjectiv. .udacceptable.

Table XVII shows the entropy of the best fixed quantizers of table XIL, and
also the noiseless entropy form table VI, These results have also been plotted
in figures 4, 5, and 6. This data shows that the predictive methods using quant-
ization with variable rate entropy coding are significantly superior in performance
to the fixed quanti_er methods. Two dimensional transform is superior at the
lowest rates.

The rate distortion curves for figures L4, 5, and 6 can be approximated by
a strmiviit ".ine drawn between the zero rate, 100 percent error rate point at the
lowe.: v1gnt, zorners, and the noiseless coding rate points on the left axes, The
plotted results of entropy coding the output levels of the optimum quantizers are
all within 0.% bits per sample of the rdf, and are much closer at the lower rates.
Entropy coding obtains similar sigrificant rate gains for theoretical distributions,
and a further slight improvement can be obtained by entropy coding the output

levels of the optimum uniform quantizers. 16,19,20

5k
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Table XVI. Mean-square error for 2 to 1 horizontal subsampling
with adaptive quantization.

Transmission rate 1.0 1.25 1.5 2.0 2.5
Image

Reasoner 4,056 2,713 0.972 0.545  0.546
Two Girls 2.926 2,202 1.369 0.951  0.835
Two Men 8.322 6.276 3.315 2.416 2.387
Writing Pad 1.188 0.953 0.495 0.372 0.31h
Band 19.106 16.703 9.220 7.241 T.455
Average 7.119 5.768 3.07h 2.306 2.307
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Image

Reasoner

Two Girls

Two Men

Writing Pad

Band

Average

Maximum entropy

(equally likely)
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The quantizer output entropy for the best fixed quantizers

of table XIII.

1.0

1.0

1.0

1.0

1.0

1.0

l.o

Number of representative levels

0.728

1.323

1.069

0.874

1,136

1.026

1.585

56

M=4

1.235

1.627

10389

1.317

1.630

1,440

2.000

M=5

10638

1.949

1.691

1.604

1.653

1.707

2,322

o v et A e

1,751

2,134

2.0k

1.610

2,098

1.999

2 0807

e W P TV Ty A ey At ——

noiseless

2.05

2.72

2.31

1.83

3.78

2.7
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CONCLUS 10N

The improved performance of adaptive compression techniques is well known.
The major assumption of this investigation was that the gains of adaptive compres-
sion are due to the nonstationarity of the image source., This is commcnly accept-

3,21,27
ed. ’

the maximum a. iitional data compression due to nonstationarity. Contrary to the

Theobjective was to use the nonstationary source mc:iel to obtain

above assumption, it was found that the rate distortion bound improvement due to
image nonstationarity is small, and that significant performance gains in compres=-
sion systems can not be made by considering the source nonstationarity. The gains
of adaptive quantizer coding are due more to the inefficiency of non-adaptive fixed
rate quantizers in approaching the rdf, than to the source nonstationarity.

In the experiments leading to this conclusion, the mean-square error results
of several different compression methods based on one dimensional predictive
coding, and one method of two dimensional transform compression were compared.

The relative performance is in agreement with results in the literature, in that
predictive coding is superior to transform at higher rates and inferior at lower
rates, and in that variable rate entropy coding gives performance near the rate

distortion bounéd,
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This report describes the computer programs and compressed video data
developed on the SEL 32 computer under contract NAS2-9703. Previous work was
reported in the interim final report, Section B, Appendi.x D. The interim final
report indiceted that nearly all of the original data four freme sets, monochrome
sequences, and color sequences had been transferred to the SEL 32.

All coamputer programs are in Fortram, but they use assembly language routines
found in the Video Library. The prugrams described here, and preliminary versions
and minor variations, are all files under USERNAME JONES or USERNAME IMAGE. The
programs have also been saved by username on two tapes. Because of the ready
availability of these files, no listings are attached.

Table I indicates the six major functions of video processing that have
been performed in the NASA-Ames Video Research Lab. The individual programs
are listed under these functions.

1. Video Data Record
(none) - records monochrome and color video on digital tape
- currently unavailable due hardware modifications
- see 0ld DREC and EREC, format information below

2. Test Video Displey
JRAMP -Tests the display link, using a partial frame ramp on frame 1
- ACTIVATE JRAMP
KCOL -~ tests the display link, using horizontal color bars and letters

- ACTIVATE KCOL

3. Video Display
- all programs display both D and E format, color or monochrome
DISP 5,6 - displays all frames on a tape up to a double EQOF
- S5 for M71C, 6 for M1l
- ACTIVATE DISPLAYS ACTIVATE DISPLAY6
displays frames from selected tape onto selected frame
requires both tape mounts and TYXX 1
ACTIVATE JDISP

JDISP
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Table I. SEL 32 Program Functions

1. Video Data Record
2. Test Video Display
3. Video Display
4, video Digital Tape Reformat or Copy
5. Video Compression
Transform Programs
Differencing Programs

6. Video Data Analysis

[
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(Video pisplay continued)

(none)

4. Video Digital

DORE

ECOPY

ERTOY2

DFMT

reformat tape for DICOMED

not available

Tape Reformat or Copy

converts D to E, E to D formats

ACTIVATE DTOE, ACTIVATE ETOD

to catalog, USE DORE, CH/DORE//UTCE/, RUN
copies a D or E tape, with video display
catalog into JONESM(OD

converts YIQ to RGB, RGB to YIQ

option to select frames

requires TY60} discfile’

catalog into JONESM(D

converts DINT (frame) to DSTD (field), DSTD to DINT
requires TY60, discfile

catalog into JONESM(D

5. Video Compression

Transform
E8x8

T6X8

E8U#

Programs

8x8 Hadamard transform, monochrome and color
input E tape M710, output E tape M71l
requires TY60, discfile 1,3
uses CR78 cards to define bit assignments and quantizationsh

catalog into JONESMOD

like E8X8, includes cosine and quasi-cosine transforms

additional cards to define post Hadamard vector transform matrix
catalog into JONESMOD

8x8 Hadamard conditional replenishment

use E88FA for multiple tape input

like E8X8

additional cards for refresh lists, change threshold, mode threshold

catalog into JONESM(QD



(video Compression, transform, continued)

FRAVG

averages E frames in time

for output of ES8EF, ERTOY

requires 1160, disc¢file 1,3

- requires tape input, tape and/or display output

Differencing Programs

DCOR8

DCORC

DCOMP

DCOMI

DCOMK

DCOML

adaptive prediction

D tape input on M710

requires TY6W, discfile 1,3 -
catalog into JONESMOD

prediction and edaptive entropy coding
like DCOR8

prediction and best theoretical quantigers
D input on M710, D output on MT11l

requires TY60, discfile 1,3
catalog into JONESM(D
iterative, interactive quantizer selection
like DCOMP

adaptively selected fixed quantizers

like DCOMP

subsampling, prediction, adaptive gquantization
like DCOMP

6. Video Data Analysis

DCOR

TQUAN

DDIF

measures in-line and between line correlation
like DCORS

design optimum quantizers, as in DCOMP

place in workfile, RUN

requires 1YXX

measures MSE between D tapes

not debugged
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Notes:

1 TYXX assignments may be changed by recatalogging

2 Files above ERTOY are in USERNAME IMAGE, ERTOY and below are in
USERNAMEJ ONES

(A

Discfiles must be created before program use. Use the job outline
in subroutine WRDISC to create the discfiles. WRDISC has many versions,
so use the one in the program to be run.

L The cards to run the transform compression programs are in the card file

drawers.

We next consider the video tape formats. These have been transferred
basically unchanged from the SEL 840, but the data is now in eight bit format
rather than six bit format. The video data tape conversion programs, discussed
in the interim final report, expanded the data bits but retained the original

formats.
Video Tape Format Definition

The video data digital tapes consist of 1) title records, 2) data records,
and 3) end of file marks (EOF's).

1. Title Records
Each video tape file has one standard title record of 25 words. A computer
word is 32 bits.
First word - tape identification (Al)
Words 2 to 10 - miscellaneous alphanumeric and integer information, including
date, ete. (15Ak)

AT
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Words 11 to 25 - descriptive title (15Ak4)
Werd 25 - format identification, DSTD, etc. (AY)

2. Data Records \
FBach video data digital tape has many data records based on the D format
video line. A D format line has 107 words of 32 bits each.
First word - number of data words ( always 104), an i.teger
Second word - line number (6 to 237, or slightly higher), an integer
Third word - video field or color number (O to 7) an integer
Words 4 to 107 - Two's complement data, packed eight bite per picture element,

- four elements per word

A D format tape record consists of one D format line. An E format rec-:d

consists of eight . format video lines, joined in sequence.

3. End of file marks (EOF's)

Each video tape file is marked by an EOF. Each tape has a second ECF after
the last file.

A file may contain one, three, or four video frames. The first monochrome
data gathered to simulate 4 by 4 by 4 Hadamard transform operation, has four
monochrome frames in time sequance in each file., Test images taken from these,
and longer sequences made using the video disc analog recorder, have only one
monochrome frame in each file, Color files always contain three frames, one for

each primary color.

4. Video Line Order

DSTD/ESTD. For both D and E format tapes, the standard line order is in
the order of the temporal video scan. The lines are ordered 6 to 237 in field C,
then 6 to 237 in field 1, and so on to field 5 or 7 if there are three or four

frames in the file.
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(Video Line Order continued)

DINT/EINT. For both D and E format tapes, the interlaced format is
organized by frames, rather than fields. Each line in the first or even field is
followed Ly the corresponding (same numbered) line in the second or odd field.
Relatively few data files are in the interlaced format, but conversion is simple,

and the compression programs accept interlaced input.
Y. OUriginal Video Data Tapes

Many monochrome files (D101-125, D151-170) consist of eight fields in
time sequence. Otuer monochrome files are a single frame (two fields) forming
part of a sequence of about 85 frames (ETOl, ETO3, ET06, ETOT).

Color files are either RGB or YIQ in frames 1,2, and 3, respectively. Two
color sequences of 59 (EC09,10,11) and 46 (EC12,13) frames exist. The first has
been reformatted in reverse field order. Single frames of higher color quality
have also been obtained. They were recorded in the original D color format,

which had a line given in each color sucessively, instead of by fremes in each color.

The files DC13-22 have been converted from old DINT, RGB to new line order EINT,
YIQ using DFMT , DTOE, and ERTOY. DCOl-1C could be similerly converted for use

wi.h current compression programs.
6. Compressed Video Data Tapes

Several demonstration tapes were prepared for a review in mid-January. These

are described here by tape label.

Tl - DC"3-22, EINT, processed by T8X8
- frame interlace, 8x8, cosine, color
- 2 bpp, 1.5Y, 0,25 I and Q
cl - Man and Tool, 85 frames, ESOF
- 1/8 bpp, monochrcme, Hadamard, 8x8
ce - Wheel, 59 frames, E85F

i/k bpp, color Hadamard, 8x8

\s
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Al to AB - Wheel, 234 frames with reversal and two runs, E83FA
- 1/2 bpp, color Hadamard, 8x8 :
- new 2.5 bpp Y edge mode, new edge threshold
DEM(22 - Reasoner, monochrome
- results of 21 wevefcrm compression tapes
- original, Hadamard 3 and 1.5 bpp, DFCM 3 and 1.6 bpp

- adaptive DPCM and subgampling 1.5 bpp
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Two conference papers have been presented since the interim final report.
The topics were "Comparison of Video Fields and Frames for Transform Compression,"
by Harry W. Jones and Larry B. Hofmen, and "The Karhunen-Loeve, Discrete Cosine,
and related Transforms Obtained Via the Hadamard Transform," by H., W. Jones,
D. N. Hein, and S. C. Knauer. Original drafts of these papers were included

in the interim final report, as appendices A and B of Section B. Copies of the
papers from the proceedings are included here.
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Harry W. Jowes, &0,
COM-CODE, inc.
Mountan View, Catifomia $4043

Moffett Figld, Cahtornia 94036

Abstract

- Because of the interlaced "television scan, the two fields that form an interlaced video
frame are generated 1/60 of a second apart. If the two iields are couwpressed inde-
pendently, the correlation betwcen adjacent lines is unused. The transmission rate can be
reduced by using a field memory to form an interlaced frame. Four test images- were
processed as fields and as interlaced frames, using both theoretical and experimental
compression designs. For comparable mean-square error and subjective appearance, field
compression requires about one-half bit ger sample more than frame compression. " However,
the overall transmission rate — the number of bits per image time~ the number of images
per second — is more meaningful than the number of bits per sample. When transform
compression at low transmission rates merges the adjacent lines, frame compression becomes
similar to field repeating, and the memory can be reduced.

Introduction

This paper describes the results achieved, and the hardware required, for video com-
nression using either fields or interlaced frames. Interlacing the video fields, and the
inverse operation, requires substantial digital memory, but achieves a given compressed
image quality using a lower transmission rate.

In television transmission, the scene is repeatedly scanned to form a field image of
about 256 lines. As shown in Figure 1, each field consists of every second line in the
full frame, and the alternating fields (r~presented bK so0lid or dashed lines) are displaced
vertically by one line. Two successive fields f{orm the full video frame of about 512
lines. Fields are transmitted at the rate of 6" times per second, to avoid the objection-
able flicker effect w' ‘ch occurs at lower {ates, ecven though 30 or fewer images per second
are sufficient for motion representation. (1)

It is possible to transmit sampled images at reduced bit rates because much of the in-
formation in samples taken at the Nyquist rate is redunuant. The successive samples ars
not independent, and the video process can be described by a first order Markov model. (Z)
This Markov model fits the measured correlation of the four test images used here, as shown
in Figure 2 for the image of newscaster Harry Reasoner, and in Table 1 for all four test
images. The image frames usually have tiie highest correlation between adjacent samples in
adjacent lines in a frame (different ::elds), the next highest correlat‘ -, between adjacent
samples in the same line, and the lowest correlation is between corresponding samples in
the closest lines in a field (separated by an alternate field line). This is as expected,
from the 4-to-3 width-to-height aspect ratio of the video frame, and because the four test
frames have low motion or change between ficlds.

Because higher correlation allows more transmission rate compression, the correlation
values indicate that it is most effective to usc samples in the adjacent lines of alternate
fields, next most effective to use samples in the current line, and least effective tv use
samples in the clo<2st lines of the same field. The cost of using these samples is the
memory required to store them. Using samples i:n the same line requires a few ¢ : ples to a
line of samples to be stored; using the closest lines in the same field requires several
lires of memory; and using samples in the adjacent lines of the alternate field requires a
ful) field of memory. Obtaining the lowest possible transmission rate can require much
more memory than less efficient systems. This ¢ffect is also apparent in conditiona
replenishment systems, which use the correlation between successive framcs in time.(3) (4)

*The research work leading to this paper was performed under co.. ract NAS2-9703, sponsored
by the National Aeronautics and Space Administration, Ames Research Center, Moffett Field,
Cslifornia 94035,
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<4
Transform Compression Systems ;‘.‘~;&,
Computer simulations of video indge compression systems were undertaken to compare the RIS
performance of field and frame compression. All experimeni involved single image .
compression of monochrome television images. Digitized images were obtained by sampling a : - -
standard NTSC baseband signal at 8.064 x 106 samples per second. .acl sample was repre- ot
sented b» a six-bit integer. The visible area of the images has 416 samples per line and PN

464 lines per frame. The nominal 512 samples and 512 lines includes samples in the
horizontal retrace and lines in the vertical interval. The television images were com-
pressed both as fields of 232 lines and as interlaced frames of 464 lines.

The compression experiments used Hadamard transforms of 8 by 8 subpictures. The co- YN
efficients nf the 64 Hadamard vectors are u<ed to represent the subpictures. The 8 by 8 '
Hadamard basis vectors are shown in sequency order in Figure 3. Sequency is defined here ‘
as the total number of white-black and blacn-white transitions, in the horizontal or
vertical directions. [If the Hadamard transfo-m is not normalized, the vector coefficients
have a possible range of 12 bits, since each i: the result of 64 additions or subtractions
of 6 bit numbers. The vector coefficients were first rounded to the 8 most significant r
bits, and then quantized to an 8-bit integer. ‘‘ransmission rate compression is achieved by C s
using fewer than 64 quantizer levels, and indiciting each using a code word shorter than 6 S
bits. In the final ‘compressed picture, each sanple is renresented using a 6-bit integer, .
as in the original image.

Figure 4 shows the hardware organization of tne independent field transform compressor.
The input lines are converted to digitai samples, stored in an 8-line memory, transformed
in 8 sample by 8 line blocks, and quantized. The quantized bit strecam is transmitted, and
the inverse process is used to generate analog videu. The field compressor uses the
correlation between the samples in a line and hLetween tie iines in a field. Some correla-
tions are not used, since each 8 by 8 subpicture is processed independently.

Figure 5 shows an interlaced frame transform compressor, which performs the same
functions as the field processor. It differs because tue 8 by 8 subpictures are taken from
an interlaced frame, rather than from one field. The & by 8 frame subpictures have one-
half the height of field subpictures. In order to interlace a frame, the first field is
held in memory until the second field is being generated. The fields are then interlaced
and the subp.ctures are transformed. Information on the two fields is partly transmitted
and partly stored during the second field time, and the stored information is transmitted
during the next field time. The receiver output display is not snchronized to the data
transmission, as it was in the field compressor. To provide the co .¢ct display, the
receiver requires a compressed memory to hold the frame in the tran.mitted form. This ’
memory is decoded twice, to provide the two fields. The memory required is one field at 8 ! >
bits and one-half of a compressed frame (assumed to require i bit per sample) at the { =
encoder, and one compressed frame at the decoder (assumed to require 2 bits per sample), or
the equivalent of one frame at 7 bhits (i.e., 7 bit frames). This is the cost oy using the i,
correlation between adjacent lines in a frame rather than the correlation between the *
closest lines in a field.

‘.I > '“‘; A

The interlaced frame compressor of Figure 5 uses transmitter memories which are .
alternately fully written, and then fully read once, so that th? Temory informat‘on is of
no further use during one-half of the memory cycle. A reviewer 5) of this paper has
devised a frame interlace system which improves memory efficiency by reading four lines
from memory, and then immediately replacing them with four current lines for future use.
This is made possible by redefining the concept of an interl.ced frame; rather than using a

P

frame of two successive fields, the frame definition is changed every four lines. T"or the -
current input field, the first four lines are combined with four lines from the ; ‘ous ‘
field, the second four lines are placed in memory for combination with the folluw « fieud,

and so on alternately every four lines., This improved design requires one-half fi. of
uncompressed memory at both the transmitter and receiver, for a total memory requirement of
4 bit frames.

System Simulation Results

Figure 6 shows the mean-square error results obtained (1n units of ‘e jcast sagnmificant
of the six original bits) when the Harry Reasoner test image was compressed using
theoretical compression designs., The different compressq'on designs ¢onsict of the bit
assignments and quantizers for each of the 64 Hadamard vector =nefficionte The theo-
retical designs assumed the first order Markov correlation mndel (with the "assuicd an
design" values of Table 1), an exponential distrinsu*-on fer the transform vector co-
efficients, and the mean-square error measure. At o same rates, ficld compression ;
produces larger error than frame compression, or, cquivalentlv, ficld compressinn requires ‘
more rate for a given error. However, there are two cascs an the tield data, and ~ne case g
in the frame data, where 1/2 or 1 bit per sample increas>s in the transmis<ton 1 :te produce
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<;_ﬁttle or no reduction in error. The theoretical designs obviously do mot make the best
possibie use of the transmission rate.

Figure 7 shows the mean-square error obtaimed when the Harry Reasomer test image was
compressed using experimental compression designs. The curves are smooth, and added rate
always reduces error. The experimeantal designs give much lower error than the theoretical
designs. The field compression curve for t: experimental designs (Fig. 7) is mearly
identical to the frame curve for the theoretical designs (Fig. 6), from 4 bits per sample
down to 1 bit per sample. The experimental designs used are similar to designs obtained by
trial and error, but were generated using a formalized procedure based on the requirement
of good representation for both the edges and the low detail areas in video images. For a
full discussion of the theoretical and experimental designs used, see Ref. 6.

Figure 7 shows that, over most of the range of transmission rates, tield compression
requires a transmission rate about 50% greater than frame compression, for the same mean-
square error. At the highest rate shown, 4 bits per sample, the wmean-sguare error is
caused by rounding all the tramnsform vectors to 8 bits, and all methods give about the same
error. = .

Figure 8 eho;:—:::ﬁ;;EF3nuare error 2sbtained using the experimental compression designs
on all four tes® images, in both frame and field compression. Because of the wide ramge in
the detail and correlation of the test images, the mean-square error at each transmission
rate ranges over an order of mag.itude, and the mean-square error is plotted on a log
scale. Even though the test irages differ greatly, the parallel curves of Figure 8 show
that the increased rate requiv .~ field compressior is nearly constant, about 1/2 bit
per sample, for these images range of transmission rates between 1/2 and 2 bits per
sample. It seems that the fras: ur field compression trade-off can be summarized as 4-7 bit
frames of memory for 1/2 bit per :ample in tramnsmission rate.

The subjective impressions of the compre:.:ed images agree in quality ranking with the
mean-square rror results. Figure 9 shows the originsl image of Harry Reasomer. Figure 10
shows this image compressed using 1 bit per sample in the frame, and Figure 11 shows it
‘ompressed using 2 bits | '~ sample in the field. The compressed images exhibit edge
segradation, especially at the shoulders, lips, collar, and tie. The field image at 2 bits
per sample has somewhat higher quality than the¢ frame image at 1 bit per sample, as ir
dicated by the error values of Figures 7 and 8. (Originals of all the test images ar.
shown in 7 -£. 6.)

Time Effects

The above comparison of frame and field video compression considered only the quality of
the individual images, and ignored the effects of motion and the tim: sequence of images.
The two fields in a frame are generated 1/60 of a second apart in time, and motion tends to
make the correlation between adjacent lines in a frame lower than ~he correlation between
the closest lines in the same field. A fifth test image, of 38 blurred hand moving rapidly
over a writing pad, was -ompressed in the same way as the four other test images. Because
of the motion, the mean-square error was lewer for field compression. (An original of the
pad image is shown in Ref. 7.) Traasform compression, especially at lower transmission
rates, teads to average adjacent samples and lines. Two fields processed as a frame become
similar, and high motion areas where the original lields differ become blurred. In frame
compressizn of high motion scenes at low transmission rates, the motion update rate is the
frame rate, 30 per s2cord, rather than the field rate, 60 per second. Because the frame
rate is adequate for representing motion, this is not an impairment.

These observations suggest a third approach to video compression. Since frame
processing tends to average the two ficlds at lower transmission rates (which would reduce
tho vertical resolution and the motion update rate to one-half their original values),
J1ame compression is more similar to field repeat compression than to independent, two.
field processing. In field-repeat compression, only one-half tnhe fields are transformed
and transmitted, and each trantmitted field is displayed twice at the decodrrs. Figure 12
shows the block diagram of a tield-repeat compression sys..m. A“s the fielc to be trans-
mitted is genecrated, hal. 4 <current information is transmitted and half _., stored. The
fuil compressed field is r-tained in the decoder, for repeated display. ThLe total memory
requirement for fizld-reneat compression is 1 1/2 bit frames, cather than 4 or 7 bit frames
for frame compre<sion. A real time h-: Jare system using the Hadamard transform and field
repeat has heen previously described.

S.nce a single field has only one-ha'f of the samples in » frame, thc sume overall
trausmission rate is obtained when the 'n .er .. bits per transmitted sample is doubled fo:
field repeat. The overall rate is the uumber of bi1*, per image multiplied by the number of
images per s.cond. Field repeat comprewsion transmits only one-half the field images used
in frame or field compression, as discnssed above. The previous mean-square error results
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also indicate the performance of field-repeat, since the ssme error in each transmitted
ficld is obtained if one or two independent fields ave tramsmitted. Field-repeat
compression at 2 bits per sample has the same error as field compression at 2 bits per
sample, but the overall transmission rate for field-repeat corresponds to that for g:a-e or
field compression at 1 bit per sample. Field-repeat compression can be compared to frame
or field compression in Figures 6-8 by moving each point on the field compression curve to
a point having the same mean-square error and one-half the tramsamission rate. This shows
that the error is slightly lower for field-repeat compression than for frame compression,
and much lower than for field compression.

Figure 13 ws a field-repeat image of the first field of Figure 11. This field-repeat
image requires ° e same overall transmission rate as the frawe processed image in Figure
10, having one t eld at 2 bits per sample rather than one frame at 1 bit per sample, and
the subjective quality is similar. The field-repeat image has lower quality than the field
compressed image, but that image has two independent fields at 2 bits per saaple and
requires twice the overall tvansmission rate. In field-repeat, vertical resolution is
noticeably reduced in detailed areas, and quantization noise and contouring are more
apparent in background areas. It should be reemphasized that field-repeat compression is
appropriate at the lower transmission rates, where it is not possible to provide the full
potential resolution of uncompressed video.

Conclusion

Experimental simulations of interlaced frame and independent field compression systeas
irdicate that frame compression can achieve a transmission rate about 1/2 bit per sample
lower than field processing at a given image quality, with the added requirement of 4 or 7
bit frames of memory. Frame transform compression can be used at lower transmission rates
than field compression, but replaces the two fields in the frame with two similar combi-
nations of “he original fields. If it is decided to use only one field in field-repeat
compression, performance similar to frame compression at low transmission rates can be
obtained using only 1 1/2 bit frames of memory. A conditional replenishment compressor,
which uses(s?e correlation between successive frames, can be implemented using 7 bit frames

of memory.
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Table 1. Range of the correlation parameter R for D equal to I through 7, where R = Cl/D,
C is measured correlation and D is sample distance

Picture Tn-line Between L.nes in fae Betwe~n lines in {rame
Reaso .er 0.966-0 987 0.967-0.973 0,9%4-0,989

Two girls 0.965-0.982 0.936-0.950 0.972.0.978

Two men 0.964-0.977 0.933-0.946 0.968-0,972

Band 0, R47-0.882 0.807-0.877 0,.888-0,916
Assumed .95 0,94 (U
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ABSTRACT

The Karhunen-Loeve transform for stationary data, the discrete cosine tra. form, the Walgh-
Hadamard transform, and most other commonly used transforms have one-half even and one-half
odd transform vectors. Such even/odd transforms can be implemented by following a Walsh-
Hadamard transform by a sparse matrix multiplication, as previously reported by Hein and
Ahmed for the discrete cosine transform. The discrete cosine transform provides data com-
pression nearly equal to that ot the Karhunen-Loeve transform, for the first ovder Markov
correlation model. The Walsh-Hadsmard transform provides most of the potentiali data compres-
sion for this correlation model, but it always provides less dats compression than the dis-
crete cosine transform. Even/odd transforms can be designed to approach the performance of
the Karhunen-Loeve or discrete cosine transform, while meeting various restrictions which can
simplify hardware implementation. The performance of some even/odd transforms is compared
theoretically and experimentally. About one-half of the performance difference between the
Walsh-Hadamard and the discrete cosine transforms is obtained by simple post-processing of the
Walsh-itadamard transform coefficients.

INTRODUCTION

it ie well known that the Karhunen-Loeve, or eigeavector transform (KLT), provides decorrte-
lated vector coefficients with the maximum energy compaction, and that the discrele cosime
transform \uCT) i1s a close approximation to the KiT for first-order Markov data (1). We will
show that the general class of even/odd transforms incluaes this particuiar KLT, as well as
the DCT, the Walsh-Hadamard transform (WHT), and other familiar transforms. The more complex
even/odd transforms can be computed by combining a simpler even/odd transform with a sparse
matrix multiplication. A theoretical performance measure is computed for some even/odd trans-
forms, and two imape compression experiments asre reported.

EVEN/ODD TRANS FORMS

Orthogonal transforms are frequently used to compress correlated sampled data. Most commonly
used transforms, includiag ihe Pourier, slant, DCT, and WHT have one-half even and one-half
odd transform vectors. Several properties of such even/odd transforms are given in this sec-
tion. The even vector coefficients are uncorrelated with the odd vector coefficients for a
data correlation class which includes stationary data. The KLT 18 an even/odd transform for
this class of data correlation. A conversion from one even/odd tramsform to another requires
only multiplication by a sparee matrix, having one-half of its elements equal to zero.

If N, the number of data poin ", - aen even number, a vector

T
Ve (vvy VN-IVN)

is said to be even if

and is odd if

Agreement No. NCAZ-0R-31613-702.
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For a data vector of length N

Xe (31!2 .« o o xﬂ-lxﬂ)r

the NXN correlation matrix is given by
T
X -ecx)

Since E,. is a symmetric matrix, it can be partitioned into four N/2 x N/2 submatrices in

the following manner:
YA
2"
t
x SBT

vhere

A=AT and C=cC

The general form for a transform matrix with one-half even and one-half odd basis vectors
(called an evenfodd transform), can be written as a partitioned matrix

[0

‘B :

He ‘
‘D -b!

where E and D are N/2 X N/2 orthogonal matrices, and £ snd D are formed by reversing
the order of the columns in E and D, chat is,

g = El and D= DI

where the permutation matrix 1 1s the opposite diagonal identity matrix. The matrix H
can then be factored into the product of two matrices

ft1 1

It is next shown that the even and odd vector coefficients of an even/odd transform are uncor-
related, for a general class of data correlatfon matrices. The rorrelation matrix for the
transformed data vector, Y = HX, {s given by the similarity tramsform.

r,-nL, v

1
'E(A + Bl + IBT

ip(a + BT - 18T - IcI)ET  D(A - Bi - 18T + ici)oT,

+1c1)EY  E(A - BT + 18T - ‘xc‘nn"{

The even and odd vector cvefficients are uncorrelated when the opposite diagonal submatrices
are identically zero. This is obviously true in the enecial case where

Aelct and B I8'E

These equations state that the data corr *ation matrix Ex i{s symmetric about both the main
disgonal and the opposite diagonal. This condition 1s satisfied {f F.(xixj) 1s a function of
the magnitude of {1 - j, that {a, i{f the process 19 stationary. For stationarv data, the
coirelation matrix {8 a eymmetric Toeplitz matrix (1, 2).

This decorrelation property of even/odd tranaforme 18 used to show that the KLT {s an even/

odd transform., For K, a reordered matrix of the KLT vectors, the transformed vector 18
7, Z = KX, The correlation matrix for the transformed vector s given by

Z,-xZ ¢
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Suppose that the data are first transformed by the matrix H, above, and that the data are
such that the even and odd coefficients are uncorrelated by this even/odd transform:

Z,-nE, W

"E(A + BI)ET o !
- 2 : !
' o D(A - BI)D'!
v, o'
- !
fo v,

Since H 1s invertible, K = AH, for A = Klir-
T,T
r,-am} wa
T
X, = r,A

oo} o

) I A

Suppose that

A Ay
A= ‘
Ay Ay
]
Z ,'MYM:T + Az‘VzAzT A1Y153T + AzYzh.T!
-
T T T
z !Aa‘hh + Ay Y247 AY1Ay + AuYzAuT!

Since the KLT produces N fully decorrelated coefficients, z:z ie a diagonal matrix.

Either both A; and A3, or both A; and \, must be identically zero. For A; = A3 = 0,
the firgt N/2 vectors remain even, while for A; @ A, = O, the even and odd vectors are
interchanged in K.

K = AH
‘A, o' e B!
‘0 A, D -D
ME ME ]
AuD  -A,D
'ME AR

AyD  -A DI’
The KLT is an even/odd transform for the class of correlation matrices for which even/odd

transforms decorrelate the even and odd vector coefficients.

If HandJ are two even/odd NXN transforms, the multiplication matrix for conversion
between them is sparse:

'g E:




TR TR S S ; -3 : ot e

.y SN e . o
R R iin. . DR m‘ e

S

ot et ®

. —

ot e ? ot e

The vonversion s defined by

s e ——

,' b b ¥ ¢
; loeT . T T_ .7
IeF' + EF'  EGC - EG'!
T ofT- 0T ocTe 6T
However, 1
6" = i(6i)" = ElicT - BGY ; :
%
5T - pFl S
It follows that
et o [
Se 2; o nc'ri

The conversion between any two even/od transforms requires N2/2 rather then N?
wultiplications.

We have shown that the class of even/odd transforme has no correlation between the even and
odd vector coefficients, for a class of data correlation matrices including the statiopary data
matrin. The XLT for this data correlation class, and many familiar trsnsforms, are even’/odd

( transforms. The coefficients of any even/odd transform can be obtatned by a sparse matrix
aulttplication of the ceeffictients of any other even/odd tranaform. This observatien was the

hasis of a previcus implementation of the DCT and suggested the investigation of even/odd
transforas described below.

THE DISCRETE COSINE TRANSFORM OBTAINED VIA THE HADAMARD TRANSFORM

Hein and Ahmed have shown how the DCT vectors can be obtalned by s sparse mstrix aultiplication
on the WHT vectors (3, 4). Since the DCT, un!the the general KLT, has a constant vector and a
ehifted square-wave vector in common with the WHT, the number of satrix aultiplications is less
than N°/2. The A matrix, which gener-ed the DCT vectors for N = B from the WHT vectors, is
given by Hein and Ahmed, and 1s reprod. .ed here an Figure 1. Although this implementation of

the DCT requires mor- operatfons for large N than the most effictent DCT tmplementation (5),
1t {8 verv satinfacte.; for N equal to 8,

tf a transform has even and odd vectors and has a consetant vector, se s typical, it can be
ohtalned via the WHT in the same way as the DCT., The slant transform s an e.ample (1, 6). A
hardware tmplementation of the DCT via the WHT is belng constructed at Ames Research Center,
usfng N = 8 and the matrix of Figure 1. Since this implementacion containg the fratrix mul-
t'plicarton factors in inexpensive resd-only memories, it will be possible to consider the
real-time quanti{zarion design and evaluation of a large class of traneforma. Transforms vith
subopt tmm performance are acceptable only !f they can be implemencted with reduced complexity.
Tranaform performance can be determined theoretically from the vector energy compaction, while

the tap'ementation complexity can be entimated from the number and type of operations added
afte~ the WN™,

COMPARTSUN OF TRANSFORMS USING THE FIRST-ORDER MARKOV CORRELATION MODEL

It {e genere!!v acepted that the sanmple-to-sample correlation of an tmage line acan 18 approx-
fmated dv the *tirat-ovder Markov mode! (7).

clxyx) = c('t - gy = r“'” P
3
The correlation of adjacent samples, r, varies from 0.99 for low detat] tmages to 0.80 for

3
high detatl te~jes, with an average of about 0.95 (8). The ‘orrelation matrix, 2 , Was gen- '
erated using the firat-order “tarkov mode!, for varfous r, and the corresponding Kf‘l"s and
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vector energies were numerically computed. (The analytic eolutios s anown (9).) In

addition, the matrix Zx was used to compute the transform vector energies and correlations
for the WHT, UCT, and other transfovrms.

A is well known, the KLT vectors for r » 0.95 are very stimilar to the BCT vectors and have
neariy identical vector energies (1, 3). The most apparent difference betwcen the DCT and the
K:T 18 that the KLT vector corresponding to the constant DCT vector is not exactly constant,

but weights the eentral samples in a fixed transform block wore than samples near the edge of
the biock. As r approaches 1.00, this KLT vector approaches the constant vector, and all

the KLT vectars approach the corresponding DCT vectors. The vector energies of the KLT and

the DCT are nearly identical for r greater thun 0.90, and d1€f.r only slightly for r

preater than 0.50. The KLT and DCT vector energies for N = 8 and r = 0.50 arve plotted in
Figure 2. The enrergy compaction at r = C,5 is much less than at the typical r = 0.95. -

The rate-distortion performance of a trsnsform depends on the transform energy compaction.
if the distortion d 1s less than the coefficient variance 0,2 for all 1, all N trane~ o
form vectors are quantized and transmitted. The number of bits required is (10): K3

N
be X 3 log2(042/4) S

1 & N
--2-1211032 012 - 3 log, d I

The first term of b can be used as a figure of merit for a transform.

N B |

1 .
t-iz log> 0‘2 r
is]
The figure of merit f 4is a negative number; the larger its magnitude, the greater the rate .
rejuction achieved by the transform. Table I gives f for the KLT, DCT, WHT, and two even/ )
odd transforms the* will be described below. At correlation r = 0.95, the KLT gains 0.014 “
bits more than * *.-T and 1.183 bits more than the WHT. The WHT achieves most of the
available data . ession, and the DCT achieves nearly all. As this rate reduction 1is
obtained for al ' wvectors, the increased compression of the DCT over the WHT, for
r=0.95 is 1. » B8, or 0.15 bits per sample.

EVEN/ODD TRANSFORmS JBTAINED VIA THE W.LSH-HADAMARD TRANSFORM

The sequencv of a transform vector i{s defined as the number of sign changes in the vector.

The vector sequencies of the vectors corresponding to the matrix of Figure 1 are in bit-
reverse order, as indicated (0, 4, 2, 6, 1, 5, 3, 7). The energy compaction of the WHT and
IXT for r = 0.95 and N = 8 is shown in Figure 3. In the conversion from WHT to DCT, the
two-hv-two matrix operation on vectors 2 and 6 transfers energy from 6 to 2, The four-by-
four matrix operation on the vectors of sequency 1, 5, 3, and 7 reduces the energy of 3, 5,
and 7 and increases the emergy of 1. These operations remove most of the residual correlation
of che WHT vectors, The matrix multiplication requires 20 wultiplications by 10 different
factors (15 factors including sign differences).

We first consider a simplified operation on the 2 and 6 and the 1 and 3 sequency vectors.

This operation consists of multiplying the WHT vectors by matrix B (Figure 4). This further
transform is designed to reduce correlation and to generate new t-ausfors tors in a wvay
somewhat similar to the A matrix multiplication which produces the DLT. . ere are two identi-
ral two-by-two operations, and a total of eight multiplications by two different factors
(three including eign). The encrgy compaction of the B-matvrix transform is shown in Figure 3,
with the energies of the WHT and DCT. As the B-matrix transform vectors of sequency 0, 4, 5,
and 7 are identical to the WHT vectors, they have identical energy. The B-matrix transform
vectors of sequencies 0, 1, 2, 3, 4, and 6 are identical to the corresponding DCT vectors

(0, 4) or very similar. For example, the B-matrix vector of sequency ! is a slanted vector

of step width 2 and step size 2 (3, 3, 1, 1, -1, =1, -3, =3)., The performance of the

R-matrix transform, {n terms of the figure of merit, is given in Table 1 above. The R-matrix
tranaform has something more than one-half ot the gain of the DCT over the WHT, with something
lesa than one-half of the multiplications, and less than one-fourth the hardware {f the two-
hy=two tranaformer is used twire.

As a gecond example, suppose that it is desired to approximate the DCT by adding integev prod-
ucts of the WHT vectors. For small integers, this operation can be implemented by digital
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shifts-and-adds, and requires fewer significant bite te be retained. The matrix C, given in
*fgure 5, is an orthonormal tranaform matrix that is similar co the OCT. The two~by-tweo
matrix, opurating on the vectors of sequency 2 and 6, ig a apacialization of the gensral two~-
by-two matrix having urthogona! rows with identical factors. The four-by-four operation oa
the vectors of cdd sequency {g a specialization of the general four-by~four macrix wich
orthogonal rows, tdentical factors, and the addit lonal requirament of a positive diagonal.

The sreclalizations of the general matrices were made by requiring that the two-by-two matrix
integers have approwimately the ratios found in the second (and third) vows of the A matrix,
and that the four-by-four matrix integers have approximately the ratios found in the fifth
(and etghth) rows of the A wmarrix. Since the A-matrix transform is the DCT, it 18 ensured
that the C ctransform vectors of sequency 2, 6, 1, and 7 will approximace the corrvesponding
BCT vectors.

The energy compaction results of the C craasform, with the results of the WHT end DCT, are
given in Figure 6, for r «» 0,95 and N = 8. The energy of the vectors vf sequency 2, 6, 1,
and 7 1s very aimilar to the energy of the DCT vectors, but the vectors of sequency J and S
are different. The energy correspondence could be improved by mstching the four-by-four
matrix faccore to the average of the fifth and sixth rowe in the A matrix, but there is little
potential data compression remaining. The theeretical performance of cthe C matrix, in terms
of the figure of merit, is given in Table !. The C-matrix transform obtains nesarly all the
gain of the DCT over the WHT., If the rational form, inatead of the integer form, of the
C-matrix transform were used, the computation would require 16 multiplications by 4 different
tactors (7 factors including sign differences). There is some reduction in complexity from
the implementation of matvrix A.

EXPERIMENTAL IMAGE COMPRESSION RESULTS

Experimental results were obtained for two-dimenaional, 6X8 eample block implementsticns of
the transforms conaidered above. Four video test imsges — Harry Reasoner, twp .irls, two Men,
and band — were used in &all tests. These images have correlation of 0.97 to 0.98 between ele-
ments in the acan line, and fit the first ordar Markov model, except for the very detsiled
band image, which deviates from the Markov model and has an average in-line correlacion of
0.85 (11). Two different compression experimente were made,

The teat images were first compresred hy " epresenting either thirty-two or sixteen of the
sixty-four 88 transform vectors, iring an cight-d>it uniform, full-vange quantizer. The
othar vectors were neglected. The ,atrerns 2’ the vectors transmitted and neglected ate
given in Figure 7. The vectors a'e *n seq.:ncy order, sith rhe lowest sequency average vector
in the upper left corner of the ~attern. The mean-gquare error for this compression method
and the four transforms is given in lable L!. The B-matrix tramsform error is intermediate
between the WHT and DCT errovrs. aud the Z-matrix error ie very close Lo the DCT error. This
ia consistent with the Markov mndel energy compaction results above.

To obtain the greatest transform compression, the transmitted bits should be assigned to the
vectors according to the equatinn given above, and the coefficient quancigers should be
designed for minimum arvor civen the coefficient enargy and amplicude distributions. The
optimum theoretical bit assignmerts and quantizers depend on the psrticular traneform used.
The teat images, and most typical images, contain low-contrast, high-correlation background
areas, and edges where correlation i{g¢ low. The bit assignmente and quantcizer desigus based
on the static.ary Ma v model ignore this nonstationarity, and designs that coneider low-
contrast areas and edges give improved mean~-equare error and subjective performance. Such
improved cesigns have been dev.sed for the WHT (11), and have bean teated with the DCT,
B-matrix, and C-matrix *vansforme. The transmigsion rate and mean-square ervor results are
given in Pigure 8, for the test images compressed in the video field. The DCT gives improved
error performance, and the B and C matrix transforms are intermgdiate, but the B and C
matrix resu.ts are relatively poorer than those tn Table II. The DCT gives more rate reduc~
tion than rthe WHT — ahoui 0.2 to 0.5 bite per sample. A8 & two-dimansional trraaforr .as twice
the gain of a one-dimensZonal tranaform (.0), the theore2ical gain of the DCT over th. WHT,
for r = 0.9, should be twice the 0.'5 bitu per sample of Table I, or 0.)0 bits per sample.

The lower arror >f the DCT, B-matrix, and C-mat~ix transforms does tndicate sudjective ‘mprove-
ment in the compressed images. This sub’ective improvement 1@ larger at lower ®ocal bit

rates, due tc the relative increase of largey, more noticeable errors at the lowrr rates, and
due to the more objecrionable, blocky nature of large WHT errore. The B and C marrix

errore are gublect‘ve'y more similar to the DCT errors than to WWT ertors, hecause the higher
evnargy vectors eppruximate the DCT vectors.

[t fe not surprising that a design optimized for t e WHT gives good resv'» ¢ *he DCT and

nimilar transforms. The transform compression introduces errors {n thre w» 1 * not trans-
mttring vector coefficients, by ueing quantizers that are too narrow, ard - itization
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errors w.thin the quentiszer rangea. The DCT, because of ite super.ur enecgy compaction,
reduces the first two sources of error. Although the quantizers used arz nearly uniform,
thev do have agaller quantization steps for low coefficient values, so the third source of
error is alao reduced. Any compression deeign will give better performance with the DCT.
from the eimllarity in energy compaction, a good design for the WHT should be ressonsbly
effective for the DCT. However, further perforance gains an be made with the DXT and with
the R-matrix and C-matrix cransforms, by optim. -.ng the cov, cession designe for the transform
used.

The er' r rtatistice show that the lover mean-square ervor of the DCT 1s due bdoth to fewer
{arge err. rs, which nearly alvays occur at edges, and to fewer small errors, which eccur 1n
t..: areas and edges. The subjective appearance of the compresged image confiras that the
DCT produces both smoother low coantrast areas and less distorted edges. Sinre the low con~-
trast areas hawe very high correlstion, and since the edges — though not aoise~like — can be
approximated by a .ow-correlatien Markov sodel, the mean-square error esc¢ .bjecilive results
agree with the theereticeal result that the DCT 18 superior to the WHT fo- . 6! values ef cov-
relstion (see Table I).

CONCLUSION

The Karhunen-L.oeve transform for data with stationary correlation, the discrete cosine trans-
form, the Wa:sh-Hadamard transform, and other familiar transfor~s are ewan/odd vector trans-
forms whose coefficients can be obtained by eparse matrix musltipiications of the coefficients
of other even/odd transforms. Of the familiar transforms, the Walsh-Hadamard transform ie
the sirplest to implement, but has the smsllest compression gain. Using the Waish-Hadamard
transform followed by a sparse matrix multiplicaction al'ows implementetion of any even/odd
ansform. The discrete cosine transform has a difficult implementiation, but verv closely
approaches the optimum performance for first-order Markov date. As the form of rhe vectors
is modified to approach that of the discrete cosinb vectors. the vector :rergy compaction
and the theoretical and experimental image comprersion results approach those of the discrete
cosine transform. Thae theoretical data compression reliably indicates the difference in
experimental per o:.monce for these transforms. About one-half of the performance differente
between the Walsh-Hadamard and the liscrete cosine transforms can be achieved by simple puat
processing of the Walsh-Hadamard coefficients.
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TABLE | The Frgure o %eeit, t = 3 log, oy, for Bitferent
Transtorms at X - % and Varfous Correlations.
Transtom

Corvelation, ¢ KLY [ i g [ 14 B satrix C astrix
0.99 -19.817 -19.705 -15.499 -19.205 -19.997
N.95 -11.741 -11.229 ~10.560 -11.2086 -11.558
0.90 -%.79 -8, 141 7.1 -7.875 -R.1R0
O, 80 -5.162 -S.082 -4.317 -4, 70 -4.95¢
0.0 - 1402 -t.328 -2.265% -3.05¢ -3.214
.50 -1.452 -1.34%6 -1.13% -1.26} -1.3
0.00 o_on

TABLE ! The “Mean-Square Error for the WHT, BCT, B Matrix and C Macrix

Transforms with a Subser of Yectors Retaioed.

Mean-square error for 32 vectors retained

Reasoner T™™vo Girls Tvo Mea Band
T 0.558 0.6806 1.694 3.948
B matrix 0.500 0.738 1.581 3.628
C macrix 0.442 0.666 1.5% 3.310
i g 0,446 0.660 1.535 3.056
Mean-square error for 16 vectors retained
Reasoner Two Cirls Two Men Band
WT 1.619 2.206 4.801 12.322
B watrix 1.507 2.093 4.557 12.056
C matrix t.e27 2.029 4. 4647 11.897
neT 1.4 2.01} &4.506 11.628
190, !
: 1.0
' : ]
0923 0383
0.383 0923
A= 0907 0075 0375 0180’
o 0214 0768 0513 0318
0318 0513 0768 0.214.
0.180 0375 0.075 0.907°

C-%
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Figure 1 - The A Matnx Used to Obtam the DCT From the WHT.
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