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TRANSFORMATION OF TWO AND THREE-DIMENSIONAL

REGIONS BY ELLIPTIC SYSTEMS

The major effort during this contract period has been the analysis

of finite-difference methods for composite grids. It was observed that

linear interpolation between grids would suffice only where low order

accuracy was required. In the context of fluid flow, this would be in

regions where the flow was essentially free stream. Higher order inter-

polation schemes have also been investigated. The well-known quadratic

and cubic interpolating polynomials would increase the formal accuracy

of the overall numerical algorithm. However, it can also be shown that

the stability of the algorithm may be adversely affected. Further numerical

results are needed in order to assess the nature of this instability

induced by the interpolation procedure. A complete report on composite

grid schemes will be presented at the conference on Large Scale Scientific

Computation. A copy of that paper is attached to this report. One aspect

of our work which is not discussed deals wi;,h the technical procedures in

implementing interpolation schemes used on composite grids. Currently

available software is not designed for repeated interpolation at the same

points. Therefore, in order to maximize the efficiency of our programs,

the location of the points used in *he interpolation and the coefficients

in the interpolation formula are computed only once. By storing these

values, the cost of computing an interpolated value is comparable to the

cost of applying the difference equation at an interior grid point.

The recent appearance of the paper by Hoffman (see attached reports)

and personal communications with other researchers has motivated us to
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take a closer look at the order of a numerical algorithm on a curvilinear

coordinate system. The order of a method is, by definition, dependent

on the manner in which the grid spacing is decreased. The grid spacing

may be decreased by adding grid points or by moving existing grid points.

A detailed analysis of order, including many commonly used mapping

functions, appears in a paper to be presented at the ASME Applied Mechanics,

Bioengineering, and Fluids Engineering Conference. A copy of that paper

is also included in this report.

.
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To be presented at the Conference on Large Scale Scientific Computation,
Madison, May 1983 (to be published by Academic Press

Y

ERROR ANALYSIS AND DIFFERENCE EQUATIONS ON CURVILINEAR COORDINATE SYSTEMS

C. Wayne Mastin

1. INTRODUCTION.

A computational grid must be constructed when solving partial differ-

ential equations by finite-difference or finite element methods. Presently

there are many grid generation algorithms. The choice of algorithm will

depend on the users desire for control over properties such ,s orthogonality

of coordinate lines, location of gr'd points, and smoothness of grid point

distribution. All of these properties may affect the accuracy of the

numerical solution. A survey of grid generation techniques may be found

in the article by Thompson et. al [7]. This report will deal with methods

for deriving difference equations on curvilinear coordinate systems and

the effect of coordinate systems on the solution. Recent contributions

dealing with the effect of the grid on truncation error for one-dimensional

problems have been made by Hoffman [3] and Vinokur [8].

The motivation for this investigation can be seen by considering some

current problems in computational fluid dynamics. Available computers can

be used to model the flow about a wing-fuselage configuration. When

additional components, such as fins, stores, and nacelles are added to the

aircraft, the computational region becomes increasingly complicated. The

grid Lan be extremely distorted and special difference formulas may be

needed due to irregular neighborhood structures as encountered by by Lee

et. al. [4] and Roberts [5]. In an attempt to limit grid distortion,

overlapping grids have also been used for complicated regions. Each

component is endowed with its own local coordinate system, and interpola-

tion is used in the solution algorithm. Various interpolation procedures

have been used by Atta [1], Atta and Vadyak [2], and Starius [6]. The	 ^^



possible impact of the interpolation procedure on the solution algorithm

will be investigated. It is noted that the interpolation technique may

effect the local truncation error as well as the convergence rate of

iterative algorithms and the stability of explicit algorithms.

2. FINITE-DIFFERENCE EQUATIONS.

A curvilinear coordinate system in the xy-plane is understood to be

the image of a rectangular Cartesian coordinate system in a fin-plane. The

induced grid is therefore composed of quadrilateral cells and difference

equations may to derived by transforming the partial differential equation

to the ^n-pla.ne .
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Figure 1.

A typical grid cell is indicated 'n Figure 1. This derivation gives no

information on local truncation error, so an alternate derivation will be

presented. Regardless of the derivation, the difference equations will

involve derivatives of x and y with respect to ^ and n. Since the grid

may be given only as a set at data points, it will be assumed that these

derivatives are approximated using differences. It can be shown that the

exact computation of these derivatives does not increase the accuracy of

the method.

Second order central differences are commonly used in the numerical

solution of partial differential equations. The truncation error depends

on the grid spacing in the curvilinear coordinate system, and therefore,

the corresponding grid spacing in the ^n-plane will at present be assumed

unity. The difference approximations with respect to ^ and q are then

f^ _ ( f (c+1 ,n) - f(^-1,n))/2

fn = ( f (^,n+ l) - f(C,n-1))/2

f^ E = f(C+1,,j) + f(^-1,n) - 2f(C, q )	 (1)

fin = (f(C+l,n+l) + f(C-1,q-1) - f(C-l,n+l) - f(^+1,n-1))/4

fqq = f(^,n+ 1) + f(^,n-1) - 2f(^,n)•



The local truncation error in using these differences to approximate the

derivatives with respect to x and y is revealed by examining a series

expansion of the above differences at (x(t,n), y(^,n)). First derivative

approximations are much simpler, and they will be considered first. After

a little algebra, the difference expression f  can be represented as

of	 of	
1	 a2f	 1
	 a 

2 
f

f = xC ax + yCay + 2 x^x&^ax2 + 
2(x &y E 

+ y^xCc)axay

a 
2 
f

+ 2 y Cy ^ a	+ HOT.	 (2)

The terms in this expansion can be separated into three categories. The

first order terms are used in deriving the difference equations. The

second order terms are due to the nonuniform spacing and curvature of the

curvilinear coordinate systems. The remaining higher order terms (HOT)

are proportional to the third power of the grid spacing, and terms of this

order would appear even if a uniform rectangular grid were used. Clearly

the same remarks can be made about the series expansion for f n . From

these comments it follows that one condition for the derived difference

approximations to be second order, in the sense that the local truncation

error is the same order as the square of the grid spacing, is the condi-

tion that the following quotients

X	 y	 x	 y
I2,

-Fr2'
	 ^rn^2^ 

I ^n l2 ^ r = (x'Y)

&
I

	E	 n	 n

remain bounded as jr^I + Irn I approaches zero. A second condition arises

when examining the form of the truncation error in the approximation of
of	 of	 of

ax and ay. From (2) it is seen that the truncation error for ax can be

written
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where

J = xVn - xny^

and TC and Tn are the second and higher order terms in (2) and the

analogous expansion for fn . Certainly some lower bound on the rate at

which J approaches zero is necessary. Let a be an approximation of the

(3)

Tx = j-(ynTC -y Tn)

11,



angle between the coordinate lines  measured by 	 ORIGINAL PAGE 1,9
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e = arctan (X ) - arctan (X ).

t	 n
If the degree of nonorthogonality is limited by the condition

scot e  < M,
	

(4)

then

d2 '— M + l Ir^12^rn12

Once it is noted that each term in TC has a factor of either x  or y C , it

follows that when the quotients in (3) and cot a remain bounded as

IrC I + I rn I approaches zero, the order of the difference approximations

.jr first order derivatives is preserved on the curvilinear coordinate

system.

The truncation error analysis is considerably more complicated for

second order derivatives. The major conclusions will be derived without

going into all the technical details. The series expansions for the second

order differences are given.

f-C = S (1) + S (2) + HOT
t.

where

of	 of	 a2f
	

a 
2 
f	

2 
a 

2 
f

S(1) = x ax+y ay+x 2- 2+ 2x  axay+y 7
CC	 EC	 C ax	 t E	 C ay

a 
2 
f	 a 2	 a 

2 
f

S(2) - 4 x CC 2 ax2 + 2 U, yEC 
ax ay + 4 y^^ 

2 ayL

a3f

+ 3 x CC xC 2 ax 3 + 2 [x C (x CyCC + y C xCC ) + 4 x CC

3

(x ^y ^ + xyCC	 ax	
+ 2[yC (y
& xCC + X  CC ) + 4 y CC

	

3	 a3f
	of 	 2	 2

(x &y C + xCC CC a x—y2 + 3y CC y& 
ay3 .

The mixed derivative approximation involves diagonal neighbors and it is

convenient to introduce the differences

f  = (f(^+l,n+l) - f(&-1,n-1))/2v'-2

ft = (f(C-1,n+1) - f(E+l,n-1))/2



ftt = (f(C -l,n+l) + f(C+1,n - 1) - 21`(^,n))/2.
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fss = (f(C+l,n+l) +	 2f(C,n))/2

The series expansion has the form

fin = T
(1) + T (2) + HOT

where	
a 
2 
f	 2

(1)	 of	 of	 2	 a f

T	 = x^ n ax + yCnay + x C xn ax + (xCyn + x9y^)axay

a 
2 
f

+ y^yn ay2

a2f

T(2)	 2 x^n(xss + xtt ) 
ax + 2(x^n(yss 

+y 
tt )  + yCn

	

a 2 f	
a 
2 
f

(x ss+ xtt)) axay + 2 y^ n ( yss + ytt) ay2

oaf

+ 3(xssxs2 - x
ttxt2

 
)ax 3 + 2[x s (xsy`s + ysxss)

+ fi x (xy +x y ) -x (xy + y x )
t tt

a3f

4 xtt (x ty t + xttytt )lax ay + ...

Once again the terms have been categorized into those used in the deri-

vation of the difference equations, S (1) and T (l) , the second and third

order terms due to the curvilinear coordinates, S (2) and T (2) , and the

higher order terms which are representative of truncation error that

would be present on a uniform rectangular grid. The two third order terms

in T (2) which are omitted would be obtained by interchanging x and y in

the twc third order terms that are present. Now the differences with

respect to s and t can be bounded by differences with respect to C and n.

Therefore, the only additional conditions, other than those required for

first derivatives, in order that the truncation error for second derivat-

tivesbe the same order as the square of the grid spacing is that the



quotients
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Tr 
n r	 r	 r

	

T

	 n

remain bounded as Ir^I + Irn I approaches zero.

In the numerical solution of a partial differential equation, the

truncation error may be decreased at a point by adding grid points or

moving existing grid points. The technique used to decrease the grid

spacing has a significant effect on the local truncation error as the

above analysis indicates. This fact is further illustrated in the follow-

ing one-dimensional examples. Let x(^) be an arbitrary fixed grid point.

Consider a sequence of grids where the distance between x (n) (^) = x(^) and

its neighbors, x (n) (^-1) and x (n) (^+1), is decreased by a factor of 2 at

each step. Then

x (n)	 x &( (n-1)	 x (0)

(x—) = 2 (x n-1 ) 2 = 2 n (x o )2

and a reduction in the order

unless the original grid was

case where the grid is defin

neighbors of x(^) are x(^-1)

f'(^) # 0 and f"(^) exists

of the local truncation error would occur

uniform; i.e., xcc = 0. Now consider the

ed by a mapping x(c) = f(^). Suppose the

= f(^-h) and x(C+1) = f(^+h). Then if

lim x" = f" 0
h-►

0 x t 2	 [f' W ]2

is finite. In this case the local truncation error is proportional to the

square of the grid spacing or 0(h 2 ). It has been assumed that the func-

tion f and the image of x(E), which is denoted by 4, are fixed. This

conclusion, that the order is preserved, would not necessarily hold if the

function f changed as h+0.

It was noted above that the degree of skewness in a nonorthogonal

coordinate system must be limited to maitain the order of the numerical

- algorithm. The effect of skewness can be further clarified by noting that

J = (r^I I r 
n 
I sin e.



Therefore, for first derivative approximations, the local truncation error

varies inversely as the sine of the angle between the coordinate lines.

It can also be shown that, for second derivative approximations, an in-

crease in truncation error by a factor of sin -2e is possible. If the
skewness is accompanied by large variations in grid spacing, this factor

increases to sin -3e. The general conclusion is that a moderate degree of
skewness has little effect on truncation error. The principal disad-

vantage in using nonorthogonal coordinates is the added complexity of the

difference equations.

Certainly this development does not cover all possible discretizations

of a partial differential equation. However, similar conclusions hold for

other commonly used difference approximations. In particular, the same

conditions for maintaining the order of the difference approximation

suffice when second order partial derivatives of the form

a	 of	
' 9ax (a aX )	 t1REytllML k''r;...'.

OF POOR Q UALrN

are approximated by

{ y n [ ^ ( ynf^ - y ^ 71	 - y&[ ^ (yn f^ - Y^fn)Jn).

Extreme distortions in grid cells can have an especially serious

effect in the finite difference analogs of conservation laws. If the

partial differential equation

f  + gy = s	 (5)

is approximated by

(fyn - gxn )^ + (gx& - fyC ) n = Js,

then the consistency of the difference equation depends on the difference

between

[(uvn ) C - (uVC)nJ/J
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converging to zero where u and v are either of e coordinate variables

x and y.

3. FINITE VOLUME EQUATIONS

An alternate method for approximating conservation laws has been

widely used on curvilinear coordinate systems. Generally referred to as

the finite volume method, it is derived by integrating the differential

equation (5) over a grid cell and applying the Gauss Divergence Theorem.

Let C be an arbitrary grid cell with vertices r(^,n), r(c+l,n),

r(C,n+1), r(C+l, n+l), where r = (x,y). Let f(& + 2,	 + 1) denote the

values of the function f at the centroid of C. In the literature, the

mean value over the cell is sometimes used rather than the value at the

centroid. Since the difference in the two values is the same order as the

truncation error, either definition may be assumed. Integrating equation

(5) over C gives

f f dy - g dx = I s dxdy.

J ac	 c

A third order quadrature may be derived by using the values of f and g at

the midpoints of the cell sides. In the usual finite volume formulation,

this value on the cell side is approximated by the average of the values

on the two cells having the given side in common. Thus the derived

difference equation is of the form

4

(u f ) i ( oY) i - (u g ) i (b x ) i = As	 (6)

i=1

where A is the area of C and, for example,

(uf) 1 = 2(f(E-2,n+1) + f(C +2,n+1))

(ox ) 1 = x(^,n) - x(C,n+l).

The effect of the curvilinear coordinate system can be analyzed by con-

sidering the difference between yf and the corresponding value of f at the

midpoint of the common side. The Taylor series expansion of this differ-

ence is, for example,

2 ( f (C Z ,n + 2) + f(C+2,n+2)) - f(C,n+ l 	_	 (7)

f
2 dx (C,n+) x^^(E,n+) +	 3y (C ,n + 4) ycc (,n+	 +HOT
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where in this case	 OF POOR QUAL.0.01 	 i
x.^^(&'n+!) = x(& + 2,n + 2)  + x(^-2,n+2)  - 2x(t,n+3)+

wi th

x(&,n + 3) = 2 ( x (E,n + l ) + x(^,n))

Thus we again see that the order of the quadrature formula is preserved on

the curvilinear coordinate system if the quotients in (3) remain bounded

as the grid spacing decreases to zero. Here Irt I and jrn I are the cis-

tances between the cell centroids. The higher order terms, HOT, in (7)

are the same order as the square of the grid spacing and hence do not

decrease the third order accuracy that would exist with the midpoint rule.

Due to the simplicity of the equation ( 5) which was considered,

several aspects of the finite volume method have not been mentioned. In

practice, s is generally the temporal derivative of some physical quantity.

When (6) is solved for s, it is apparent that some lower bound must be

placed on A. This is again accomplished by limiting the nonorthogonality

and is consistent with results for finite element methods where excessively

thin elements are to be avoided. It is also noted that,in most finite

volume methods, the equation (6) is implemented in a two-step algorithm to

produce second order temporal accuracy.

Basically then, the finite volume methods also require restrictions on

the grid to maintain the order of the algorithm. However they can be

easier to implement in cases where many rectangular grids are patched

together to fill a complicated region. In such cases it is not uncommon

for a grid point to have more or less than four neighbors. This causes

no problem in deriving finite volume equations, but special difference

formulas must be derived when using the finite difference methods as

described above. The same comr,ient can be made for cases where triangular

grids are produced by singularities in the curvilinear coordinate system.

4. PATCHED COORDINATE SYSTEMS

Thus far we have considered the curvilinear coordinate system at each

point to be topologically equivalent to a rectangular cartesian coordinate

system in the plane. As has been shown, a loss of accuracy in the numeri-

cal algorithm may occur if the grid is severely distorted. Therefore,

when the region is too complicated, it may be advisable to partition the

region and construct a separate curvilinear coordinate system for each

subregion.. Most grid generation techniques are flexible enough to permit
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the smooth continuation of coordinate lines from one subregion into the

next. However, at points where the boundaries of — veral subregions

intersect, there may be greater than or less than four neighboring points.

An inspection will reveal four grid points which have five neighbors in

the grid of Figure 2. Special techniques must be applied to derive

Figure 2.

difference equations at these points. One simple technique would be to

select five nearby points and compute a Taylor series truncated after the

second order terms. This would give a system of five equations which

would be solved to obtain difference approximations for the first and

second order derivatives. Unfortunately, the difference equation derived

by this method would nit resemble the difference equations at other points,

which it is assumed would be derived by the usual change of variables

formulas. Thus the effect of this differencing technique on numerical

properties such as stability and iterative convergence would be uncertain.

A second method of dealing with special points caused by grid patch-

ing is more compatible with the us:ial differencing techniques. Basically

it involves selecting nearby points to form a local curvilinear coordinate

system. Let r(&,n) _	 y(E,n)) be a grid point with an excess or

deficiency of neighbors. Then four grid points, denoted by r(E ± l,n) and

r(;,n ±1), are chosen to define the two coordinate directions through

r(t,n). Four additional points, denoted by r(&; 1, n± 1) and r(t± 1, n + 1),

are chosen from the four quadrants of the new curvilinear coordinate

i

	

	 system. The nine points to be used in deriving the difference equation

at r(&,n) have been defined. But the coordinate lanes and grid cells may



be far from that of a uniform rectangular grid. Therefore, as has been

discussed in Section 2, a loss of accuracy is to be expected when the

usual finite difference equations are employed. In fa.:t, the local trun-

cation error for the first derivatives will be the same order as the grid

spacing. convergence of second derivative approximations cannot ue

guaranteed as the grid spacing decreases to zero. Desoite this discourag-

ing note, accurate results have been computed using this technique. The

inconsistency of the difference approximation for second order equations

motivated the search for a higher order approximation. A system of five

equations in the five partial derivatives of the function f can be con-

structed by truncating the Taylor series expansions of the central differ-

ences in (1) after the second order terms. The system is written below

with the notation of Section 2.

1
f	 x^	 Y^	 2 x^ xC	 2(x^Y^ + Y^x^^)

1

fn	 xn	 yn	 2 xn nn	 2(xnynn + Ynxnn)

fE	
x 	 Y^y	 x^2 + 4 x ^ 2 	 2x^y^ + 2 x ^yr^

fin	 x^n	
YEn x^xn 

+ 2 xEn(xss
 +x 	 xCyn

+ xny + x^n(Yss+Ytt)

f nn	 xnn	 Ynn xn2 + 4 xnn2
	

2xnyn + 2 xnnynn

1Y Y	 ax
uRIGINkLt	 l	 of
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T y

n 
y 
Tin 	

ay

a 
2 
f

Y^2 + W Y ^ 2	 ax 2	 (8)

a 
2 
f

+ y n (xss+ xtt ) y^ ny + 2 y^n (ySS + ytt )	 axay

2	 a2f

y2 + 4 Ynn	 ay2
n 

For a uniform rectangular grid, the usual difference approximations are

produced. Although it cannot be guaranteed that the coefficient matrix

is well-conditioned or at least nonsingular, this is suggested by the fact

that the system (8) is a perturbation of the nonsingular system of equations

which produces the usu.- difference equations. The later system has a

coefficient matrix whose determinant is J 3 . This technique generates a

nine-point difference equation using the same differences on the local

coordinate system that are used at the other points of the grid.
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Figure 3.

The local truncation error for first derivative approximations is the

same order as the square of the grid spacing, whereas, the local trunca-

tion error for second derivative approximations is the order of the grid

spacing. This result is valid regardless of the coordinate line spacing

or curvature. It is only assumed that the coefficient matrix is not ill-

conditioned.

While it is possible to generate consistent difference equations at

special points encountered in grid patching, it should be noted that loss

of accuracy is possible. The condition that grid lines pass smoothly from

one region into the next also places a restriction on the number and

location of grid points in each subregion. Coordinate lines which are

discontinuous, or have discontinuous slopes, at subregion boundaries can

be used, but this further complicates the problem of deriving accurate

difference equations.

5. OVERLAPPING COORDINATE SYSTEMS

When dealing with complicated regions, especially multiply connected

regions, there may be portions of the boundary where a curvilinear coordi-

nate system can be easily constructed. For example, consider the region

between a rectangle and a circle. A polar coordinate system is the

obvious choice near the circle while a Cartesian coordinate system would

be best near the rectangle. Each of these coordinate systems can be

extended into the region until they overlap and form a covering of the

region by grid cells	 illustrated in Figure 3. In general, there may be



several overlapping grid systems used to cover a particular region. The

difference equations must couple the solution values on the various grid

systems. This transmission of information is most frequently accomplished

by interpolation at those grid boundary points which lie in the interior

of the region. Several interpolation procedures will be examined along

with their impact on finite difference methods.

Let G (1) be a grid with boundary point r 0 which is contained in some

grid cell of the grid G (2) . First, the general interpolation formula

k

f(r0) _J-1 aj f(rj )	 (9)

will be considered where r  denotes a point in G (2) . When the value of f

at r0 is replaced in a difference equation by the interpolated value, a

new difference equation results which may have a different local trunca-

tion error. Conditions on the coefficients a  which will preserve the

order of the difference equation can be derived by examining the effect on

a Taylor series at an interior neighbor r of r 0 . If the value of f at r0

is computed from the values at r  by (9), then

	

k	 k	 of

f(r0 ) _ Iaj f(r) + I aj (xj - x) ax (r)

	

J 

l	

J 

	

k	 a f	 OF POOR Q

+ G a,(Y•-Y) ay(r)
.j = 1 i	 J

	

k	
a 
2 
f

j=1 J J

k	 a2f_

+ 21 1 aj ( xj - x ) (Y j - y) dxay(r)

	

k	
a 2 f

+ I C, (yj -y) 2 ay 2 (r) + ••

J

This series coincides with the actual Taylor series, computed at r02

through first order terms if

k	 k	 k

	

I a. = 1,	 I a.x. = x0 , I a.y. = y ,	 (10)
j=1 J	 j=1 J J	 j=1 J J	 0

and through second order terms if, in addition,



aj ? 0, j = 1 , 2, - - - , k.

k
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aj (xj ) 2 = (x0 ) 2 ,	 ajxjyj = x0Y0 ,	 «j(Yj)2 = (YO ) 2 .	 (11)	 l
=1	 j -1	 -1

It will be assumed that the conditions, indicated in Section 2, for pre-

serving the order of first and second order difference equations hold

for the individual grids G (1) and G (2) . In that case, the local trunca-

tion error for first derivative approximations would be the same order as

the grid spacing if (10) holds and the same order as the square of the

grid spacing if both (10) and (11) hold. The order of the local trunca-

tion error for second order differences would be the same as the grid

spacing if both (10) and (11) hold. The order would be the square of the

grid spacing if an additional condition equating the coefficients of third

order terms in the series was imposed. The condition which equates the

p th order coefficients can be written as

k

Jklaj^xjIM
	 ]n-m = [x0]m[y0]n-m,

n + m = p, m = 0, 11 ... , P_
Implicit schemes tend to be difficult to implement on regions which

use several curvilinear coordinate systems. Therefore, most currently

used algorithms involve the iterative solution of elliptic equations or

the explicit solution of parabolic or hyperbolic equations. This naturally

leads one to question the effect of the interpolation equation on itera-

tive convergence in the first case and on stability in the later case. No

detailed analysis will be given here, but a few obvious comments are worth

noting. Diagonal dominance of the coefficient matrix of the difference

equations is a sufficient, although not necessary, condition for the con-

vergence of many iterative methods. A system of diagonally dominant

difference equations will remain diagonally dominant when the interpolation

equations (9) are appended if

k

1 ^ aj ^ < 1.	 (13)

j=1

However, when this condition is considered with the first equation in (10),

which is necessary for consistency, it follows that diagonal dominance

will be preserved whenever

(12)
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The stability properties of (9) can also be observed. Suppose the value

at r0 is computed at t = (n + 1)ot by

ORIGINAL PAGE I1i
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f'(r0 ,(n+ l)ot) _ I ai f(rj ,nnt).	 (15)

j=1

The von Neumann stability analysis is based on the behavior of an exponent-

ial solution of the form

f(x,y,t) = exp(at) exp(iux) exp(ivy).

Substituting in (15) gives the following

k

exp(adt) = J X l aj exp(ipoxj ) exp(ivoyj),

where 
Ax  

= xj - x0 and Ay  = yj - y0 . For real p and v, the exponential

solution will remain bounded as n->- provided (13) holds. Therefore,

whenever (14) holds along with (10), the interpolation equations impose

no additional stability restriction on the numerical algorithm.

Several different interpolation schemes will be reviewed in light of

the above remarks. The first scheme is based on the approximation of a

linear Taylor polynomial. For each boundary point rp of G
O) ,  select a

nearby point r  of G (2) . The neighbors of r 1 in G(2) are indexed as in

Figure 4 so that

f (r 1 ) _ ( f ( r3 ) - f(r2))12

fn (r 1 ) _ ( f ( r5 ) - f(r4))/2.



k

f(r0 ) 	 1 ajf(rj),
=l OR►G1NAR Q^ ^fr'^P.
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where

a	 .
r2

These differences can be used to approximate the partial derivatives with

respect to x and y. If the approximations are substituted in a Taylor 	 r

series, truncated after the linear terms, then the resulting interpola-

tion formula can be written

a 1 = 1

a2 = -a3 = (( x0 - x l ) y  - (y0 -y1)xn)/2J

a4 = -a5 = ( (y0 - y 1 ) x^ - ( x0 - xl)yC)/2J.

In this case, it easily observed that equations (10) are valid, but (14)

does not generally hold. Second degree Taylor polynomials have been used,

but will not be considered here. It is doubtful that they would give

better results since the approximation of second derivatives from the

numerical solution may be very inaccurate. There are other interpolation

schemes for which both (10) and (14) hold and these will be investigated

next.

v

	

	 Let r0 belong to a grid cell C of G (2) with vertices which will be

denoted by r j , j = 1, 2, 3, 4, as illustrated in Figure 5. There exists

ri

Figure 5.

E)

	

	 a unique bilinear mapping of the unit square onto the cell C. The mapp-

ing can be given explicitly by

i
	

r = (1 - s)(1 - t) r1 + s(1 - t) r2 + t(1 - s) r4 + st r3,

r4



Figure 6.

where 0 < s, t < I. If we set r = r0 , then the system of two equations,

in terms of the x and y coordinates, can be solved to determine the solu-

tion s = s 0 , t = t0 . If f is also assumed to be a bilinear function of s

and t, then

f(r0 ) = (1 - s0 )( 1 - t0 ) f(r 1 ) + s 0 (1 - t0 ) f(r2 ) + t0 (1 - s0 ) f(r4)

ORIGINAL PAG2" i'-J
+ s0 t0 f (r 3 ) .	 OF POOR QUALIV	 (16)

It is immediately evident that this interpolation formula satisfies both

(10) and (14). Although equations (11) would not be satisfied, this

method can be modified to give higher order interpolants. 3asically it

involves constructing a bicubic mapping of a square grid in the st-plane

onto the union of the nine cells consisting of C and the eight cells having

an edge or vertex in common with C. This mapping can be expressed in terms

of cubic Lagrange interpolating polynominals. The only additional diffi-

culty is that-the bicubic equations which determine s 0 and t0 would now

have to be solved numerically whereas the values of s 0 and t0 in (16) can

be computed exactly. By construction, the coefficients for the bicubic

interpo'iation will satisfy (12) for p = 0, 1, 2, 3. Therefore the inter-

polation scheme would not increase the local truncation error. However,

(14) would not be valid.

Interpolation on triangular regions is very popular in finite element

analysis. Some of those ideas can be adapted to the present problem.

Suppose each quadrilateral cell is divided into two triangular cells. Then

r0 will belong to a triangular cell with vertices r l , r2 , r3 . Note that

this would be the case in Figure 5 if the quadrilateral is partitioned by

the diagonal from r  to r3 . Now the three equations in (10) determine the

coefficients for the interpolation formula (9) which coincides with linear

interpolation on the triangular cell.- As long as r0 is an interior or

boundary point of the cell, the condition (14) will be satisfied. The

accuracy of the interpolation formula can be increased by increasing the



number of interpolation points. Figure 6 indicates the grid points which

could be used for quadratic and cubic interpolation. In each case, the

coefficients in (9) can be calculated from the general equations in (12).

The quadratic interpolant uses six coefficients obtained by setting

p = 0, 1, 2 and the ten coefficients for the cubic interpolant are found

by solving (12) with p = 0, 1, 2, 3. A few cautionary notes are in order.

The linear interpolation polynomial always exists, but for severely dis-

torted grids, the system in (12) may be singular and the interpolation

polynomial may not exist in the quadratic and cubic case. Condition (14)

is also not satisfied in the quadratic and cubic case.

Several interpolation schemes have been presented for use on over-

lapping coordinate systems. This does not include all techniques which

are presently in use. In particular, we have not considered methods which

interpolate normal derivatives at the boundary points of each grid. There

is no reason ahy this analysis cannot be extended to cover that case. We

would only need consider the formula (9) with some of the r  in G (1) and

the remaining r  in G(2).

6. CONCLUSIONS.

The procedure for selecting a curvilinear coordinate system must

necessarily involve a balance of certain requirements. The rate of change

in coordinate line spacing and degree of skewness should be limited so that

the formal accuracy of the difference equation is maintained. On the other

hand, efficient use of grid points mandates the clustering of points in

regions where the derivatives of the theoretical solution are large. If

one must use a highly distorted coordinate system or is faced with the

prospect of connecting many separate curvilinear coordinate systems in

different subregions, it is generally possible to derive consistent differ-

ence approximations. While higher order apprer.iniations may exist, their

use may not be necessary or advisable. 	 The grid spacing is only one

factor in the local truncation error. The other factor is the theoretical

solution of the partial differential equation. In a region where all

derivatives of the solution are negligible, the local truncation error will

be small regardless of the order. Consequently, when solving fluid flow

problems, the accuracy of the numerical algorithm is most likely to be

maintained if irregularities in the grid can be confined to regions of

free stream flow. There are multitudes of examples where the use of higher

order methods produce inferior results for one reason or the other. In
F

connection with the use of interpolation for overlapping coordinate systems,

it should be recalled that Lagrange interpolating polynomials may be Highly

ti



oscillatory.

The analysis of error for nonlinear systems of partial differential 	 S

equations solved numerically on large computational grids can never be 	 Y

precise. However the quality of a numerical solution can often be judged

by examining the grid and the point-to-point variation in the numerical

solution at the grid points and possibly by recomputing the solution on a

properly refined grid.
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ABSTRACT

The order of finite difference representations on
general curvilinear coordinate systems is considered in
some detail. It is shown that the uniform grid order
is formally preserved on the nonuniform, nonorthogonal
grid in the sense of the error behavior with an increase
in the number of points. However, the coefficients in
the series expansion may become quite large for some
point distributions. Several specific distributions
are evaluated.

INTRODUCTION

Numerically-generated, boundary-conforming curvi-
linear coordinate systems have now become common in the
numerical solution of partial differential equations,
allowing very general codes to be constructed which are
applicable to regions with arbitrarily-shaped bound-
aries. Surveys have been given in (1) and (2), and a
source book with both basic exposition and state-of-
the-art developments, (3), has recently become avail-
able.

Difference representations on curvilinear coor-
dinate systems are constructed by first transforming
derivatives with respect to cartesian coordinates into
expressions involving derivatives with respect to the
curvilinear coordinate and derivatives of the cartesian
coordinates with respect to the curvilinear (the metric
coefficients). The derivatives with respect to the
curvilinear coordinates are then replaced with differ-
ence expressions on the uniform grid in the transformed
region.

Considerable attention is appropriately now being
focussed on evaluation of the truncation error of dif-
ference expressions on these curvilinear systems, but
some misunderstandings have arsen regarding the iden-
tification of the true order of these expressions. The
It 	 of a difference representation refers to the
exponential rate of decrease of the truncation error
with the point spacing. On a uniform grid thisconcerns
simply the behavior of the error with a decrease in the
point spacing. With a nonuniform point distribution,
there is some ambiguity in the interpretation of order,
in that the minimum spacing may be decreased either by

increasing the number of paints in the field or by
changing the distribution of a fixed number of points.
Both of these could, of course, be done simultaneously,
or the points could even be moved randomly, but to be
meaningful the order of a difference representation
must relate to the error behavior as the point spacing
is decreased according to some pattern. This is a moot
point with uniform spacing, but two senses of order on
a nonuniform grid emerge: the behavior of the error
as (1) the number of points in the field is increased
while maintaining the same relative point distribution
over the field, or (2) the point distribution over the
field is changed so as to reduce the minimum spacing
with a fixed number of points in the field.

On curvilinear coordinate systems, then, the def-
ir,^tion of order of a difference representation is
integrally tied to point distribution functions. The
order is determined by the error behavior ae the spac-
ing varies with the points fixed in a certain distribu-
tion, either by increasing the number of points or by
changing a parameter in the distribution, not simply
by consideration of the points used in the difference
expression as being unrelated to each other. This
point is essentially what is noted by Hoffman in (4).
Actually global order is meaningful only in the first
sense, since as the minimum spacing is reduced with a
fixed number of points in the field, the spacing some-
where else must certainly increase. This second sense
of order on a nonuniform grid then is relevant only
locally in regions where the spacing does in fact de-
crease as the point distribution is changed.

The question of order with nonuniform spacing has
recently been considered by Vinokur (5), Hoffman (4),
and by Thompson (2). Other studies of error on curvi-
linear coordinate systems have been reported in (6-7).
The present disclssion attempts to clarify this ques-
tion.

ORDER ON NONUNIFORM SPACING

A general one-dimensional point distribution
function can be written in the form

X(0 - g(N)	 (0 < t < N)	 (1)



t.

in the foll.owin , analysis, x will be considered to vary

from 0 to 1. Any other range of x can be constructed
simply by multiplying the distribution functions given
here by an appropriate constant. With this form for
the distribution function, the effects of increasing the
number of points in a discretization of the field can be
seen explicitly by defining the values of E at the
points to be successive integers from 0 to N. In this
form, N + 1 is then the number of points in the dis-
cretization, so that the dependence of the error ex-
pressions on the number of points in the field will be
displayed explicitly by N. This form removes the con-
fusion that can arise in interpretation of analyses
based on a fixed E interval ( 0,1) where variation of
the number of points is represented by variation of the
interval AE. The form of the distribution function,
i.e., the relative concentration of points in certain
areas while the total number of points in the field is
fixed, is varied by changing parameters in the function.

The transformation of the first derivative is
given by	 f

fx	
xE	

(2)

E
if f is approximated by the second-order central dif-
ferefice expression we have, since AE - 1 here,

fE . 
`(f i+l - f i-1) + TE	 (3)

where T is the truncation error in this difference
expression, and i±1 indicates points adjacent to the
central point, i.e., indicates increments in &. A
Taylor series expansion in E yields

f
1	 = (_I)n

TE	fE - -
i nEU n! f (n) +  	

n^0 n!
	 f(n)

wheref ((	represents the n th E-derivative of f. The
n	 0 ad^) n - 1 terms lead to cancellations, so that
TE can be written

TE s nE	

1

l (2n+1)! f(2n+1) 	
(4)

Using (3), the difference expression for f x on this
point distribution is

_ 1	 (S)
fx	

(f	 - f
	 + T

2x E 	 i+l	 i-1)	
x

where now Tx = X TE is the truncation error in this

difference representation of f x . From (4) we have then

1	 E	 1
T	

_a
x	 xE 

nl 
(2n+1)! f (2n+1) 	 (6)

Here the metric coefficient, x_, is considered to be
evaluated analytically, and hence has no error. (The case
of numerical evaluation of the metric coefficients
is considered in a later section.)

Now the series in ( 6) cannot be truncated without
further consideration since the E-derivatives, f 2n+1)'
are dependent on the point distribution. Thus if
the point distribution is changed, either through the
addition of more points or through a change in the form
of the disribution function, these derivatives will
change. Since the terms of the series do not contain a
power of some quantity less than unity, there is no
indication that the successive terms become progres-
sively smaller.

It is thus not meaningful to give the truncation
error in terms of E-derivatives of f. Rather, it is
necessary to transform these E -derivatives to x-
derivatives, which, of course, are not dependent on the

point distribution. The first E-derivative follows
from (2):
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Now f E , and the higher derivatives, depends on E ex-
plicitly through the derivatives of the metric deriv-
atives , e.g., xE , and implicitly through the x -depend-
ence of f. Thus

d(f )	 a(	 a(f )

dEE	 (—a
f ) 

)x+( ax+( 	 ) E xE	 (B)

or, in operator form

d _ a	 a
dE	

3E +xE 
ax

For example,

fEE a ( 2 + xE ax )fE (aE + 
xE ax)(Y x)

X  + x&f
EE x	 xx

In general, then
n

f (n) = d n . 
(-L
aE + xE ax ) nf	 (10)

dE

Note here that since f has no explicit E-dependence,

we have

(aE + xE ax)f . x E fx ; fE

as expected.
The truncation error in fx can then be written,

using (10) in (6), as

1	 m	 1	 a	
a 2n+1

Tx	
x 
	
nEl 

(2n+1)! ( aE 
+ xE 

ax)	
f	 (11)

Note that the binomial theorem cannot be used to ex-

17d the poawer of the derivative operator here sinceaE and x E -^
x
 do not commute, i.e.,

a	 a	 a 	
32

(aE)(xE ax = xEE ax + xE afax

while

a	 a	 a2

(x E axM-W 
= 

X  3&ax

Thus all permutations of the operator products of
degree 2n+1 will occur in the expansion of the 2n+1
power of the derivative operator. For example, with

2n+1 - 3, the following eight operator products will
occur:

3	 2	 2	 3
()	 ( ate) (xE 

aX). ()(xE 
aX). (xE ax)

(aE ) 
(xE a X) ( a&) . (xE a ) (a&) ( xE a ) ,

(xE aX)( O 
(XE aX) ( )

But since f has no explicit §-dependence, all of these
operator products having a -3 on the extreme right will_
make no contribution. Therefore, of the above eight-
products for L! ,r 2n+1 power term, only four need to be

T

(9)



considered:	 2	
I

(4 ) (xE ax ) • (aE ) (' ax) , ('^ ax) . (' ax:) ( aC) 0 ax)

i -- 6 (xEEE x	 E cc xxx + 3xxf + xCfxxx)

W . r

Also since there is no explicit E-dependence in f, the	
Here m - 1,2,3, and C 1 - C 3 - 1, C2 - 3, and a13 = 3,

following relations apply:	
a12 a a22 = a

31 = 1, with all the other 
aim 

being zero.

((x a ) mjf	
m daf	 OMQIfM PAGE IVIn the general case, as in this example, the 2n+1 pro-

N ax	 - x E dxm OF ^ qU^Mducts that are summed to construct the n-term of the
series will each contain 2n+1 E-differentiations.

re 2)m(x 2 )I f = x	
df

ac	 E ax(m+l) dx

where 
x(m+1) 

indicates the m+l E-derivative of x. Also
t m

(( 
E)^(xE ax

) mjf ()e(xm dmm) :. ^
d (x ) 

dmm

dx.	
d_,	

dx

and,

a ,p a m	 3 n	 a x dm (xn ) d 
n 
f

[(xE axr (aE ) (xE 7x) If - (xE ax) t dEm dxn j

L dm(xE) d`lni
• xE dEm	 ddxUn

Other combinations appearing can be inferred from these.
From these relations it follows that(a + xE 3x )P

will expand to the sum of products of E-derivatives of
x, In each of which product the total number of ;-
differentiations is p. All possible combinations of E-
derivatives appear in these products:

p1 xE

p - 2 
x	 xEE	 1E' 
3p	 3 

xE' xEExE' x 
4	 2	 2

p - 4 
xE ' xEEExE' x EE	 xEExE , xEExE

5	 2	 2	 3=
p	 5 

xE' x EEEE"E , xEEExW xEEExE , xEE xE , xEExE

xEEExE

The n-term of the series in (11) then is of the form

1	
2n+1	

d 
m 
f 
2n+1 

aim
(21+1)! m£1 `m dxm 1n1 x

(1) (m = 1,2,...2n+1)	 (12)

where the a are non-negative integers on the interval
(0, 2n+1) such that

2n+1

1E1 i a
im - 2n+1 (m - 1,2,...2n+1)	 (13)

Also

a i,l	 i,2n+1 I ai,2n+1 a (2n+1)ai'l

Neither the exponents, a	 nor the numerical coef-
ficients, C , depend oe point distribution. The
first and la	

n Al
st of the C coefficients are unity:

x.	 s
C1	C

2rI - 1• In (127, x^ 1) is the ith E-derivative
of	 an example of (12 , for n - 1 we have the
term

3t (& + xEax)3f

which expands to

Order with Fixed Distribution Function
Now from the form of the distribution function (1),

it is clear that
Di

x (i) - Ni

where the coefficient D ii does depend on the point
distribution function o[ (1), but not on the number of
points, N. Therefore, in (12),

	

2n+1 a	 2n+i a
2n+1 a	 2n+1 D a	 II D im
	

R D im
x im -	 ( i ) im = i=1 1	 _ _ i=1 i

N i	 2n+1	
d2n+1

,L l i aim
N

by (14). The truncation error in the difference ex-
pression for f  then is

®	 1	 2n+1	
dmf

	

Tx - nEI 
(2n+1)!N2n 

MEl Amn 	
dxm	

(15)

where the coefficients, Amn , given by

Cm 2n+1 a
im

Amn 
= D1 

1II1 D 1	 (16)

depend on the distribution function, but not on the
number of points. The series (15) is thus a power
series in the inverse of the number of points in the
field. It therefore is possible to truncate the series$
as the number of points in the field, N, increases,
with the result

	

3	 m
T	

2 M
X 6N11 A I dxm	 (17)

where, from (16),

C 3	 a

	

Aml	 D iHl D
i	 (m = 1,2,3)

1

and, as noted above,

C1 - C3 - 1 , C2 - 3 , a 13 n 3 , a12 = a22	 a31	 1

and all other a im are zero. Thus

	

D3 	 _	 2

	

All - Dl	A21 D2	 A31 - D1

The truncatioa error of the difference expression (5)
can then be written, using (14), as

x
Tx - - 6 x^ fx 2 xEE fxx 6 xEfxxx	

(18)

i	 E

(14)



C 2n+1
m

Amn	
D1 iR 1 I

But, by (13),

2n+1

iR It

,r

The first two terms arise from the nonuniform spacing,
while the last term is the familiar term occuring with
uniform spacing as well.

From (11) it is clear that the difference repre-
sentation (5) is second-order regardless of the form of
the point distribution function in the sense that the

truncation error goes to zero as 1/N 2 as the number or
points increases. This means that the error will be
quartered when the number of points is doubled in the

same distribution function Thus all difference repre-
sentations maintain their order on a nonuniform grid
with any distribution of points in the formal sense of
tho truncation error decreasing as the number of points
is increased while maintaining the same relative point
distribution over the field.

The critical point here is that the same relative
point distribution, i.e., the same distribution func-
tion is used as the number of points in the field is
increased. If this is the case, then the error will be
decreased by a factor that is a power of the inverse of
the number of points in the field as their number :s
increased. Random additions of points will, however,
not maintain order. This point has also been noted by
Hoffman in (4). In a practical vein this means that a
solution made with twice the number of points as another
solution will exhibit one-fourth of the error (for
second-order representations in the transformed plane)
when the two solutions use the same point distribution
function- However if the number of points is doubled
without maintaining the same relative distribution the
error reduction will not be as great as one-fourth.

From the standpoint of formal order in this sense,
then, there is no need for concern over the form of the
point distribution. However, formal order in this
sense relates only to the behavior of the truncation
error as the number of points is increased, and the co-
efficients A	 in the series (15) may become large as
the parameters in the distribution are altered to
reduce the minimum spacing with a given number of
points in the field. Thus, although the error will be
reduced by the same order for all point distributions
as the number of points is increased, certain distribu-
tions will have smaller error than others with a given
number of points in the field, since the coefficients
in the series, A , while indepen.:ent of the number of

points, are depengent on the distribution function.
Since the numerical coefficients ,in (16) do

not depend on the distribution f'jncci.n, 6e quantities
of concern for the n-term of the aeries (15) are

A	 2n+1	 a.

Cmn	 D	 iRl Di 
vm	

(m	 1,2,...,2n+1)
m	 1

1 2n+1 isim	
a

T	 iRl N	 x(i) im

2n+1
E a -1 2n+1 N i-lx	aim

(NxE)i=1 im
	

iRl (
	 x (i) ) 	(19)

E

Now for uniform spacing we have D - 0 for	 )- 2, and

then by (16), all Amn are zero exeept A2n+l,n' which
Is given by

_ C2n+1 a1,2n+i	 2n

A2n+l,n	 D1 D1
	

= D1

Thus the contribution to the truncation error that
remains with uniform spacing arises from the m - 2n+1
term of (15). The ratio of the coefficients A	 to the

coefficient A2n 1 , corresponding to the uniform
spacing error, #s'rhen, from (16) and (14).

Note that this ratio is the ratio of the coefficient
of dm f/dxm to that of f  in the n-term, i.e., the

(I)2n+1 term, of the series (15) for the truncation
error. The ratios of the terms arising from the non-
uniform spacing to that from the s,)acing itself in the
n-term of the truncation error expansion (15) as a
power series in the inverse of number of points are

then

dmf	 dmf	 aim

mn	 dxm	 C	 dxm
	 2n

nl ( x(i) )	 (22)

	

A2n+1 n d
2n+l f 	m d2nFl f 1-2	 x1

	

dx2n+1	
dx2n+1

Order with Fixed Number of Points
The above considerations have been concerned with j

order in the formal sense of the truncation error being
reduced by a factor equal to a power of N as the numbed
of points in the field is increased, wl•'.le maintaining
the same relative point distribution. It has been
shown that all point distributions maim:-in formal
order in this sense, but that some die. r'butions m,y be
superior to others with a given total number of points
in the field. Also, comparisons,. may be made on the
basis of the magnitude of the series coefficients,
ultimately through the quantities given in (20). All
this was based on a series expansion of the error in
ascending inverse powers of the number of points in the=

field, N.
An alternate sense of order for point distribu-

tions is based on expansion of the truncation error in
a series in ascending powers of the spacing, x E . This
can be developed from the series given above as (15),
but with D from (14) substituted in the expression for'_
Amn given gy (15):
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A2n+l,n C2n+1 
2n+l	

ai,2n+1
D 

i-1 i

C	 2n+1 a	 2n+1 x	 aim

2n+1 i
El Di 

im - Cm iR2 ( ( i))	 (21)

D 1	x&

Now at least one a must be greater than or equal to
unity for each m, and therefore the exponent of Nx & in
the above expression is not negative. Since the a do
not depend on the distribution function, we are lead
by (19) to compare distribution functions on the basis
of behavior of the following quantities as the minimum

value of x { on the field goes to zero with fixed N:
Ni-1 x

NzE 	 and	 (i)	
(i - 1,2,..., 2n+1)	 (20)

E



so th_wt

2n+1 x	 a	 2n+1 x	 a
2n	 ( i) im	 2n 

Amn 
CaD1 

in1( xi )
	 - C2(NxE)	

L1 ( xi )

(13)

Then the series (15) becomes

(x 2n 2n+1	 daf

Tx - nal 2n+1)! M11 Bmn dxm	
(24)

M where the N
i-i 

factor was omitted.)

EVALUr.TInw OF DISTRIBUTION FUNCTIONS

As an example of the application of th., -ieasures
of order discussed above, ten distribution funct+one
were analysed with specified spacing at & - 0. T;.•.
functions and the coefficients discussed above are
listed in Tables 1-3, using the following notation:

^Ci) _ N i-1 x (i)	 L(i) 	 x(t)	 S _ (x )-N 	 x^	 S - x i 	 f; 0
E

2n+1 
xM 

aim	 ORIGINAL PAGE M	 _ i
Bmn - c
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where

Recall that the numerical coefficients, C 	 and the

exponents, a	 do not depend on the distribution func-

ticn. However, in contrast to the series of (15), the
coefficients, B , may be depQndent on the variation of

the spacing, x mnwith a fixed number of points. The
series here is^therefore not a power series in x ,and
cannot be truncated unless the coefficients, Bare
bounded as the spacing goes to zero with a fixe g number
of points. A sufficient condition for this is that the
quantities icsvolved in the ratio of the coefficients
to that arising with uniform spacing, i.e., (22),

i
x^

tie boundedas xEE goes to zero with fixed N. Where this
is the case, tfie order of the difference representation
is maintained with the non-o.niform point distribution
in the sense that the truncation error is reduced by a
factor equal to a power of the spacing as the spacing is
decreased with a fixed number of points in the field.

In the specific distribution functions to be con-
sidered below, it will be seen that it is possible for
the quantities of (20) to be larger than those of (26),
:iut for must functions the reverse is true. The dif-
ference between these two approaches Gu order should be

kept clear. The first approach co'r erns the behavior
of the truncation error as the number of points in the
field increases with a fixed relative distribution of
points. The ser:-s here is a power series in the in-
vrrse of the number of points in the field, and formal
osier is maintained for all point distributions. The

coefficients in the series may, however, become large
for some distribution functions as the minimum spacing
decreases for any given number of points. Evaluation
of particular distribution functions in this approach
is based on the quantities of (20). The other approach
concerns the behavior of the error as the minimum
spacing decreases with a fixed number of points in the
field. Distribution functions satisfying the condi-
ti,.ns (26) maintain order in this second sense and can
be compared on the basis of these quantities. This
second sense of order is thus more stringent. The con-
ditions of (26) seem to be :nattainable, however.

Conditions equivalent to .:hose given in (20) for
comparison of distribution functions were also obtained
by Vinokur in (5) from consideration of appropriate
length scales in regions of large gradients. (In that

€ analysis the transformed variable. C, is normalized to

the interval (0,1) so the number of points in the field
does not appear explicitly. The correct interpretation
of the results of (5) with the present form of distri-
function is the conZTtiona of (20) and not as given in

with the subscripts 0 and N indicating evaluation at
E - 0 and N, respectively. The table both the
values of the coefficients, L and L „ at the points
of minimum spacing, i.e., ^ - N0, and^[he maximum
values, together with the location of the maximum.
The relation of these coefficients to the produce NS
as the minimum spacing S, approa ^- hes zero is also given.
Plots of the coefficients at ; - 0 and the maximum val-
ues of the coefficients against the minimum spacinv; are
given in Figs. 1 and 2. The variation of the coeffi-
cients over the field is shown in Figs. 3 and 4. The
first of these shows the entire field for a t.inimum
spacing of 10-3 , while the second gives detail of the
region near thg minimum spacing ( C - 0) for a minimum
spacing of 10 The behavior of the coefficients is
qualitatively the same for different values of the
minimum spacing. Finally, Fig. 5 shows the variation
of C with x, i.e., the point distribution, th^ entire-6
field being shown for minimum spacings of 10 	 and 10	 ,
while detail of the region near the minimum- €pacing -9
(( - 0) is shown for minimum spacings of 10 and 10
Here the ordinate, E, can also be interpreted as the
fraction of the total nLnber of points that fall be-
tween x - 0 and the local value of x.

From Fig. 5b it is clear that, of the functions
considered here, only th, exponential, the hyperbolic
sine, the hyperbolic tangent, and the error function
are suitable as point distributiun functions with very
small minimum spacing. The quadratic and sine functions
do not actually achieve the specified spacing of 10-6,
and the rest of the functions concentrate essentially

all of the points at the left boundary. The error
function gives the smoothest coverage of the field.
The hyperbolic tangent is nex r in this regard, while
the exponential and hyperbolic sine give about the same
distributions in most of the field. Of the four suit-

able functions the hyperbolic sine concentrates more
points near the minimum spacing, i.e., the left bound-
ary. This function also gives the most nearly uniform
point distribution in the region of high concentration,
since the second derivative, and hence L

N(2) and Lgg(2),
vanishes at E - 0. This vanishing second derivative
also occurs with the tangent and arctangent, but these
functions concentrate too many of the points near the
left boundary.

The plots of the coefficients over the field, Fig.
and 4, show L (

N
2 ) for the hyperbolic sine rising

rapidly from zero to quickly level off just above the
uniform value for the exponential. The hyperbolic tan-
gent, by contrast, falls from a value close to that at
which the hyperbolic sine levels off. The error func-
tion starts a bit higher than the hyperbolic tangent
but falls faster. All four of these functions give
essentially uniform values of the coefficient L )in



--Start Z!16 a.,,-;

the region extending 100 times the minimum spacing from
the left boundary, cf. Fig. 4a, except for the initial
rise from zero that occurs for the hyperbolic sine in
the region extending 10 times the minimum spacing from
the boundary. The ;slue that occurs for the error
function is about twice that for the others. Outside
this boundary layer region near the left boundary, the
hyperbolic tangent and the error function drop off to
zero, while the exponential and hyperbolic sine remain
uniform. Thus the hyperbolic sine has the best be-
havior very near the minimum spacing, while the error
function, followed closely by the hyperbolic tangent,
behaves best outside the boundary layer region. The
error function is, however, a bit higher than the
others within the boundary layer. Note that the ex-
ponential, although a suitable distribution function,
maintains the uniform value near that from which the
hyperbolic tangent drops off, and therefore the
exponential is never as good as the hyperbolic
tangent in regard to the coefficient LN (2) . The
trends for L (3) are essentially the same as for

LN	, except that now the value for the hyperbolic

sine is uniform, so tha^ 3xhis function has no ad-
vantage in regard to LN )).

For the coefficient L (2 ^ all four functions give
very nearly the same values within the boundary layer,
except for the rapid initial rise from zero that occurs
for the hyperbolic sine and a slightly larger initial
value occurring for the error function. Outside the
boundary layer the values for the error function and
the hyperbolic tangent drop off to zero, the drop
being a bit faster for the error function, while the
values for the exponential and hyperbolic sine drop off
together to a nonzero value. Again the behavior of

LS ) is qualitatively the same.
It thus appears that the following conclusions can

be reached on the basis of these coefficients:
(1) The :-nonential is not as good as the hyper-

bolic tangent and therefore should not be used
(2) The hyperbolic sine is the best function :n

the lower part of the boundary layer. Other-
wise this function is not as good as the hyper-
bolic tangent.

(3) The error function and the hyperbolic tangent
are the best functions outside the boundary
layer. Between these two the hyperbolic tan-
gent is the better within the boundary layer,
while the error function is the better outside.

(4) The logarithm, sine, tangent, arctangent, in-
verse hyperbolic tangent, quadratic, and also
the inverse hyperbolic sine (not included in
Table 1 or the figures)are not suitable.

(1)
Figs ( ^nd 2 show that the the variations of both

^ and LS 1 with the minimum spacing are essentially
the same for all four of the suitable functions (ex-
cept that L^ 2 )and Lk ) at & = 0 remain zero for the

hyperbolic sine).	 ese figures also show that consid-
eration of the values at ^ = 0 only would be deceptive,
leading incor:ectly to preference for the tangent and
arctangent, both of which are shown by the other fig-
ures to be unsuitable. Finally, Fig. 2 shows that the
four suitable functions do in fact preserve order in
the sense of variation of truncation error as the num-
ber of points in the field increases,since LN i) has

only small variation with the minimum spacing. The
same cannot be said, ..owever, for order in the sense
of variation of the error as the minimum spacing de-
creases with a fixed number of points. In fact,' S.
2(c) and (d) show that the logarithmic slope of LS )

is near -1 for these funetions,and hence the order
is strictly only first in this sense (since

the 0 i) are the coefficients of the x 2 term in the

error expansion).

Vinokur (5) considered all of the functions in-
cluded here, except the exponential, logarithm, and
quadratic, and also considered the aresine, which was
found to be unsuitable. As noted above, the analysis
of that reference is based on the quantities L (i)N.
Vinokur also shows how to use a basic distribution
function, with specified slope x E at one boundary, to
construct a distribution functiont that allows the
slope to be specified at both boundaries. Forms that
allow the slope to be specified at an interior point
are also given.

Although, as has been shown, all distribution func-
tions maintain order in the formal sense with nonuni-
form spacing as the number of points in the field is
increased. The results obtained for these particular
distribution functions show that considerable error
can arise with nonuniform spacing in actual applica-
tions. Recal that the ratio of the coefficients from
the nonuniform spacing in the series (15) to the ^o-
efficient arising from spacing iit elf is given by (22),
which with the definitions of LS i^gives the following
bound for this ratio:
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A2n+1 n d
2n+l f -` `m d 2n+l f i_^2 (LS )	 (21)

	

dx
2n+1	 dx2n+l

The n= 1 term then yields, for the coefficients involved
in the leading term of the series (15):

	

Ai3 
fx = L(3) f 	 A23 fxx - = 31, (2) fxx	 (28)

31 fxxx	 S fxxx	
p 
31 fxxx	 S fxxx

Now a typical case involving a boundary layer might
have 100 points with a minimum spacing of 10

-6 
rela-

tive to 6a maximum fiel extent of unity. Thus N = 10`,
S = 10 , and NS = 10	 Then for

L (i)_ ( 1 )i-1

	

S	 NS
as for the best of the functions considered, we have

L(2)= 10
4	L(3)= 108

S	 S

and then the ratios of the error from the nonuniform
spacing to that which arises from the spacing itself
are, approximately,

	

f	 f

	

10  f x	 and	 104 f x

	

xxx	 xxx

Sini2 the error term from the spacing here is S 
2 
f	 =

10 f	 , the error terms due to the nonuniform xxx
spacingxare

	

10-4 f	 and	 10-8f

	

x	 xx

as compared with 10-12 f	 due to the spacing. Now
for the same number of points with uniform spacing we
would have a spacing of 10 -2 and an error of 10-4f
Thus the error due to the nonuniform spacing in thisx
case is well below what would occur on a uniform grid
with the same number of points, except for the f term.
(It will be shown below that this term can be ellm i-
nated from the truncation error by evaluating the co-
ordinate derivatives numerically rather than analyti-
cally.)

This example shows that the contributions to the
error from the nonuniform spacing are significant and

Suet be considered. While the contribution form the
spacing itself decreases with the spacing, the con-

_%___ 	 I
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tributions from the nonuniform spacing increase as the 	 The lead term of the error then is
spacing decreases for very small spacings.
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All of the above considerations have assumed that
the derivatives of x with respect to E are evaluated
exactly. If the coordinate derivative, x , in the
difference expression (5) is evaluated nu&erically by
the same central difference expression used for f we
have, in place of (5):

	

f' f i+1 - f i-1 + T'	 (29)

	

x x
i+1 xi-1	 x

With x expanded in Taylor series we have

	

x(2n+1)	
(30)x	 2x

	

i+1 - x i-1 '	
E+ 

2nE1 (2n+1)!

Using this and (5) in (29) we then have

f - T
f	

x	 x	
+ T'	 (31)

x 
1+ 1 

E 
x(2n+1) 	

x

x  n=1 ( 2n+1)!

Now the fxterm of Tx corresponds to m = 1 in (15):

AIn
- E
n,l (2n+1)!N2n

	

and by Q6),	 C1 2n+1 ail

Aln	 DI illl Di

But C1
 
1

1 and a
il - 6

i 2n+1' as given above, so that,

	

using ( 14),	
2n

D2n+1 _ N	 (2n+1)

	

Alu = D1 	xE

Then the coefficient of f x in Tx is

_ 1 W x(2n+1)

xE nEl ( 2n+1)!

and, for use in (31), we have

1 m x(2n+1)

	

fx - Tx	 fx (1 + x
E n£1 (2n+1)!

1	 2n+1	
d m f

	

a	 a+ nEl 
(Zn+l),rp2n 

m £2 Amt► dxm

But the coefficient of f on the right here is exactly
the denominator in ( ),

x
 so that, using ( 14) in this

denominator, we !gave the following expression for the
truncation error is the difference representation (29):

	

1	 2n+i dMf
nEl

-	 (2n+1)!N2n m12 Amn dxm

	

T, 	
(32)

	

x	 1 + 1 r	
D2n+1

i	 D1 n 1 (2n+1)!N2n

	

.	 k

which is the same as (17),except that the lower limit
of m is 2 in the present case. This can finally be
written as

TX -2 xEE fxx - 6 xEfxxx	
(33)

Thus the use of numerical evaluation of the co-
ordinate derivative, rather than exact analytical
evaluation, eliminates the f term from the truncation
error. Since this term is t ge most troublesome part
of the error, being dependent on the derivative being
represented, it is clear that numerical evaluation of
the metric coefficients by the same difference repre-
sentation used for the function whose derivative is
being represented is preferab a to exact analytical
evaluation. It should be understood that there is no
incentive, per se, for accuracy in the metric coef-
ficents, since the object is simply to represent a
discrete solution accurately, not to represent the
solution on some particular coordinate system. The
only reason for using any function at all to define the
point distribution is to ensure a smooth distribution.
There is no reason that the representations of the co-
ordinate derivatives have to be accurate representa-
tives of the analytical derivatives of that particular
distribution function.

Two-Dimensions

The two-dimensional transformation of the first
derivative is given by

	

fx	 J(yn f E - y^f n )	 (34)

where the Jacobian of the transformation is

J - x c; y rt - xnyr,

With two-point central difference representations for
all derivatives, we have

6 y 6 f - 6 y 6 f

	

_ n 	 n
fx 6E x 6y - 6x 6Ey + Tx

	 (35)
n	 n 

i
where

6 Ef E f i+l, j - f i-1 , j	 6 of	 f i,j+l - fi'j-1

and T. is the truncation error. After expansion of all
quantities in Taylor series about the central point
and considerable algebraic manipulation, we have for
the leading term of the truncation error

Tx 2J(yE nx
nn - xEynxEE)fxx

+ 2J
(yEyn)(y

nn - yEE)fYy

+ 2J [yEyn (xnn - 
xEE ) + x ny

E ynn - xEynyEEIfxy

+ second-order terms in the spacing 	 (36)

where the coordinate derivatives are understood to
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1represent r- astral difference expressions, e.g., 	 1TT

1	

x	

siO1	 - n Ccos^ n x	 (38)n )
Tx	 sin(mn-m (sink cos®^) 	n	 E x^	

n
x^ 2

(x1+l,j - xi-i,j ) ' xn z(xi ,j+l - xi.j-1)

Therefore the truncation error, in general, varies in-
x 	 x i+l,j - 2xij + xi-1,WIGAVAL PASS t9versely with the sine of the angle between the coordi-

Mnp QUAL"Ynate lines. Note that there is also a dependence on
the direction of the coordinate lines. To further

xnn x	 -i,j+1 2x
ij + xi,j-1
	 clarify the effect of nonorthogonality, the following

example is included. For simplicity, only the trunca-
These contributions to the truncation error arise

from the nonuniform spacing. The familiar terms pro-
portional to a power of the spacing occur in addition
to these terms as noted.

Sufficient conditions can be stated for maintaining
the order of the difference representations. First of
all, as in the one-dimensional case, the ratios

xU	 xnn ynn	 ORIGINAL ME Iii
x ^2 

Y
&
2 x n yn 2	 OF POOR QUALITY.

Here

tion error terms arising from nonuniform spacing are
considered.

The contribution from nonorthogonality can be
isolated by considering the case of skewed parallel
lines with x  - 

xnn = xEn ' yEE yE n 
= 0 as diagramed

below:

sr
(36) reduces to

must be bounded as x , x , y , y approach zero. A

second condition muss be n imp5sed nwhich limits the rate
at which the Jacobian approaches zero. This condition
can be met by simply requiring thatcot9 remain bounded,
where 6 is the angle between the £ and n coordinate
lines. The fact that this bound on the nonorthogon-
ality imposes the correct lower bound on the Jacobian
follaws from the fact that

	

1cotel < M	 (37)

implies

J2 > 1 [x2x2 + x2y2 + x2y2 + y2y2].
-M+1 ^n	 ^n	 n 	 En

With these conditions on the ratios of second to first
derivatives, and the limit on the nonorthogonality
satisfied, the order of the first derivative approxi-
mations is maintained in the sense that the contribu-
tions to the truncation error arising from the non-
uniform spacing will be second-order terms in the grid

spacing.
The truncation error terms for second derivatives

that are introduced when using a curvilinear coordi-
nate system are very lengthy and involve both second
and third derivatives of the function f. However, it
can be shown the same sufficient conditions, together
with the condition that

xnn and Y&n
x^x n 	 YEYn

remain bounded, will insure that the order of the
difference representations is maintained.

It was noted above that a limit on the nonortho-
gonality, imposed by (37), is required for maintain-
ing the order of difference representations. The
degree to which nonorthogonality effects truncation
error can be stated more precisely. The truncation
error for a first derivative f x can be written

Tx ' J(ynT^ - y^Tn)

,._.where T and T are the truncation errors for the

difference expressions f E and f . Now all coordinate

derivatives can be expressed using direction cosines

of the anSles of inclination, ^ and 0 of the E and

q coordinate lines. After some^simpliPication, the
truncation error has the form

T = - l x f + 1(YE ) y f - 
I ( X f

x	 2 EE xx 2 xF	 nn yy 2 x	̂ xy

Y
Since cots = x^ , this may be written

Tx = - 2 xgCfxx + .1(y nn( f	 - X CEfx )cote	 (39)
Yy	 Y

The first term occurs even on an orthogonal system and
corresponds to the first term in (33). The last two

terms arise from the departure from orthogonality.
For e < 45% these terms are no greater than those
from the nonuniform spacing. Reasonable departure
from orthogonality is therefore of little concern when
the rate-of -change of grid spacing is reasonable.
Large departure from orthogonality may be more of a
problem at boundaries, where one-sided difference ex-
pressions are needed. Therefore, grids should probably,-
be made as nearly orthogonal at the boundaries as is
practical. Note that the contribution from nonortho- _
gonality vanishes on-askewed uniform grid.

REFERENCES

1. Thompson, J. F., Warsi, Z. U. A., and Mastin,
C. W., "Boundary -Fitted Coordinate Systems for Numeri-
cal Solution of Partial Differential Equations - A Re-
view," Journal of Computational Physics, Vol. 47, 1982,
pp. 1-108.

2. Thompson, J. F., "A Survey of Grid Generation
Techniques in Computational Fluid Dynamics," AIAA-83-
0447, AIAA 21st Aerospace Sciences Meeting, Reno (1982)

3. Thompson, Joe F., ed., Numerical Grid Genera-
tion, North -Holland 1982.

4. Hoffman, J. D., "Relationship between the
Truncation Errors of Centered Finite-Difference Approx-
imation on Uniform and Nonuniform Meshes," Journal of
Computational Physics, Vol. 46, 1982, pp. 469-474.

5. Vinokur, Marcel, "On One-Dimensional - Stretch-
functions for Finite -Difference Calculations," NASA CR
3313, Ames Research Center, 1980.

6. Mastin, C. W., "Error Induced by Coordinate
Systems," in Numerical Grid Generation, J. F. Thompson,;
(ed.) North Holland, 1982.

7. Mastin, C. W. and Thompson, J. F., "Adaptive
Grids Generated by Elliptic Systems," AIAA Paper No.
83-0451, AIAA 21st Aerospace Sciences Meeting, Reno,
Nevada, January 1983.	 t

_	
1



same	 (E - 0)

same (E - 0)

0 tan go (tan aE

sa4ee

same (E - 0)

same (uniform)

2(3a2 + 1)(tanh 
Ica) 
	 (E - 1)

"me (E - 0)

i

--	 ORIGINAL PAGE fV

Table 1

	 OF POOR QUALITY

Caaffle iant. at M1nt.=... <.....

FUNCTION

of

Exponential:
a°	

- I
e	 - 1

Hyperbolic tanh all - E)
Tangent

1 -
tanh a

Hyperbolic sinh *-
Sine sinh a

Error erf o(1 - ()
Function

1 -

erf	 at

Tangent
tan aE	 (0 < a < -`)

tan a	 -	 - 2

Aretangent ;	 1 - tan -10,a - E)

tan-la

Sine I - sin all -E)	 ( 0<a<")
sin a	 -	 _ 2

Log _ !n[1 + a]- E)
I

Ca(1 + a
ll)

Inverse
tank Io

Hyperbolic I	 (0 < a < 1)
Tangent tank	 a

Quadratic : aE + (1 - a)(2	(0 < a < 1)

( L 2 )
Max

Exponential: same (uniform)	 same

Hyperbolic '.same (( = 0) 	 same

(LM2	(L(3))
N 0

n	 n2

lotanh o 2a2 (3tanh 20 - 1)

2
sinh a	

0

2
-a

T erf o	
2a2	 2a2(20 

Z
at	

2 - 1)

tan a	 0	 2

a	 2a2	 2a2(3a2 - 1)

(1 + a2 )tan -1 n	 i + a2	(1 + u2)2

CA	 2
tan a	

otan a	 a

a	 a	 2o2

(1 + a)[n(1 + a) 1 + a	 (1 + a)2

°	 0	 2a2
tanh-l0

a	 2(1 - a)	 0
- a

Table 2

Maximum Coefficients

(L(3))	 (L(2))
N Max	 5 max

(uniform)	 same (E - 0)

0)	 same (( = 0)

(L(2)) (LS 3))0
S	 0

•°-1 a°-1)2

2sinh2a (3tanh2a - 1)sinh220

0 sinh20

2
/x ae° arfu

Z
10m  - 1)(e° erfa)2

0 2tan2m

2ntan-Ia 2 0a  - 1)(tan-la)2

tan2a -tang°

ln(1 + n) 2(fn(1 + a)]2

0 (tank 10)2

- a)	 0

a
2

(L(3))
S max

same (E . 0)

same (f - 0)

NS

a

i - 1

Tangent

Hyperbolic a tanh a	 (F.. 1) same (uniform) i sinha	 ( sinh n	 1)
Sine

Error
same (E - 0) same (( - 0) same (E - 0)

Function

Tangent 2atana	 (E - 1) 2a2 ( 3tan20 + 1) tan a	 (E ' `a)

I
Arctangent 2 a (E - 1 +	 )

B a
2	(E - 1 + 3 a) same

ra

-4
Sine same (( - 0) sa me (uniform) same (E - 0)

Log : a	 (E - 1) 202	 (E - 1) same (uniform)

Inverse
Hyperbolic 2n2	 (E - 1)

2a2(3a2+1)	 (^	 1) 2atanh -Ia	 (E - 1)

Tangent 1 - a 2 (1 - 

a2 

)2

Quadratic same (E - 0) sue (E	 0) same (E - 0)

NOTE:	 ' game' Indicates maximum value is same as value at F - 0.



Exponential:

Hyperbolic
Tangent

Hyperbolic
Sine

Error	 2
Function

Tangent

Arctangent

2

Sine	
6

Log

Inverse
Hyperbolic
Tangent

Table

1	 1	 2	 1

(L(2))	 (	 ()))
	 (L(2))
	 (L(]))	 (L(2)) 	(	 (3) ) 	(L(2))	 (L(]))

NS 	 NS)	 NSN$)2	 same	 same	 same	 same

N	 0	 0	 S	 0	 5	 0	 N	 max	 U	 max	 S	 max	 S	 max

NS 	 NS 	

S)2	
same	 same	 same	 same

0	 (In NS ) 2 	 0	 (	 ) 2NS	 NS	 same	 (v, N) 2	
same

1

^( S ) 	4(^ NS) 	 2 NS	 (NS)2	
same	 same	 same	 I	 same

0	
w2	

0	
w2	 1	 2	 w2	 1	 )n4	 1	 2	 w	 l	 9w2	 1	 2

2	 2	 (NS ) 	2	 NS	 —a	 (NS ) 	2 NS	 16	 (NS)

2	 6	
6(	

same	 same
NS	 NS 	 w	 NS	 2w2 (NS)2 

1	 n2	 2	 1	 2	 w2	 1	 2w
NS	 4	 -, (NS ) 	4	 (NS)	

same	 same	 same	 same

1	 1

1	 2	
1	 2(1)2	 NS	 2(e \S) 2	same	 same

NS	 NS

0	 2(1- NS)	 0	 2(tanh 1a)2	
NS	 8 (NS)2	

NS	 E`NS)
2	 1	 2

2	 1	 2
Quadratic-	 NS	 0	 2(NS)	 0	 a

NOTE: ' same' indicates maximum value is same as value at E 	 0.
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(i)	 (i)
Fig. 1 LN and L

S Vi = 2,3) at Point of Minimum

Spacing (^ = 0).
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Fig. 3 Variation of i)LN	 and L (i) over the Field

for Minimum Spacing of 10-3.
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Fig. 4. Variation of	 and L	 (i - 2,3) Near
Fig. 2 Mbximum Values of LN and LS	 (i - 2,3).	 Point Minimum pacing ( = 0) for a Minimum

Spacing of 10
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Fig. 5 Point Distribution
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