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ABSTRACT 

We develop numerical procedures for construct~ng asymptotic solut~ons of 

certa~n nonl~near s~ngularly perturbed vector two-po1nt boundary value 

problems hav~ng boundary layers at one or both endpoints. The asymptotic 

approximat~ons are generated numer~cally and can either be used as is or to 

furnish a general purpose two-point boundary value code with an initial 

approximation and the nonuniform computat~onal mesh needed for such problems. 

The procedures are appl~ed to a model problem that has mult~ple solutions and 

to problems descr~b~ng the deformation of a thin nonl~near elast~c beam that 

is rest~ng on an elastic foundation. 
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1. Introduction 

In~t~al value problems for stiff systems of ord~nary different~al 

equat~ons are now cons~dered to be relat~vely tract~ble numerically (cf. 

Enr~ght et ale [7]). However, codes for st1ff (or s1ngularly perturbed) 

boundary value problems are not read~ly available, even though these problems 

ar1se in a great many appl1cat1ons. 

In th~s paper we consider asymptot1c and numerical methods for singularly 

perturbed two-po~nt boundary value problems of the form 

x f(x,y,t, e:) e:y = g(x,y,t,e:) ( 1 • 1 ) 
,.., ,.., '" 

a (x ( 0) , y ( 0) , e:) o b(x(1),y(l), e:) o (1.2a,b) 

where x, y, a, and b are vectors of ~mens~on m, n, q, and r = m + n - q, 

respectively, and e: is a small positive parameter. 

Although many special problems of this form can be solved by known 

asymptot1c or numerical techn1ques, the general problem is very d1fficult and 

beyond our current understanding. The form of equations (1.1, 2) imply that, 

whenever g 1S not small, y varies rap1dly relative to x. The behavior of the 

solution 1n these zones of rap1d transit~on can be very compl1cated. For 

example, y can "Jump" abruptly 1n a narrow boundary layer near t = 0 and/or 1. 

These Jumps can also occur at 1nter10r locat10ns where solut10ns or the1r 

derivatives will become unbounded as e: + O. The locations of the inter10r 

layers are generally unknown and must be determined as part of the solution 

process. Examples of these and other phenomena are d1scussed 1n, e.g., 

O'Malley [20], Kevorkian and Cole [18], Pearson [24, 25], Hemker [15], and 

Flaherty and O'Malley [11]. 



2. 

The traditional numerical techn~ques for two-po~nt boundary value 

problems all have d~ff~culties with singularly perturbed problems unless the 

grid that ~s used for the d~scretizat~on is appropr~ately f~ne, at least 

with~n boundary or ~nter~or layers. If the gr~d is not fine enough to resolve 

the layers, the computed solution typically exhib~ts spurious mesh 

osc~llations. There are, however, special purpose schemes that can solve 

some singularly perturbed boundary value problems without using a fine 

discretization in transition regions. Most notable among these are the 

"upwind" or one-sided finite difference schemes (cf., e.g., Kreiss and Kreiss 

[19] or Osher [23]) and the exponentially weighted fin1te difference and 

finite element schemes (cf., e.g., Flaherty and Mathon [9] or Hemker[15]). 

These schemes must usually be e~ther restricted to relatively simple problems 

or employ compl~cated algebraic transformations. 

In view of these theoret~cal and computat~onal ~ff~cult~es, we simpl~fy 

problem (1.1, 2) cons~derably by assu~ng, ~n addit~on to natural smoothness 

hypotheses, that (3.) g, a, and bare hnear funct~ons of the "fast" var~able 

y, (~~) the n x n Jacob~an 

( 1 .3) 

has a str~ct hyperbol~c sp11tt~ng w1th k ) 0 stable and n - k ) 0 unstable 

eigenvalues for all x and 0 ( t ( 1, and (111) q ) k and r ) n - k. A 

corresponding theory for problems with quadratic dependence on y is very 

l1mited (cf., e.g., Howes [17] wh1ch discusses second-order scalar equat10ns). 

Th1s, of course, hm1ts extens10n of a numerical theory, but encourages 

further numerical exper1mentation. 

The assumed hyperbolic sp11tt1ng restricts any rapid variations in y 

to occur 1n boundary layer regions near t = 0 and/or 1. Thus, we 

unfortunately have e11~nated many ~mportant and challeng~ng problems hav~ng 

1nter1or or "shock" layers. Some numer~cal work on these problems was done 
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by Kreiss and Kre1SS [19), Osher [23), and O'Malley [22). 

In a ser1es of three papers, Ascher and We1SS [2, 3, 4) show that 

symmetr1c, or centered, collocat1on schemes could be used on problems that 

sat1sf1ed assumptions similar to ours provided that appropriately fine meshes 

were used in the endpoint boundary layers. Our approach is somewhat different 

in that we use the assumed hyperbolic splitt1ng to find an asymptotic solut1on 

of problem (1.1, 2) wh1ch 1S composed of a lim1t1ng outer solut10n (X (t), 
--.0 

Y (t» and boundary layer correct10ns near t = D and 1. The limit1ng solution 
--0 

sat1sf1es a reduced system, wh1ch is obta1ned from (1.1) by formally setting 

e: to zero, 1.e., 

. 
X = f(X ,Y ,t,D) , 
--0 ~ --0 --.0 

D = g(X ,Y ,t,D) 
~ --.0 --.0 

(1.4a,b) 

Because G 1S everywhere nons1ngular, we can solve Eq. (1.4b) for 

Y Y (X ,t) 1n a locally un1que way, and there rema1ns the m th order 
--0 --0--0 

d1fferent1al system (1.4a) for determin1ng X (t). 
--0 

In order to completely spec1fy the l1miting solut1on, we must prescribe 

m boundary cond1t1ons for Eq. (1.4a). We do this in Section 2 by prov1ding a 

"cancellation law" that selects a combination of q - k init1al cond1tions 

(1.2a) and of r - n + k term1nal conditions (1.2b) to be satisfied by X (t). 
--.0 

For more nonl1near problems, we note that such a cancellation law is much 

more d1ff1cult to specify (cf. O'Malley [21]). Boundary layer corrections are 

generally needed to compensate for the cancelled in1t1al and term1nal 

cond1t10ns, and these are eas1ly determined once X (t) and Y (t) have 
--.0 ~ 

been found (cf. Sect10n 2). 

In Sect10n 3 we d1scuss a numer1cal procedure for calculat1ng the 

asymptot1c solut1on of Sect10n 2. We 1mplement the cancellat10n law by 
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us~ng orthogonal transformations to reduce G(x(t),t) to a block triangular 

form w~th its stable and unstable eigenspaces separated. We also use the 

general purpose two-point boundary value code COLSYS to solve the reduced 

problem and then add numerical approx~mations of the boundary layer 

correct~ons. Th~s approx~mat~on is cons~derably less expens~ve to obta~n than 

solv~ng the full st~ff problem numerically and it has the advantage of 

~mprov~ng ~n accuracy, without any add~t~onal computational cost, as the 

small parameter E tends to zero. However, when E ~s only moderately small, 

our asymptotic approximation may not be suff~ciently accurate for some 

appl~cat10ns, so we have developed a procedure for generating an improved 

solut~on by us~ng COLSYS to solve the complete problem (1.1, 2) with our 

asymptot1c approx1mat10n as an in~tial guess. In order for this approach to 

succeed, we must also prov~de COLSYS Wlth an init~al nonuniform mesh that 1S 

appropriately graded ~n the boundary layers, and we give an algorithm for 

constructing such a mesh in Sect~on 3. 

In Sect~on 4 we apply our procedures to a third order model problem that 

has mult~ple solut10ns and to problems ~nvolv~ng the deformat~on of a th1n 

nonlinear elas~c beam. These examples show that our methods can calculate 

accurate solut~ons of st~ff problems for a very modest computational effort. 

Wh~le our algor~thm for furn~sh~ng COLSYS w~th an ~n~t~al guess and a 

nonun~form mesh does not seem to be opt~mal, it does offer some advantages 

over the more standard approach of cont~nuat~on ~n E, where one starts w~th a 

large value of E (e.g., E = 1) and a crude in~tial guess of the solut~on and 

reduces E in steps so that the mesh is gradually concentrated into the 

boundary layer reg~ons. 
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We also present two examples ~n Sect~on 4 that are beyond the 

capab~l~t~es of our current methods because their solutions become unbounded 

as E + O. We ~nclude numer~cal results for these problems in this paper in 

order to show some of the several challeng~ng effects that can occur w~th 

singularly perturbed problems. F~nally, in Section 5, we discuss our results 

and present some suggest~ons for future ~nvest~gations. 

2. Asymptot~c Approx~mat~on 

With the assumed hyperbol~c spl~tt~ng, we expect solutions of (1.1,2) to 

feature boundary layers in the fast y var~able near both endpo~nts as E + O. 

Thus, ~t ~s natural (cf. O'Malley [21]) to seek bounded un~form asymptot~c 

expans~ons of the form 

x (t, E) x(t, E) + E~( T, E) + En( cr, E) 

, 0 < t < 1 (2.1 ) 

yet, e:) yet, e:) + ll( T, e:) + v( cr, e:) 

where the outer solut~on (X(t,e:), y(t,e:» represents the solut~on 

asymptot~cally with~n (0,1), the ~n~t~al layer correct~on (e:~(T,e:), ll(T,e:» 

decays to zero as the stretched variable 

T = t/ E: (2.2a) 
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tends to 1nf1nity, and the term1nal layer correct1on (En(o,E), V(O.E» 

goes to zero as the stretched var1able 

0= (1 -t)/E (2.2b) 

approaches 1nfinity. The outer solut10n and the boundary layer corrections 

are represented by expans10ns of the form 

X( t, E) X (t) 
~ 

y( t, E) Y (t) 
~ 

~( T, E) ~ (T) 

co ~ 
J - I E (2.3a-f) 

lJ( T, E) J=O lJ (T) 
"':J 

n( a, t=:) n (0) 
~ 

v( a, E) " (0) 
~ 

The ~mit1ng un1form approx1mat1on is obtained from (2.1) by letting E tend to 

zero, i.e., 

x(t, E) = X (t) + O( E), yet, t=:) = y (t) + lJ (T) + " (0) + O(E) (2.4) 
--<> --<> --<> ---0 

At t = 0 the fast vector y usually has a d1scontinuous limit, jump1ng from 

y(O,O) = Y (0) + lJ (0) 
--0 --<> 

to Y (0) 
--<> 

at t = 0+. 

d1scont1nu1ty generally occurs near t = 1. 

An analogous Heav1s1de 
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The outer expans~on (2.3a,b) must satisfy the full problem (1.1) within 

(0,1) as a power ser~es ~n €; thus, the l~m~t~ng solut~on (X ,Y ) w~ll 
~o ~o 

satisfy the nonl~near and non-stiff reduced system (1.4). As prev~ously 

noted, s~nce G(X ,t) (cf. Eq. (1.3» is nons~ngular we can solve Eq. (1.4b) 
~--<> 

for Y = Y (X ,t) ~n a locally un~que way, so there remains the m th order 
--0 --0--0 

nonl~near system (1.4a) for X (t). Later terms of the expans~on (2.3a,b) 
--<> 

sat~sfy ~nearized versions of the reduced system. For example, the 

coeff~c~ents of order € g~ ve 

. 
X fx(X ,Y ,t,O)X + fv(X ,Y ,t,O)Y + f (X ,Y ,t,O) 
"'1 ~ ~ --<> --<> ~1 ""..... --<> --<> ..... 1 ~ € --<> --<> 

(2.4 ) 

Y = gx(X ,Y ,t,O)X + G(X ,t)Y + 9 (X ,Y ,t,O) 
--0 ~..... --<> --<> ..... 1..... --<> ~1 ..... € --<> --<> 

We can determine Y (t) in terms of X , Y , and X from (2.4b) and, once aga1n, 
..... 1 --<> --<> ..... 1 

there remains the m th order linear system (2.4a) for X. S1m1larly, for each 
..... 1 

j > 1, we obta~n a system of the form 

X fx(X ,Y ,t,O)X + ::r(X ,Y ,t,O)Y + a (X ,···,X ,t) 
"3 ~ ..... --<> --<> "'] ..... --<> --<> "1 "'] -1 --<> "") -1 

(2.5) 
+ S (X ,···,X ,t) 

",]-1 --<> ",,)-1 

with successively determ~ned inhomogeneous terms. 



In order to completely spec~fy the outer expans~on (2.3a,b), we must 

prescr~be boundary cond~t~ons for the m-vectors X (t). Most crit~cally, we 
"'J 

need to spec~fy m boundary cond~t~ons for the l~~t~ng slow vector X (t). 
--{) 

8. 

It 1S natural to attempt to determ~ne them by somehow select~ng a subset of m 

comb1nat~ons of the m + n boundary condit~ons (1.2) evaluated at € = 0. For 

scalar h~gher order linear different~al equations, the f~rst such 

"cancellat~on law" was obta~ned by Wasow [29]. Harr~s [14] obta1ned a more 

comp11cated cancellat10n law for ~near systems with coupled boundary 

cond~tions and Ferguson [8] developed a numer~cal procedure for correspond~ng 

l1near problems. These early works suggest that we should seek a cancellat~on 

law that ~gnores an appropr1ate comb~nat~on of k 1n1t~al condit10ns and of 

n-k terminal cond~tions. To th~s end, we must exa~ne the boundary layer 

correct~ons and we beg~n by cons~der~ng the ~n~t~al layer correct~on (€~,~). 

Near t = 0, the term~nal layer correct~on (€n,v) may be neglected, so the 

representat~on of our asymptot~c solut~on (2.1) requ~res the ~n1t1al layer 

correct10n (€~,~) to sat1sfy the nonl~near system 

dVd. = dx/dt - dX/dt = f(x+€~,y+~,€T,€) - f(X,Y,€T,€) 

(2.6) 

d ~/dT €(dy/dt - dY/dt) = g(x+€~,y+~,€T,€) - g(X,Y,€.,€) 

on T :> ° and to decay to zero as T ... "'. Substitut10n of the asymptot1c 

expans10n (2.3c,d) 1nto (2.6) prov1des succeSS1ve different~al equat~ons for 

the coeff1c1ents (~ ,~). In part1cular, when € = 0, we have the ~~t1ng 
"'J"'J 

~n1t1al layer system 



d ~ /d T = f (X (0), Y (0) + ~ ,0, 0) - f (X (0), Y (0), 0, 0) 
~ ~~ ~ ~ ~~ ~ 

d~ /dT = g(X (O),Y (0) + ~ ,0,0) - g(X (O),Y (0),0,0) 
~ ~~ ~ ~ ~~ ~ 

The decay requirement determ~nes 

f 
T 

co 

(d~ (S)/dT)ds 
~ 

9. 

( 2.7) 

(2.8a) 

as a functional of ~ , while ~ satisf~es the cond~t~onally stable system 
~ ~ 

d ~ /d T = G( X (0), 0) ~ (2.8b) 
~ ~--<) ~ 

We used (1.3) and the assumed l~near~ty of g ~n y when obta~n~ng (2.8b). 

If g(x,y,t, E) were not l~near in y, the ~n~t~al layer correction would 

satisfy a nonlinear different~al equat10n wh1ch would generally be d1fficult 

to solve (cf. O'Malley [21]). Indeed, it would then be extremely diff1cult 

to specify what set of initial vectors ~ (0) would lead to decaying solut1ons 
~ 

of the boundary layer system (2.7b). Here, Eq. (2.4) 1S readily 1ntegrated to 

g1ve 

G(X (O),O)T 
e~ --<) ~ (0) (2.9) 

o 



Thus, p will decay to zero as T + 00 provided that 
--0 

p (0) = p(X (O),O)p (0) 
---0 "'---0 ---0 

where p ~s a proJect~on onto the k d~mensional stable eigenspace of 

G(X (0),0). 
"'--0 

10. 

(2.10) 

Subst~tut~ng (2.10) ~nto (1.2a) and lett~ng € + 0, we see that the q 

limit~ng in~t~al cond~t~ons take the form 

a(X (O),Y (0) + p(X (O),O)p (0),0) o (2.11 ) 
'" ---0 ---0 '" ---0 ---0 

NOw, us~ng the linearity of a in y, we let 

A(x,t) = ~(~,~,t,O) ( 2.12) 

'" 

and further assume that A(X (O),O)P(X (0),0) has its full and max~mal rank k. 
"'--0 "'---0 

Then we can un~quely determ~ne p (0) as a funct~on of X (0) from k of the 
---0 ....a 

equat~ons (2.11). Having done this, init~al cond~t~ons for the reduced 

problem can be determ~ned from the remain~ng q - k conditions ~n (2.11). For 

the moment, we wr~te these ~n the form 

~(X (0» = 0 
"'---0 

(2.13) 

In Sect~on 3, we d~scuss a numerical procedure for determ~n~ng P,p (0) and 
"'---0 

«X (0» • 
.... --0 
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The term~nal layer correction can be analyzed ~n an analogous manner. 

In part~cular, the lead~ng term v (0) sat~sf~es 
--0 

v (0) 
--0 

= e 
G(X (1),1)0 

--0 v (0) 
"-0 

Now, v w~ll decay to zero as 0 + co provided that 
--0 

v (0) = Q( X (1), 1 ) v (0) 
"-0 .... --0 --0 

(2.14) 

(2.15) 

where Q ~s a projection onto the n - k d~mens~onal unstable eigenspace of 

G(X (1),1). Subst~tut~ng (2.15) into (1.2b) and letting £ + 0 g~ves 
.... --0 

the r ~m~t~ng term~nal cond~t~ons as 

b (X (1), Y (1) + Q( X (1), 1 ) v (0), 0) = 0 
.... --0 "-0 .... --0 "-0 

We let 

B(x,t) 

(2.16) 

(2.17) 

and assume that B(X (l),l)Q(X (1),1) has full rank n - k. Then we can solve 
.... --0 .... --0 

(2.17) for v (0) and the rema~n~ng r - n + k cond~tions specify term~nal 
--0 

cond~t~ons for the l~m~ting problem, which we denote by 

'l'(X (1» o (2.18) 
"'''-0 

The reduced problem consists of the nonlinear reduced d~fferent~al 

equat~on and the m separated nonl~near boundary conditions (2.13, 18). If 

it ~s solvable, ~t may have many solut~ons; however, corresponding to any of 

~ts ~solated solutkons (x (t),Y (t», one can expect to find a solution of 
--0 --0 

the or~g~nal problem (1.1, 2) that converges to (X (t),Y (t» on 0 < t < 1 
--0 "-0 
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as E + 0. sufflclent hypotheses to obtaln an asymptotlc solut1on havlng the 

form of (2.1) are provided by Hoppensteadt [16] and others. For thlS reason, 

we shall merely lndlcate the conslderations that are 1nvolved In obtainlng 

further terms 1n the lnltial and termlnal layer expansions and boundary 

condltions for the outer expansion. 

Addltl0nal terms of the inltial layer expanSlon (2.3c,d) are deterID1ned 

J 
by equatlng the coefflclents of E In the nonllnear system (2.7), l.e. 

d~ /d. 
"':i 

d l! /d. 
"':i 

= Sr(X (O),Y (0) + l! (.),0,0)l! 
'" --.0 --.0 --.0 "'J 

= G( X (0), 0) l! + <5 (.) 
'" --.0 "'J "'J -1 

(2.19) 

for J > 1, where the lnhomogeneous terms are exponentially decaYlng as • + ~ 

because ~ and l! ,1 = 1, ••• , J-1, and thelr derivatives behave 1n 
"1-1 ~-1 

this manner. The l1near system (2.19) may be integrated to yield 

= -f (d~ (s)/d.)ds 

= e 

• "'J 

G(X (0) ,0). 
--.0 l! (0) + 

"'J 

• G(X (O),O)(.-s) 
f e'" --.0 <5 (s ) ds 
° "'J-

1 

(2.20) 

We see that ~ (.) decays as • lncreases and l! (.) will decay provlded that 
"'J "'J 

l! (0) 11es in the unstable elgenspace of G(X (0),0), l.e., 
~ --.0 

l! (0) 
~ 

P(X (0),0)l! (0) 
'" --0 "'J 

(2.21) 
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J 
Us~ng (2.1) and (2.3a,b) we f~nd that the coeffic~ent of E ~n the 

~n~t~al cond~t~on (1.2a) has the form 

ax(X (O),Y (0) + ~ (O),O)X (0) + A(X (0),0) [y (0) 
- _ --0 --0 --0 "'J - -0 "'J 

(2.22) 

+ p(X (O),O)~ (0)] = 7;, 
- --0 "'J "'J -1 

S~nce A(X (O),O)P(X (0),0) has ~ts max~mal rank k, we can determine ~ (0) 
- --0 - --0 "1 

from k of these equat~ons, and the rema~n~ng q - k equat~ons determ~ne l~near 

equat~ons for X (0). The s~tuation for the term~nal layer correct~on ~s 
"'J 

completely analogous; thus, V (0) and the term~nal cond~tions for X (1) are 
"'J ~ 

determ~ned from l~near equat~ons of the form 

bx (X (1), Y (1) + V (0),0) X (1) + B (X (1), 1 ) [y (1) + Q( X (1), 1 ) V (0)] = 
- _ --0 --0 --0 "'J - -0 "'J - -0 "'J 

To summar~ze, we have shown that the j th (J > 1) term ~n the outer 

a 
",,]-1 

expans~on sat~sf~es an m th order ~near boundary value problem cons~st~ng of 

Eq. (2.5) and a set of m l~near boundary cond~tions determ~ned from (2.22) 

and (2.23). It ~s a l~near~zat~on of the problem for X (t). 
--0 

(2.23) 
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3. Numerical Procedure. 

In th~s sect~on we d~scuss a numer~cal procedure for find~ng the limiting 

uniform asymptotic solut~on (2.4). It cons~sts of solving the l~~ting outer 

problem (1.4, 2.13, 2.18) and determ~n~ng boundary layer corrections from 

(2.9) and (2.14). 

Our f~rst task ~s to f~nd the proJections P and Q and we do this by 

finding the Schur decomposition of the matrix G at t = 0 and t = 1. In 

particular, at t = 0 we find an orthogonal matrix E(x(O),O) such that 

T (x(O) ,0) U(x(O),O) 

G(x(O),O)E(x(O),O) = E(x(O),O) ( 3.1 ) 

o T (x(O) ,0) 
""+ ~ 

where T ~s k x k and upper tr~angular w~th the stable e~genvalues of 

G(x(O),O), and T ~s upper tr~angular w~th the rema~n~ng n - k unstable 
""+ 

e~genvalues. The decompos~t~on (3.1) can often be obtained analytically; 

however, when th~s is not poss~ble or pract~cal ~t can be determ~ned 

numerically by using the QR algor~thm (cf. Golub and W~lkinson [13], 

Ruhe [26], and BJork [5] for spec~f~c procedures). 

We partition E after ~ts k th column as 

E = [E E 

and note that E spans the stable e~genspace of G at t 

T 
P = E E 

~s the des~red proJect~on onto this e~genspace. 

o and 

( 3.2) 

(3.3 ) 



Substitut~ng (3.3) into (2.11) g~ves 

T 
a(X (0), Y (0) + E (X (O),O)E (X (O),O)p (0),0) o 
~ --0 --0 -- --() --() --() 

as the equat~on for determ~n~ng p (0) and ~(X (0». S~nce 
--() ~--{) 

A(X (O),O)E (X (0),0) is of rank k, we construct a q x q matr~x 
~ --0 -- --() 

T 
L 

T_T 
[L L] 

that reduces ~t to echelon form, i.e., 

L V 

L 
A(X (O),O)E (X (0),0) 
~ --0 -- --() o 

15. 

(3.4) 

(3.5a) 

(3.5b) 

where V ~s k x k and nons~ngular. Mult~ply~ng Eq. (3.4) by L, us~ng the 

l~near~ty of a ~n y, and Eq. (3.5) g~ves the ~n~t~al layer jump p (0) and the 
~ 

q - k 1n~t~al cond~t~ons (2.13) for the reduced problem, respect1vely, as 

p (0) 
--0 

-1 
-E (X (O),O)V L a(X (O),Y (0),0) -- --() ....... .......,.., --() ~ 

~(X (0» := L a(X (O),Y (0),0) = a 
~ --0 -- ,.., --() --() 

(3.6) 

We f1nd the term~nal layer Jump and the r - (n-k) term~nal cond1t1ons 

for the reduced problem ~n an analogous fash10n w1th the except10n that we 

def1ne E(x(1),1) such that 
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T (x(n,n U(x(n,1) 
"+"" 

G( x ( 1 ) ,1 ) E( x ( 1 ) ,1 ) E( x ( 1 ) , 1 ) (3.7) 

o T (x(n,1) 

wh1ch we part1t1on after its (n - k) th column as 

E = [E E] (3.8) 
"+ "+ 

In parallel w1th Eqs. (3.1) and (3.2), the matr1ces T , T , and E conta1n 
"+ "+ 

the k stable e1genvalues, the n - k unstable eigenvalues, and span the 

unstable e1genspace, respect1vely, of G at t = 1. Our reasons for sW1tch1ng 

the pos1t10ns of the matr1ces conta1ning the stable and unstable e1genvalues 

of G 1S that we are unaware of a s1mple and stable computat1onal procedure 

for f1nd1ng a set of vectors that span a g1ven subspace and are not in the 

lead1ng columns of an orthogonal matrix hke E (cL Golub and \'l1lk1nson [13]). 

NOW, follow1ng the procedure that we used for the 1n1t1al layer, we take 

T 
Q(X (n,1) E (X (n,1)E (X (1),1) 
""---0 ....... ---0 ....... ~ 

as our proJection onto the (n k) d1mens1onal unstable eigenspace of 

G(X (1),1) and construct an r x r matr1x 
""--0 

T T_T 
R = [R R] 

"+ "+ 

(3.9 ) 

( 3.1 Oa) 

that reduces the rank n - k matr1x B(X (1),1)E (X (1),1) to echelon form, 

1. e., 

R 
....... 

R 
....... 

"" --() "+ ~ 

B(X (n,nE (X (1),1) = 

V 
"+ 

""---O ....... ~ 0 
(3.1 Ob) 



where V ~s (n-k) x (n-k) and nons~ngular. Mult~ply~ng Eq. (2.16) by R 
"+ 

17. 

and us~ng Eqs. (3.9) and (3.10), we f~nd the terminal layer Jump and term1nal 

cond~t~ons for the reduced problem, respect~vely, as 

v (0) 
--0 

-1 
-E (X (l),l)V R b(X (l),Y (1),0) 

"'+ --{) "'+ ...... '" --{) --{) 

'l'( X (1» : = R b (X (1), Y (1), 0) = ° 
'" --0 "'+ '" --{) --{) 

(3.11) 

S1nce the reduced problem (1.4), (3.6b), and (3.11b) 1S not st1ff, we can 

use any good code for two-po~nt boundary value problems (cf. Ch~lds et al.[6]) 

to solve ~t, and we have chosen to use the collocat~on code COLSYS of Ascher, 

Chr1stiansen, and Russell [1]. The reduced problem ~s generally nonl~near and 

s~nce COLSYS solves nonl~near problems us~ng a damped Newton method, we have 

to supply formulas for evaluat~ng the Jacob~ans of f, Y, ~, and ~ w~th 

respect to X. We do th1S, but 1ntroduce an error, by prov~d1ng analyt1cal 

formulas for these Jacob1ans that neglect the 1nfluence of the der1vat1ves of 

E, L, R, and G. (These der1vat1ves w1ll be small when the related 

subspaces are nearly constant). Th1s procedure fa1led to converge once on 

Example 1 of Sect~on 4 and a m1nor mod1ficat10n to the Jacob1an of ~ restored 

convergence; however, an alternat1ve poss1b1l1ty would be to approx1mate the 

Jacob1ans by f1n1te d~fferences. 

We start the Newton ~terat~on w~th a un1form mesh and an 1n1t1al guess 

( 0) 
X (t) for X (t). In sect10n 4, we used the default 1n1t1al guess that is 
--() --0 

prov~ded by COLSYS for Example 2 and a constant 1n1t1al guess for Example 1 • 
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Th~s latter cho~ce was necessary as Example 1 has three solut~ons. At each 

(p) 
~~erat~on step, we calculate an approx~mat~on E(X (t),t) to E(X(t),t) 

~--.o 

(p) 
for t = 0 and 1 as the Schur decompos~tion of G(X (t),t). The examples 

of Sect~on 4 were calculated us~ng analyt~cal formulas for E rather than the 

numer~cal procedures of Golub and Wilkinson [13], Ruhe [26], or BJork [5]. 

(p) (p) 
F~nally, Land R are obta~ned by using Gaussian Elim~nat~on to row 

(p) (p) (p) (p) 
reduce A(X (O),O)E (X (0),0) and B(X (l),l)E (X (1),1), 

~ --0 -- --.0 ~ --.0 "+ --.0 

respect~vely. 

When th~s procedure converges to (X (t),Y (t», we calculate boundary layer 
--.0 --.0 

correc~~ons \.I (T) and 'V «(1),_ for a g~ ven va lue of e::, us~ng Eqs. (2.9). (3. 6a) , 
--0 --.0 

(2.14), and (3.11a), and add these to the reduced solut~on ~n order to get 

the O( e::) asymptot~c approx~mat~on (1.4). For moderately small values of E, 

th~s approx~mat~on may not prov~de a suff~c~ently accurate representat~on of 

the solut~on and, ~n th~s case, we use ~t as an in~t~al guess to COLSYS and 

solve the complete problem (1.1, 2). However, th~s procedure may fa~l 

unless we also prov~de COLSYS ~th an ~n~t~al nonun~form part~t~on 

1T = {O t < t < ••• < t (3.12) 
o 1 N 

that ~s appropr~ately graded w~th~n the boundary layers. Follow~ng Ascher, 

Christ~ansen, and Russell [1], we seek to f~nd 1T such that the error on each 

sub~n~erval sat~sf~es 

II ell .. o( 1 + II u II ) ~ 1, 2, ••• , N , (3.13) 
~ ~ ~ ~ 



where IS l.S a prescrl.bed tolerance, 

T T T 
u = [x y] 

e(t) is the dl.fference between u(t) and l.ts collocation approximatl.on, 

Iluli. max lu(t) I 
,.., l. t <t .. t 

i-1 i 

and I u( t) I max lu (t) I. 
1 <) <m+n ) 
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(3.14) 

(3.15) 

We assume that the fl.nal partl.tl.on selected by COLSYS to solve the 

reduced problem satl.sfl.es (3.13) outside of boundary layer regl.ons and 

we seek to refl.ne it w1.th1.n the boundary layers. We further assume that de-

r1.vat1.ves of u can adequately be approxl.mated by el.ther P (T) or v (0) l.n the 
---0 ""0 

left or rl.ght boundary layer, respectl.vely. 

It 1.S known (cf. Russell and Chrl.stl.ansen [27]) that l.f ~~e solutl.cn of 

(1.1,2) l.S smooth 

II e II (3.16) 
,.., l. 

for collocation at the l.mage of ) Gauss-Legendre pOl.nts per subl.nterval. 

Here c l.S a known constant, 
) 

h t - t 
l. l. 1.-1 

and h max h (3.17) 
1 <l. <N i 

In the left boundary layer we approxl.mate u in (3.16) by P uSl.ng (2.9) and 
---0 

attempt to fl.nd a part1.t1.on that satl.sfl.es 

)+1 11 ()+1) II 
c h p (tiE) "" 

) l. --<> l. 
15(1 + lIuli ) . 

l. 
(3.18) 
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F1nally, we use (2.9) and (3.1) to approx1mate ~ and the sub1nterval lengths 
--<) 

as 

£ 

t - t "" (-) 
1 1-1 ex 

o( 1 + II u II ) 
~ 1. 

c lu (t /£)1 
J --<) 1.-1 

(3.19) 

where CL 1S the magn1tude of the largest d1agonal element of T (x (0) ,0). 
""0 

A sl.m1lar formula can be obta1ned for select1ng sub1ntervals l.n the rl.ght 

boundary layer. 

Startl.ng Wl.th 1 = 1, we use Eq. (3.19) to generate a part1tl.On untl.l we 

el.ther reach t = 1/2 or a pOl.nt where a subl.nterval length selected by Eq. 

(3.19) loS larger than that used locally by COLSYS to solve the reduced 

problem. We then repeat the procedure in the r1.ght boundary layer. 

We have wr1.tten a computer code called SPCOL that 1.mplements the 

algor1.thms that are descr1.bed 1n th1.S sectl.onj thus, it (1) uses COLSYS to 

solve the reduced problem, (11) calculates and adds approprl.ate boundary layer 

correctl.ons to the reduced problem, and (l.i1) (opt10nally) suggests a mesh 

that can be used by COLSYS to solve the complete problem. 

4. Examples. 

In order to appra1.se the performance of SPCOL, we have applied lot to a 

problem 1.nvolv1ng the deformat1.on of a th1n non11near elastl.c beam (Example 1) 

and a th1rd order model problem that has mult1ple solut1ons (Example 2). 
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Example 1. We cons1der problems involving the deformat10n of a non11near 

elast1c beam that 1S rest1ng on an elast1c foundat10n w1th un1t spr1ng 

constant and 1S subJected to the comb1ned act10n of a hor1zontal end thrust P 

and a unit uniform lateral load. Th1s problem 1S discussed in detail in 

Flaherty and O'Malley [11] and here1n we only present the govern1ng 

d1fferent1al equat10ns, wh1ch in dimens10nless form are 

where 

x 
1 

f:'j 
1 

T 

cos x , x 
2 

s1n x 
3 

x 
3 

-y 
2 

3 

£y 
2 

(x -1)cos x - Ty 
231 

sec x + £y tan x 
323 

Y 
1 

(4.1a,b,c) 

(4.1d,e) 

(4.1f) 

The slow var1ables (x ,x ) and x represent the Cartes1an coord1nates and the 
1 2 3 

tangent angle of a material particle on the center11ne of the beam that was at 

the Cartes1an locat10n (t,O) 1n the undeformed state. The fast var1ables y 
1 

and yare the 1nternal bend1ng moment and transverse shear force, 
2 

respect1vely. F1nally, the small parameter 1S 

2 
£ 

2 
EI/PL (4.2) 

where EI 1S the flexural r1g1d1ty and L 1S the length of the beam; thus, our 

beam 1S much stronger 1n extension than 1t 1S 1n bend1ng. 
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Th~s example does not prec~sely f~t our hypotheses since the ax~al force 

T ~s a funct~on of the fast variable y and, thus, ~ also depends on y. 
2 ~ 

However, our theory and methods w~ll st~ll apply as long as y rema~ns bounded 

and I x I < TT/2 as e: + 0. Flaherty and 0' Malley [11] show that unbounded 
3 

solut~ons can occur when certa~n types of boundary cond~tions are prescribed 

for Eq. (4.1). In th~s paper we present results for the follow~ng three sets 

of boundary cond~t~ons: 

x (0, e:) 
1 

x (O,e:) 
2 

y (O,e:) =x (1,e:) =y (1,e:) 
121 ° , 

(h) • 0, -lOx (0, e:) + y (0, e:) 0, -x (0,e:)+10y (O,e:) = ° 

(4.2a) 

x (0, e:) 
1 2 2 3 1 ( 4 .2b) 

lOx (1, e:) + y (1, e:) 0, lOx (l,e:)+y (1,e:) 

x (O,e:) 
2 

2 2 

x (O,e:) 
3 

x (1,e:) 
2 

3 1 

x (1,e:) 
3 ° . 

° 

(4.2c) 

Equations (4.2a) correspond to "s~mple supports", Eqs. (4.2c) correspond to 

"clamped supports", and Eqs. (4.2b) correspond to elast~c supports that are 

almost s~mply supported at t = ° and almost clamped at t = 1. Cond~t~ons 

(4.2b) could ar~se because, say, fr~ctLon Lntroduces some couplLng between 

lateral and rotatLonal effects at the supports. As we shall see, y remains 

bounded for condLtLons (4.2a,b), but becomes unbounded as e: + ° when 

condLtLons (4.2c) are applLed. The problem LS that the boundary condLtLons 

for the clamped beam only involve the slow varLables and the slow vector x 

cannot generally satLsfy all fLve of them wLthout havLng boundary layers. 

TIns Ln turn forces the fast vector y to become unbounded ILke O( lie:) at 
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the endpo~nts. Thus, the solut~on cannot have an asymptot1c expans10n of 

the form of Eq. (2.1); however, an appropr~ate asymptot1c expanS10n was 

obta~ned by Flaherty and O'Malley [11]. We do not repeat those results here, 

but 1n order to emphas1ze the d~verse behavior that can occur w1th nonl~near 

slngularly perturbed problems, we present Solutlons for x , x , and y 
2 3 3 

correspond~ng to each of the boundary cond~tions (4.2a), (4.2b), and (4.2c) 

1n F~gures 1, 2, and 3, respect~vely. 

Our methods apply to problems having boundary cond1t1ons (4.2a) and 

(4.2b) and, 1n these cases, the orthogonal matr1x 

where 

reduces 

E(x(O),O) 
2 -1/2 

= (Ha ) 

2 
a = sec x (0) 

3 

° 
G(x(O),O) 

2 

-1 

-a ° 
T 

-I al 

to the Schur form glven by (3.1) at t = ° wh1le E (x(l),l) will reduce 

G(x(l),l) to the form g~ven by (3.7) at t = 1. 

(4.3a) 

(4.3b) 

(4.4) 

We solved Eq. (4.1) w~th cond~t10ns (4.2a) and (4.2b) 1n two ways: 

(1) uS1ng COLSYS to solve the complete problem w1th cont1nuat1on from a large 
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Figure 1. Numerical solution of simply supported beam, Example 1 wlth 
boundary conditions glven by equation (4.2a). 
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Flgure 2. Numerical solutlon of elastically supported beam, Example 1 
wlth boundary conditions given by equation (4.2b). 
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Flgure 3. Numerical solution of clamped beam, Example 1 with boundary 
conditions given by equation (4.2c). Note that Yl and Y

2 are multlplied by E. 
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to a small value of E and (1.1.) uS1.ng our code SPCOL to compute an 1.m t1.al 

asymptot1.c approximation and to recommend a nonun~form mesh and us~ng th~s 

w~th COLSYS to calculate an ~mproved solut~on. All calculat~ons were 

performed uS1.ng double preC1.S1.on arithmetic on an IBM 3033 computer, two 

collocat~on po~nts per sub1.nterval, and an error tolerance 0 (cf. Eg. (3.19» 

-6 -3 
of 10 for slow var~ables and 10 for fast var1.ables. 

Our results for the normal~zed CP t1.mes and the number of sub~ntervals 

(NSUB) that are either used by COLSYS or recommended by SPCOL are shown in 

Tables 1 and 2 for the s1.mply supported beam and 1.n Tables 3 and 4 for the 

elast~cally supported beam. Tables 1 and 3 conta~n the cont~nuation results 

and Tables 2 and 4 conta1.n the SPCOL results with COLSYS 1.mprovement. The CP 

t1.mes (for all examples) were normal~zed w1.th respect to the E sequence ~n 

Table 1. D~fferences between our ~n~t1.al asymptot1.c approx1.mat1.on and b~e 

f~nal solut~on obta~ned by COLSYS are shown for x (1/2,E) and y (O,E) for the 
2 2 

simply supported beam ~n Table 5 and for x (O,E) and y (O,E) for the 
3 2 

elast~cally supported beam 1.n Table 6. All of the ~fferences are decreas1.ng 

l~ke O( E) as expected. D~fferences that are recorded as zero are less than 

-8 
10 

The results reported 1.n these Tables need some add~t1.onal explanat1.on. 

The number of sub1.ntervals and CP t~mes used w~th cont~nuat~on depended 

heavl.ly on the E sequence that was used. The results 1.n Tables 1 and 3 are 

about the best ~nsofar as they gave the smallest total CP t~me for the 

sequence. We see 1.n almost every ~nstance that the COLSYS correctl.on 1.5 US1.ng 

about tw1.ce the number of sub~ntervals that were suggested by SPCOL. Thl.s 

mesh doubl1.ng strategy ~s often used ~n COLSYS to est~mate errors or when the 

Newton ~terat~on has convergence d~ff1.cult~es. Thus, ~n some sense our mesh 



E NSUB CP TOTAL CP 

-1 
10 80 6.1 6.1 

-2 
10 72 6.3 12.5 

-4 
10 112 18.4 30.9 

-6 
10 158 27.2 58.1 

-8 
10 254 41 .9 100.0 

TABLE 1. EXAMPLE 1 WITH SIMPLE SUPPORTS. NUMBER OF SUB­
INTERVALS (NSUB) AND CP TIMES TO SOLVE THE PROBLEM 
BY COLSYS WITH CONTINUATION IN E. TOTAL CP IS THE 
ACCUMULATED TIME FOR THE E SEQUENCE. 

SPCOL COLSYS 
E CORRECTION 

NSUB CP NSUB CP TOTAL CP 

-1 
10 20 1 .3 80 5.7 7.0 

-2 
10 28 1.3 112 8.7 10.0 

-4 
10 34 1 .3 136 9.0 10.3 

-8 
10 35 1 .3 92 9.3 10.6 

TABLE 2. EXAMPLE 1 WITH SIMPLE SUPPORTS. NUMBER OF SUB­
INTERVALS (NSUB) AND CP TIMES TO SOLVE THE PROBLEM BY 
SPCOL AND TO IMPROVE IT BY COLSYS. THE CP TIMES 
INCLUDE THE TIME TO CALCULATE THE REDUCED SOLUTION, 
WHICH WAS 1.3 TIME UNITS. TOTAL CP IS THE SUM OF THE 
SPCOL CP AND THE COLSYS CP. 

28. 



e: NSUB CP TOTAL CP 

-1 
10 80 6.9 6.9 

-2 
10 78 6.3 14.6 

-4 
10 78 16.8 31 .4 

-6 
10 156 38.3 69.7 

-8 
10 100 16.4 86.1 

TABLE 3. EXAMPLE 1 WITH ELASTIC SUPPORTS. NUMBER OF SUB­
INTERVALS (NSUB) AND CP TIMES TO SOLVE THE PROBLEM 
BY COLSYS WITH CONTINUATION IN e:. TOTAL CP IS THE 
ACCUMULATED TIME FOR THE e: SEQUENCE. 

SPCOL COLSYS 
CORRECTION 

e: 

29. 

NSUB CP NSUB CP TOTAL CP 

-1 
10 40 3.9 100 10.2 14.1 

-2 
10 47 3.9 94 10.5 14.4 

-4 
10 56 3.9 112 12.8 16.7 

-8 
10 57 3.9 134 16.8 20.7 

TABLE 4. EXAMPLE 1 WITH ELASTIC SUPPORTS. NUMBER OF SUB­
INTERVALS (NSUB) AND CP TIMES TO SOLVE THE PROBLEM 
BY SPCOL AND TO IMPROVE IT BY COLSYS. THE CP TIMES 
INCLUDE THE TIME TO CALCULATE THE REDUCED SOLUTION, 
WHICH WAS 3.8 TIME UNITS. TOTAL CP IS THE SUM OF THE 
SPCOL CP AND THE COLSYS CP. 



e: lsx. (1/2,e:) !J.y (O,e:) 
2 2 

-1 -3 -2 
10 7.1 x1 0 3.2x10 

-2 -5 -3 
10 6.7x10 3.6x10 

-4 -5 
10 0 3.6x10 

-8 
10 0 0 

TABLE 5. EXAMPLE 1 WITH SIMPLE SUPPORTS. DIFFERENCES BETWEEN 
SPCOL AND COLSYS SOLUTIONS, 1.e., !J.( ) := I( )SPCOL 

- ( )COLSYS I· 

e: lsx. (0, e:) !J.y (O,e:) 
3 2 

-1 -1 -2 
10 1.3x10 4.2x10 

-2 -2 -3 
10 1.4x10 5.2x10 

-4 -4 -5 
10 1.5x10 5.4x10 

-8 
10 0 0 

30. 

TABLE 6. EXAMPLE 1 WITH ELASTIC SUPPORTS. DIFFERENCES BETWEEN 
SPCOL AND COLSYS SOLUTIONS, 1.e., !J.( ) := I( )SPCOL 

- ( )COLSYS I· 
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strategy ~s do~ng about as well as can be expected; however, it seems that 

fewer po~nts should be necessary. We tr~ed placing the sub~ntervals accord~ng 

to a po~ntw~se error cr~ter~a, as suggested by Ascher and Weiss [2,3,4], 

rather than the global criter~a used ~n Eq. (3.19), but th~s gave very si~lar 

results (cf. Flaherty and O'Malley [12]). We also tr~ed suggest~ng an in~t~al 

mesh to COLSYS that consisted of every other po~nt in the mesh suggested by 

SPCOL. Th~s ~s clearly a risky strategy, s~nce collocat~on at the 

Gauss-Legendre po~nts 1S known to produce osc~llations unless the mesh is 

appropriately f~ne ~n the boundary layers (cf. Ascher and We~ss [2]). 

-8 
Nevertheless, this d~d give some improvement for values of £ > 10 (cf. 

Flaherty and O'Malley [12]). Perhaps the results could be improved further by 

using h~gher order collocat~on and/or collocation at the Gauss-Lobatto points 

as suggested by Ascher and We~ss [2,3,4]. 

-8 
We see from Tables 1 to 4 that for £ = 10 the SPCOL solut~on can be 

computed ~n less than 5% of the t~me of the cont~nuat~on solution and the 

COLSYS ~mprovement w~th the SPCOL solut~on as an ~nit~al guess can be computed 

~n less than 24% of the t~me of the cont~nuation solut~on for both simple and 

elast~c supports. 

Example 2. We cons~der the th~rd order model problem 

x 1 - x , 

with 

EY 
1 

Y 
2 

a(x) 1 + 2x 

2 
a (x)y + 8x(1-x) 

1 
(4.5a,b,c) 

(4.5d) 
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and the l~near boundary cond~t~ons 

x ( 0, £) + y ( 0, £) 
1 

0, -~(o, £) + y (0, £) 
2 

0, x(1,£) + y (1,£) = 0. (4.6) 
1 

The matr~x G(x,t) for this example is the negat~ve of that given by (4.4) for 

Example 1 w~th a now be~ng g~ven by (4.5d). Thus, G has one negat~ve and one 

pos~t~ve e~genvalue prov~ded that a(x) is nonzero and G may be reduced to 

T 
Schur form at t = ° using the orthogonal matr~x E (x(O),O) and at t = 1 us~ng 

E ( x ( 1 ) , 1) (w~ th E ( x, t) g~ ven by Eq. (4.3 a ) ) • 

Flaherty and O'Malley [10] stud~ed th~s problem and showed that the 

reduced system ~s 

x 
o 

1 - X 

° 
w~th the ~n~t~al cond~tion 

y 
20 

2 
o , a (X ) Y + 8X (1-X ) ° 10 0 0 

I a( X (0» I [X (0) + Y ( 0)] - yx (0) 
o 0 10 0 

o • 

o (4.7) 

(4.8) 

They show that there are three solutions of (4.7,8) for each value of the 

constant y prov~ded that there are no "turn~ng po~nts", i.e., prov~ded that 

there are no values of x(t) for wh~ch a(x) = ° on ° ( t (1. The three 

solut~ons can be character~zed by the~r value of X (0) wh~ch ~s determ~ned as 
o 

1 
X (0) = 0 , -[ys-6±/(ys-4)2 + 48] 
o 4 

s = sgn(a(x (0» 
o 

(4.9) 
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For y = 2 the three values of X (0) are a, 0.803, and -4.29 and the three 
a 

correspond1ng solut10ns for y (t,E) are shown 1n F1gure 4. For X (0) = a, the 
1 0 

1n1tial layer correct10n ~ (T) 1S tr1v1al; however, the other two solutions 
o 

have 1n1t1al layer jumps. 

It can be eas1ly ver1f1ed that a(X (t» has a zero on 0 ( t < 1 when 
a 

(-3.08 '")-3e/2 + 1 (X (0) (-1/2. In th1S case (4.5) has a turmng p01nt and 
a 

Y becomes unbounded. Our theory and methods do not apply 1n th1S case; 
10 

however, 1f E 1S not too small, the solut10n of (4.5) can be calculated using 

COLSYS. In order to contrast solut10ns with and without turn1ng p01nts, we 

11lustrate y (t,E) for y = -2 and X (0) = -2.80 1n F1gure 5. 
1 0 

Solut10ns obta1ned uS1ng SPCOL and the correspond1ng COLSYS corrections 

are shown for y = 2 and X (0) = a, 0.803, and -4.29 in Tables 7, 9, and 11, 

respect1vely. 
a 

-6 
The COLSYS correct10n fa1led to converge for € ( 10 when 

X (0) 
o 

o and -4.29. We have no explanation as to why the solut1on w1th 

X (0) 
a 

0.803 was so much eaS1er to calculate. The relat1ve d1fference 

between the SPCOL and COLSYS solut10ns for x(I,E) and y (I,E) are shown in 
2 

Table 13 for y = 2 and X (0) 
a 

-4.29. These results are typical of those 

that we obta1ned for all three solut10ns. 

US1ng COLSYS W1th cont1nuat10n 1n € and the default 1n1t1al guess can f1nd 

at most one solut10n, and, for th1S example, 1t found the X (0) = a solut10n. 
a 

The results of th1S calculat10n are shown 1n Table 8 for y = 2. Although sev­

-6 
eral € sequences were tr1ed, we were unable to obta1n convergence for E < 10 

Aga1n, th1S s1tuat10n could poss1bly be remed1ed by uS1ng collocat10n at 

the Gauss-Lobatto p01nts as 1n Ascher and We1SS [2,3,4]. The other two 

solut10ns when y = 2 can also be calculated uS1ng continuat10n in E prov1ded 

that we use a sU1tabie in1t1al guess. Results for the solutions correspond1ng 
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Figure 4. Numerical solution for yl(t) of Example 2 with y = 2 and 

XO(O) = 0, 0.803, and -4.29. 

34. 

0.60 0.80 1.00 



CI 
CI · CI 
CI 
(l') 

CI 
CI · CI 
Lf) 
N 

CI 
CI · CI 
CI 
N 

CI 
CI · CI 
Lf) 

::>. 
CI 
CI · CI 
CI 

CI 
CI · CI 
Lf) 

35. 

£ = 10-4 

£ = 10-2 

£ = 10- 1 ----,. 

~k=====~======~====~----_____ ~--~~ CI 

0.00 0.20 0.40 0.60 0.80 
t 

Figure 5. Numerical solution for yl(t) of Example 2 w~th y = 2 and 

XO(O) = -2.80. 
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to x (0) = 0.803 and -4.29 are presented in Tables 10 and 12, respect~vely, 
o 
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us~ng con~~nua~~on w~th SPCOL furn~sh~ng an ~n~t~al guess. These resul~s seem 

to po~nt to the poss~b~lity of us~ng a comb~nation of asymptot~cs and 

cont~nuat~on to solve singular perturbat~on problems. 

5. D~scuss~on. 

We have obta~ned asymptot~c approx~mat~ons for a restr~cted class of 

nonl~near s~ngularly perturbed two-po~nt boundary value problems and have 

shown how to construct approx~mate solut~ons numer~cally and use them to 

suggest a nonun~form mesh that may be used as input to a two-point boundary 

value code ~n order to calculate ~mproved solut~ons. Clearly th~s approach 

offers some advantages over the more standard techn~que of cont~nua~~on in € 

steps; however, the p~cture ~s far from clear and several quest~ons still 

rema~n as to how best to use asymptot~c analys~s in conJunct~on with numer~cal 

analys~s. 

In Example 2 of Sect~on 4 we have shown that asymptot~c methods may be 

used to d~st~ngu~sh d~fferent solut~ons ~n problems ha~ng multiple solut~ons. 

These asymptot~c approx~mat~ons may be used to prov~de in~t~al guesses to a 

two-po~nt boundary value code. 

In Example 1 of Sect~on 4 we have shown that unbounded solut~ons can 

result from seem~ngly ~nor changes ~n the boundary cond~t~ons of s~ngularly 

perturbed boundary value problems. Other very ~verse beha~ors can occur 

when turn~ng po~nt problems are cons~dered (cf., e.g., Kevork~an and Cole [18] 

or O'Malley [20]). S~nce phenomena cannot eas~ly be pred~cted, a sens~ble 
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SPCOL COLSYS 
CORRECTION 

e: 
NSUB CP NSUB CP 'IOTAL CP 

-1 
10 40 0.6 88 6.3 6.9 

-2 
10 44 0.6 88 6.2 6.8 

-4 
10 47 0.6 192 18.2 18.8 

-6 
10 47 0.6 failed 

TABLE 7. EXAMPLE 2 WITH Y = 2 AND XO(O) = O. NUMBER OF SUBINTERVALS 
(NSUB) AND CP TIMES 'IO SOLVE THE PROBLEM BY SPCOL AND 'IO 
IMPROVE IT BY COLSYS. THE CP TIMES INCLUDE THE TIME 'IO 
CALCULATE THE REDUCED SOLUTION, WHICH WAS 0.5 TIME UNITS. 
TOTAL CP IS THE SUM OF THE SPCOL CP AND THE COLSYS CP. 

e: NSUB CP 'IOTAL CP 

-1 
10 40 1.8 1.8 

-2 
10 44 3.3 5.2 

-4 
10 264 13.4 18.6 

-5 
10 372 20.2 38.7 

-6 
10 fal-led 

TABLE 8. EXAMPLE 2 WITH Y = 2 and XO(O) = O. NUMBER OF SUBINTERVALS 
(NSUB) AND CP TIMES TO SOLVE THE PROBLEM BY COLSYS WITH 
CONTINUATION IN e: FROM € = 10-1 • THE DEFAULT INITIAL GUESS 
THAT IS PROVIDED IN COLSYS WAS USED 'IO START THE CONTINUATION 
SEQU~CE. TOTAL CP IS THE ACCUMULATED TIME FOR THE 
SEQUENCE. 
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SPCOL COLSYS 
€ CORRECTION 

NSUB CP NSUB CP TOTAL CP 

-1 
10 42 1 .5 42 3.0 4.5 

-2 
10 52 1.6 52 3.0 4.6 

-4 
10 57 1.6 58 2.6 4.2 

-6 
10 57 1.6 114 10.9 12.5 

TABLE 9. EXAMPLE 2 WITH Y = 2 AND Xo = 0.803. NUMBER OF SUBINTERVALS 
(NSUB) AND CP TIMES TO SOLVE THE PROBLEM BY SPCOL AND TO 
IMPROVE IT BY COLSYS. THE CP TIMES INCLUDE THE TIME TO 
CALCULATE THE REDUCED SOLUTION, WHICH WAS 1.5 TIME UNITS. 
TOTAL CP IS THE SUM OF THE SPCOL CP AND THE COLSYS CP. 

€ NSUB CP TOTALCP 

-4 
10 58 2.6 2.6 

-5 
10 58 2.4 5.0 

-6 
10 70 4.3 9.3 

TABLE 10. EXAMPLE 2 WITH Y = 2 AND XO(O) = 0.803. NUMBER OF 
SUBINTERVALS (NSUB) AND CP TIMES TO SOLVE THE PROBLEM 
BY COLSYS WITH CONTINUATION IN € FROM € = 10-4 • TOTAL 
CP IS THE ACCUMULATED TIME FOR THE SEQUENCE. 



SPCOL COLSYS 
CORRECTION 

£ 

NSUB CP NSUB CP TOTAL CP 

-1 
10 44 0.9 62 3.6 4.5 

-2 
10 52 0.9 84 3.8 4.7 

-4 
10 59 0.9 232 15.3 16.2 

-6 
10 59 0.9 fal-led 

TABLE 11. EXAMPLE 2 WITH Y = 2 AND XO(O) = -4.29. NUMBER OF 
SUBINTERVALS (NSUB) AND CP TIMES TO SOLVE THE PROBLEM 

39. 

BY SPCOL AND TO IMPROVE IT BY COLSYS. THE CP TIMES 
INCLUDE THE TIME TO CALCULATE THE REDUCED SOLUTION, WHICH 
WAS 0.9 TIME UNITS. TOTAL CP IS THE SUM OF THE SPCOL CP 
AND THE COLSYS CP. 

£ NSUB CP TOTAL CP 

-2 
10 84 3.8 3.8 

-4 
10 168 21 .3 25.1 

-6 
10 322 40.8 65.9 

TABLE 12. EXAMPLE 2 WITH Y = 2 AND XO(O) = -4.29. NUMBER OF 
SUBINTERVALS (NSUB) AND CP TIMES TO SOLVE THE PROBLEM 
BY COLSYS WITH CONTINUATION IN £ FROM £ = 10-2 • TOTAL 
CP IS THE ACCUMULATED TIME FOR THE SEQUENCE. 



&C(1,e:) AY2( 1, e:) 
e: IX(1,e:)COLSYSI Iy (1,e:)COLSYSI 

2 

-1 -3 -1 
10 9.7x10 2.4x10 

-2 -4 -2 
10 9.6x10 3.9x10 

-4 -6 -4 
10 9.6x10 4.3x10 

-6 -7 -6 
10 1.0x10 4.Sx10 

TABLE 13. EX&~LE 2 WITH Y = 2 and XO(O) = -4.29. RELATIVE 
DIFFERENCE BETWEEN SPCOL AND COLSYS SOLUTIONS WITH 
A( ) := I( )SPCOL- ( )cOLSysl· 

40. 
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course to follow is perhaps to use asymptotic and numerical methods in 

tandem. For example, a rough numerical solution could be obtained for several 

values of € WhlCh could then be used to suggest the form of an asymptotlc 

Solutl0n. The asymptotlc approxlmatl0n could then be used to reflne the 

numerlcal Solutlon, and so on. It 1S also poss1ble that slngular perturbation 

theory could be used to construct special methods that are approprlate for 

speclflc problems as e.g., in Flaherty and Mathon [9] and Ascher and weiss [2, 

3, 4]. 
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