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#### Abstract

The subject of this paper is the study of optimal and near-optimal trajectories of high-performance.


 fighter aircraft in symmetric filght. On-board, realtime, near-optimal guidance is considered for the climb-dash mission, using some of the boundary-layer structure and hierarchical ideas from singular perturbations. In the case of symmetric flight this resembles nelghboring-optimal guldance using energy-togo as the running variable. However, extension to 3-0 filght is proposed, using famliles of nominal paths with heading-to-go as the additional running variable. Some computational results are prasented for the symmetric case.
## Introduction

On-board, real-time guidance is constrained by the 11 mited computational resources avallable, parm ticularly on fighter aircraft, where space and weight are at a premium. As a result the algorithms employed must be simple to implement and have small storage requirements. The objective of the presently described effort is to investigate practical algorithms for a variety of missions in 3-D flight. In the present paper an approach is developed for the intercept mission In symnetric filght based on a concept, sketched in Ref, I, in which extensive numerical computation is required on the ground prior to the mission, but the on-board execution is simple. The scheme takes advantage of the boundary-layer structure common in singular perturbations, studied in Ref. (2), arising With the multiple time scales appropriate to alreraft dynamics, Energy modelling of aircraft, as first examined in Refs. (3-5) and extensively developed in Ref. $(6,7)$ is used as the starting point for the analysis. In the symmetric case, a nominal path is generated which fairs into the dash or cruise state. Feedback coefficients are found as functions of the energy-to-go, (dash energy less actual energy), along the nominal path. These serve to generate transitions towards the nominal path, closed-loop, and to counter disturbances. In this situation the guidance method is similar to the neighboring-optimal guidance methods of Refs. (8-16). However there are two significant differences; in the present work the gain indexing is done in terms of the current energy; this avoids problems encountered in estimating the index time. Further extension to $3-0$ filight is considered here where families of reference paths would replace a single trajectory, with heading-to-go as the additional running variable.

## Nomenclature

```
\(C_{d}\) Drag Coefficient
\(C_{d o}\) Zero-Lift Drag Coefficient
```

[^0]| $C_{Q}$ | Lift Coefficient |
| :--- | :--- |
| $D$ | Drag |
| $E$ | Specific Energy |
| $h$ | Altitude |
| $L$ | Lift |
| M | Mass |
| $Q$ | Fuel Flow Rate |
| $T$ | Thrust |
| $V$ | Velocity |
| $x$ | Downrange |
| $y$ | Crossrange |
|  |  |
| $Y$ | Flight-path Angle |
| $n$ | Throttle Coefficient |
| $\phi$ | Bank Angle |
| $X$ | Heading Angle |
| F | Interpolation Par/meter |

## Problem Formulation

The overall objective is to develop an on-board, real-time near-optimal flight-control system in 3-D for a variety of missions and for arbitrary initial conditions. The example developed here is for the climb-dash intercept mission in 2-D. The equations of motion for a point-mass model of an aircraft can be written:

$$
\begin{align*}
& \dot{E}=V(n T-D) / W  \tag{1}\\
& \dot{h}=V \sin \gamma  \tag{2}\\
& \dot{y}=(L \cos -W \cos \gamma) / m V  \tag{3}\\
& \dot{x}=V \cos \gamma \tag{4}
\end{align*}
$$

The following assumptions are smbodied; fixed mass, thrust along the path, flight over a flat earth, and no winds aloft.

## Aerodynamic Modelling

The aircraft which is used as an example to perform numerical calculations is a high-performance interceptor. The drag is modelled as a parabolic function of the control:

$$
c_{d}=c_{d o}+k c_{q}{ }^{2}
$$

The thrust is a function of Mach number and altitude; it is stored using the spline-lattice technique of Ref. 17. The flight envelope is shown in Fig. 1.

Reduced-Order Modelling
Order reduction, based on observed or assumed tinescale separations, is attractive in solving flight vehicle control problems. This is not only due to the smaller number of states and unknown initfal conditions but more significantly to improvement of the conditioning of the system of differential equations by the confinement of the nore unstable dynamics to
boundary-layer corroctions, it has been apprectated since the work of Rof. 3 that $h$ and $y$ can be changed much faster than $E$, which in turn is a 'fast' variable in comporison to the range. This leads to the reformulating of the equations of motion, following Ref. $f$, with the interpolation parameters ${ }^{1} 1$ and $r^{2}$

$$
\begin{align*}
c^{2} \dot{n} & =V \sin \gamma  \tag{5}\\
c^{2} \dot{y} & =(L-H \cos \gamma) / m V  \tag{6}\\
c^{\prime} \hat{E} & =V(n T-D) / W  \tag{7}\\
\dot{x} & =V \cos \gamma \tag{4}
\end{align*}
$$

The introduction of three separate time scales in the system must conform to the requirement of the Thonov theory (Ref, 18 ) that the ratic $\left(\mathrm{c}^{2 / c}\right)$ ) +0 as $\varepsilon$, 0 , as discussed in Ref. 6. Two resulting possibilitios are now discussed.

## Rectilinear-Motion Model

The simplest model is found when $\varepsilon^{1}$ and $\varepsilon^{2}$ are taken as 0 . The result of these assumptions on the lilifferential equations are noted:

$$
\begin{align*}
& \varepsilon^{\prime}=0+\left[\begin{array}{ll}
h & =0 \\
\dot{\gamma} & \approx
\end{array}\right]+\left[\begin{array}{ll}
\gamma= & 0 \\
L= & W
\end{array}\right]  \tag{8}\\
& c^{2}=0+\dot{E}=0 \rightarrow \eta T=0 \tag{9}
\end{align*}
$$

These equations embody the assumptions that the states $h, \gamma, E$ can be varied instancly in a controllike fashion, while $n$ and $C_{l}$ are chosen to satisfy (9) and (10). The control-like states $\mathrm{H}, \mathrm{E}$ are chosen to minimize the Hamiltenian, $\lambda_{x} \dot{x^{2}}$. As $\lambda_{x}$ is constant the min-H operation picks out the dash point on the envelope. This is the zerothoorder "outer" solution of singular-perturbation theory, which the solutions from other time scales fair into.

## Energy-State Models

If $\mathrm{c}=1, \varepsilon^{2}=0$ the next level of complexity, known as energy modelling, is found. $y$ and $h$ are still assumed to be 'control-1ike', and 'fast', while $E$ is now a 'slow' variable. Cl is still determined by eq. (9) ; $h$ and $\eta$ are chosen to minimize $H=\lambda_{X} X+\lambda E E$, where E'is governed by eq. (3) and $\lambda E$ by

$$
\begin{equation*}
\dot{\lambda}_{E}=-\frac{\partial H}{\partial E} \tag{11}
\end{equation*}
$$

$n$ and $h$ are found in terms of the ratio of $\lambda_{E}$ to $\lambda_{x}$ and their signs: the ratio determines the relative imfortance of range rate and energy rate, while the signs determine the sanse of the optimization. For example if $\lambda_{E}$ is negative, then $\eta=1$ minimizes $H_{;}$if $\lambda E$ is positive then $r_{1}=0$. If $\lambda x=0 \mathrm{~h}$ will maximize the excess power, leading to an 'energy-climb' (Refs, $6,19,20$ ) ; the resulting path is shown on the $h-V$ plane in Fig. 2. This schedule shows multiple jumps in altitude which arise from realistic variations on the thrust data. This contrasts with other examples where the altitude jumps are typically due to the transonic drag-rise (Refs. 19, 20).

In the intercept problem $\lambda x \neq 0$. The "energy climb" path traced out for $\lambda_{x}=0$ is shown in Fig. 2, where the path does not fair into the "outer" solution operation at the dash point. The analysis and computations are more complex: the value of $\lambda E$ is now pivotal and the initial value of ( $\lambda_{E} / \lambda_{x}$ ) will determine the ensuing path. Finding the solution which
fairs into the dash-point is therefore a two-point-boundary-value problett in one dimension, solved using the usual $1-0$ search techniques. This range=optimaj-energy-climb is shown in Fig, 3, with the enorgy clinib for comparison.

The disadvantages of this approach are that it re* sults in a $Y$ approximation of 0 (whereas in the climbdash problem the actual angle for a typical high perforinance fighter may be ir excess of $45^{\circ}$ ), and that instanlaneous Jumps in the aititude appear at the endpoints, and also are possible during the trajectory.

## Singular Perturbation Procedure

By the use of singular-perturbation theory, boundary-layer type correctíns can be used to overcome the weaknesses of the energy model, $i$. e. initial, internal, and final jumps in altitude. While the altitude discontinuitios are eliminated by expansion to the zeroth order, nonzero $Y$ values are obtained in the procedure of Ref. 6 by continuting the expansion to the first order. This is a nontrivial problem in the case where the altitude transitions occur at the begiming or the end of a trajectory, and is even more complex in the case of an internal altitude jump. As a result, the zerothoorder-corrected energy model loses its attraction when realistic $\gamma$ s are required for onboard use as commands.

## On-Board Guidance

An alternative to using order reduction, suggested in Ref. (1), with is simple enough to lend itself to on-board implementation is now developed, for the case of symmetric flight. The scheme has roots in the hiearchical structure of solutions of the energy model, In which specific energy is a relatively 'slow' variable and its value determines the contrul-like 'fast' variables, $h$ and $\gamma$. This suggests that trajectonjes of the point-mass model funnel rapidly intu the vi cintty of a single path, which fairs into the dashpoint. The idea pursuad fin this and the companion paper of Ref, I is to determine this 'skeletal path'. for the point-mass model, for as wide a range of energies as possible. This is the nominal, or reference, trajectory and the altitude and path-angle histories are recorded as functions of the energy-togo. The fiext step is to generate a neighboring optimal feedback guidance law which will control the aircraft so as to follow a neighbor of the nominal optimal path. Linear-feedback coefficients generate transjents which bring the aircraft to the vicinity of the reference trajectory. The guidance law is a linear feedback control based on the difference between the nominal and actual altitude and path-angle values. The coefficients, which correspond to minimizing the second variation, as in Refs. (8\&16), are found by perturbing the altitude and path angle separately from their nominal values along the reference trajectory. The optimalcontrol problem is re-solved and the partial derivative of the control with respect to the states (at fixed energy) is found in difference-quotient approximation. The $\mathrm{C}_{f}$ conmands which are sent to the autopilot are taken from the nominal path, with linear corrections for variation with altitude and path-angle from their nominal values:

$$
c_{\ell}=c_{l}^{*}(E)+\frac{\partial C_{L}}{\partial h}(E)\left(h-h^{*}\left(F_{1}\right)\right)+\frac{\partial C_{L}}{\partial \gamma}(E)\left(\gamma-\gamma^{*}(E)\right.
$$

On-board use for full-throtite $=11 \mathrm{mb}$-dash requires only the storage of the states $h^{*}(E) \gamma^{*}(E)$, the control $C_{\ell}{ }^{\star}(E)$, and the feedback coefficients $\frac{}{\partial y} C_{L}(E)$,
$\frac{2 C}{3}$
(E), as functions of the energy or energy-to-go.

Optimal Solutions Using The Point-Mass Model.
A requirement of the proposed idan is a large number of optimil-control solutivis to the point-mans. modelied problem. This can be done by the use of direct methods, such as gradient methods, where the control history is parameterized by sectionaliynilnear or spline approximation and the terminal conditions are met by either penalty or projection techniques. Altermatively the question can be posed as a twompoint boundary velue problem with split cunditions and boundary conditions, which can be solved by indirect methods such as multiple-shooting (Refs, 21, 22). To solve the problem of time-optinal coritrol, one forms the varlational Hamiltonian:

$$
H=\lambda_{E} \dot{E}+\lambda_{h} \hat{h}+\lambda_{\gamma} \dot{\gamma}+\lambda_{x} X
$$

and applies the Maximum Principle (Ref, 23, 24)). The resulting Euler differential equations are:

$$
\begin{aligned}
& \dot{\lambda}_{E}=-\frac{\partial H}{\partial E} \\
& \dot{\lambda}_{h}=-\frac{\partial H}{\partial h} \\
& \dot{\lambda}_{Y}=-\frac{\partial H}{\partial Y} \\
& \dot{\lambda}_{X}=-\frac{\partial H}{\partial X}
\end{aligned}
$$

The lift and the th ottle setting mast be chosen (with the present sign convention) to minimize the Hamiltonian, which requiras that:

$$
\begin{aligned}
& \frac{\partial H}{\partial C_{\ell}}=0 \\
& \text { and } \\
& \eta=1 \\
& \left(\lambda_{E}<0\right)
\end{aligned}
$$

## Method of Solution

Euler solutions were found in the present effort by the method of multiple shooting, using the algorithm and computer program of Refs. $(14,25)$ kindly supplied by DFVLR, Oberpfaffenhofer, FRG, In this method, the interval of integration is broken up into many subintervals. This is preferable to 'simple shooting', as optimization problems of lifting filight are ill-conditionea, the state-Euler system being inherently unstable, Partitioning the tine interval has the effect of suppressing numerical-error growth. This need arises in the calculation of the feedback gains, found by the difference of the control at the beginning of two optimal solutions. As a result, to find the gains to 4 figures the control must be known to at least 8 figures, The multiple-shooting method has greater accuracy than the other methods available, and although it is sometimes difficuit to generate the initial reference trajectory, the subsequent calculation of the feedback gains is wertatively easy, as the method has good convergence properties in the vicinity of a solution.

## Optimal Reference Trajectory

The first objective is to generase a reference
optimal path using point-mass model dynamics, over the widest possible energy ranges. In the climb-dash problem being studied, the highest energy corresponds to that of the high-speed point on the alrcraft envelope, the dash 'outer solution'. The lowest energy corresponds to the trajectory which just kisses the terrain limit, $\{$, e, below this energy, optima\} so. lutions which start at zero nititude would dive below the serra': limit if it were absent. This lower energy is found by examining the initial load factor of a famlly starting from level filght at the terrain limit altitude: when the initial load factor is 1. this lower energy is determined. This is shown in Fig, (4). where the initial load factor is plotted for several different initial energles. Further, as the climb is the boundary layer of the dash "outer" solution, it must fair into the dash state asymptotically, If finite time is used, this is theoretically impossibie and a final controi transient is inevitable to meet the boundary conditions; however such transients can be minimized by picking a climb trajectory which is long enough in duration. A neasure of smoothness with which the final approach is made is the final load factor: as the time of flight is increased it is found that the final load factor approaches d value of 1, exponentially, see Fig, 5.

A trajectory of sufficient duration that the final load factor is 1.001 is taken as the nominal path. This resembles an energy-climb schedule in that the energy of the aircraft determines the optimal altitude and path-angle; in fact the altitude chosen, for the Range-Optimal-Cnergy Climb is close to , hat from the Euler Solution at the same energy; Fig, J compares the two solutions in the $V-h$ plane. It is important to note that 28 -decimal-digit precision was required for raccessful convergence of the multiple-shooting ite rative process for the "long" 2-D pointmass Euler Solutions under discussion.

> Feedback Coefy ints

The feedback copfofejents for the neighboringoptimal guidance schia: *re nerded as functions of the energy-to-go along the , ference path. As discussed earlier, these are founs in difference-quotient approximation as the average of the forwards and backwards differences. The gains are found to be very large near the final state and the feedback system correspondingly 'nervous'. In the last foot of energy-to-go, both of the feedback gains start to grow exponentially. This sensitivity of neighboring -optimal-guidance schemes close to the terminal state has been noted in the 1 iterature (Refs. $8-16$ ).

## Simulation

Following the satisfactory splining of the nominal states, controls and feedliack coefficients as functions of the energy-to-go, the guidance scheme was tested by running a simulation of the point-mass-model, using the feedback law, and comparing the resulting trajectory with an Euler solution which started from the same initial conditions. With zero disturbance the autopllot was able to follow the nominal path more than satis factorily, over the entire range of energies, despite the inevitable errors which arise in the spline representations and numerical integration. Tests were performed with the initial altitude disturbed from that of the nominal path at different energies up to 15000 feet above and below the nominal path. The resulting trajectories are shown in Figs. 7-12. These show that the feedback law follows the optimal solution closely, even when the initial disturbance is far outside of the range of linearity of the feedback gains.

## Inplementation

The analysis so far has not taken into account the variation in aliccraft weight, $3=0$ flight, wirids aloft, and nonstandard atmospheric propertics. The problem must be re-solved with variable welyhts befcre actual on-board use, Also, winds aloft and temperature variations could be accounted for by precomputing the variation in the stored varlables using first-order approximations, A method for enhanced zeroth-order approximation via special choice of state variabies is described in Ref, 26 and appears compatible with the present approach.

## Cnnclusions

The numerical results biar out the following conclusions: pirst, that all trajectories which fair into the high-speed point consist of a rapid transition onto a reference or skeletal path, if they do not originate on 1t. Secondly, the linear-feedback schene proposed is able to control the aircraft so that it closely follows the appropriate nelghbor of the nominal path for large perturbations of initial conditions. A 3-D extension of the computational scheme is of in* terest in which there are two dominant states, i.e. heading-to-90 in addition to energy-tongo. As a result, families of optimal paths which fair into the dash-point will be needed, and the feedback coefficients will be functions of two variables (represented via a spline lattice) instead of one.
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## Abstract

Optimal flight in the vertical plane with a vehicle mode? intermediate in complexity between point-mass and energy models is studied. flight m path angle takes on the role of a control variable. Range-cpen problems feature subareas of vertical flight and singular subarcs as previously studied.

The class of altitude-speed-range-time optimization problems with fuel expenditure unspecified is investigated and some interesting phenomena uncovered. The maximum-11ft-to-drag glide appears as part of the family, final-time-open, with appropria. te initial and terminal transient maneuvers. A family of elimb-range paths appears for thrust axceeding level-flight drag, some members exhibiting oscollations, Oscillatory paths generally fall the Jacobi test for durations exceeding a period and furnish a minimum only for short-duration problems,

Minimizing paths of long duration follow a certain corridor in the V-h chart. The features of the family sharpen for the special case of thrust ana drag independent of altitude, and considerable analytical attention is accorded to this for the insight it provides to the more general model.

The problem of "steepest climb" is fourid to be 111-cosed with the vehicle model under consideration, straight-vertically-upward maneuver sequences being furnished by a family of paths alternating between upward and downward vertical flight and including a limiting "chattering" member.

## Introduction

There has been interest from the beginning of optimal-flight studies in approximations featuring simplified vehicle models. Representation of drag as the dray for level flight leads to an intermediate vehicle mode in which path angle y takes on the role of a control variable and the order of the system is reduced by one. An additional orderreduction leads to an "energy-state" model with altitude or speed as a control variable (Refs. 1, 2 and 3). This is reviewed in a companion paper (Ref, 4). The present paper examines optimal symmetric flight with the intermediate vehicle model.

The analysis is based in part upon an exploreton of Euler solutions for the path-angle-ascontrol model carried out in Ref. 5. The present analysis examines higher-order optimality conditions and "chattering-control" phenomena. The weaknesses of the model vil be seen as more extensive than previously noted.
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## Intermediate Vehicle_Mode1:

The point-mass dynamical model of aircraft flight incorporating the assumption of thrust-alongtherpath is given by

$$
\begin{align*}
& V=g\left[\frac{(T-D)}{W}-\sin Y\right]  \tag{1}\\
& h=V \sin \gamma  \tag{2}\\
& x=V \cos \gamma  \tag{3}\\
& W=Q  \tag{4}\\
& ==\frac{g}{V}\left(\frac{L}{W}-\cos ^{\circ} \gamma\right) \tag{5}
\end{align*}
$$

Here $V$ is airspeed, $h$ altitude, $x$ down range, $\hat{W}$ weight fuel consumed, $\gamma$ flight-path angle, $T$ thrust, $u$ drag, $g$ the acceleration due to gravity, $L 11 f t$ and $Q$ the fuel-consumption rate.

The sweeping assumption that drag can be approximated by its level-flight value is next invoked. This permits the deletion of equation (5) and the elevation of path angle of to control status. Lift coefficient. $C_{L}$, or angle of attack z, presviously a control variable, is correspondingly assumed to be such as to satisfy (5). There is obviously trouble ahead with this modelling should ; turnout to be large in optimized maneuvering or, worse yet, should : exhibit jump behavior.

The aptimal-control problem to be treated, then, is the minimization of a function of the final values of the state variables and final time.

The variational Hamiltonian function is

$$
\begin{equation*}
H=\lambda_{V} g\left\{\frac{(T-D)}{W}-\sin _{\gamma}\right\}+\lambda_{W} V \sin \gamma+\lambda_{X} V \cos \gamma \tag{6}
\end{equation*}
$$

and the Euler-Lagrange equations are

$$
\begin{align*}
& \dot{\lambda}_{V}=-\lambda_{V} \frac{g}{W} \frac{\partial}{\partial V}(T-D)-\lambda_{h} 3 \operatorname{in} \gamma-\lambda_{x} \cos \gamma-\lambda_{\hat{W}} \frac{\partial g}{\partial V}  \tag{7}\\
& \dot{\lambda}_{h}=-\lambda_{V} \frac{g}{W} \frac{\partial}{\partial h}(T-D)-\lambda_{\hat{W}} \frac{\partial Q}{\partial h}  \tag{8}\\
& i_{x}=0  \tag{9}\\
& \dot{\lambda}_{\tilde{W}}=0  \tag{10}\\
& \text { and } \\
& -\lambda_{V} g \cos \gamma+\lambda_{h} V \cos \gamma-\lambda_{x} V \sin \gamma=0 \tag{11}
\end{align*}
$$

## OF POOR QUALITY

In the following, the ti re derivatives of equation (11) will be used to eliminate the time varying costates in favour of the control, and darivatives. Note that this is somewhat formal since : may not exist. using equations (7) = (11) one may now proceed to eliminate those costates which are variable in the Hamilitonian. Using (11)

$$
\begin{equation*}
\lambda_{V}=\frac{V}{g}\left(\lambda_{h}-\lambda_{x} \operatorname{Tan} \gamma\right) \tag{12}
\end{equation*}
$$

and hence

$$
\begin{equation*}
i_{y}=\frac{\dot{v}}{g}\left(\lambda_{h *}-\lambda_{x} \operatorname{Tan} y\right)+\frac{v}{g}\left(i_{h}-\lambda_{x} i \sec ^{2}{ }^{2} y\right) \tag{13}
\end{equation*}
$$

substituting for ${ }^{2} y$ from (12) in (8) and using equation (7)

$$
\begin{equation*}
i_{h}+\frac{V}{W}\left(i_{h}-\lambda_{x} T a n y\right) \frac{\partial}{\partial h}(T-0)+\lambda_{W} \frac{\partial q}{\partial h}=0 \tag{14}
\end{equation*}
$$

Using (13) in (7) and using equation (1), one obtains a second expression for in as

$$
\begin{align*}
& \lambda_{h}+\lambda_{h} g\left[\frac{(T-D)}{V}+\frac{\partial}{\partial V}(Y-D)\right] \\
& \\
& +\lambda_{x}\left[\frac{g}{V \cos Y}-\dot{\gamma} \operatorname{Sec}^{2} y-\frac{g}{W} \operatorname{Tan} \gamma\left\{\frac{(T-D)}{V}+\frac{\partial}{\partial V}(T-D)\right\}\right]  \tag{15}\\
& \\
& +\lambda_{Y} g \frac{\partial O}{\partial \gamma}=
\end{align*}
$$

Equations (19) (15) may now be used to obtain an expression for $\lambda_{n}$ in terms of $\lambda_{x}$ and $\lambda_{\hat{w}}$.

$$
\begin{align*}
& \frac{1}{h} h\left[\frac{\partial}{3 h} V(T-D)-\frac{g}{V} \frac{\partial}{\partial V} V(T-D)\right] \\
& -\lambda_{X}\left[\operatorname{Tan} \gamma\left\{\frac{\partial}{\partial \hbar} V(T-D)-\frac{q}{V} \frac{\partial}{\partial V} V(T-D)\right\}+\frac{q}{V \operatorname{Cos} Y}\right. \\
& \left.-\sec ^{2} Y\right]+\operatorname{in}_{W}\left[\frac{\partial 0}{\partial h}-q \frac{\partial 0}{\partial v}\right]=0 \tag{16}
\end{align*}
$$

The expressions (12) and (16) may be used for 81 imi nating $i_{y}$ and $i_{h}$ in the Hamilitonian with the following result:

$$
\begin{align*}
& \cos \gamma H\left\{\left[\frac{\partial}{\partial h}-g \frac{\partial}{\partial V}\right](V(T-D))\right\} \\
& -\cos \gamma \operatorname{ing}_{W} Q^{2}\left\{\left[\frac{\partial}{\partial h}-g \frac{\partial}{\partial V}\right]\left(\frac{V(T-D)}{Q}\right)\right\} \\
& -\lambda_{x}\left\{V^{2}\left[\frac{\partial}{\partial h}-\frac{g}{V} \frac{\partial}{\partial V}\right]((T-D))-\frac{(T-D) V}{\cos \gamma} \dot{\gamma}\right\}=0 \tag{17}
\end{align*}
$$

Note that

$$
\left\{\frac{\partial}{\partial h}-\frac{g}{v} \frac{\partial}{\partial V}\right\}[]=\left.\frac{\partial}{\partial h}[]\right|_{E=\text { constant }}
$$

Whare $E=h+\frac{v^{2}}{2 g}$, the specific energy,
In order to investigate the implications of this complicated axpression, consider first the case of free final value of ranye $x$ and fual $\hat{w}$. If the final values of these variables are left open, then the natural boundary conditions ${ }^{2}=0$ and $i=0$ apply and the optimization problem is a trade-of" between fina) values of time $t$, altitude $h$ and airspeed $v$, the maximum or minimum value of one of these variables or some function of these variables being sought without regard to range or fuel consumption. In equation (17), if the transversality condition for minimum time, $H=-1$ is imposed, the well-known energy-cilmb schedule is obtained.

One notes that, in this case, equation (17) can be satisfled either by cos $r=0$, vertical fight, or by vanishing of the bracketed expression, viz., the partial derivative of specific excess power $V(T-0)$ with respect to aititude with specific energy held constant. Thus the solution of this, or any, $\mathrm{h}-\mathrm{v}-\mathrm{t}$ optimum problem is made up of yertical ci/mbs, vertical dives and "energy climbs" pleced toge ther in the proper order. Similar considerations apply if fuel expenditure rather than time 15 to be minimized. In this case $H=0, x=0$ and $i y m$, and equation (17) yields the mintmum-fuel-cilmb path with fixed throttle in the $V$-h plane.

If range is to be maximized or minimized with final time and fuel unspecified, then $i x=\mp 1$ and $H=\lambda_{n}=0$, and a first-order differentíal equation for path inclination emerges as follows.

$$
\begin{equation*}
\left\{V^{2}\left[\frac{\partial}{\partial h}-\frac{g \partial}{V \partial V}\right](T-0)-\frac{(T-0) V \dot{\gamma}}{\cos \gamma}\right\}=0 \tag{18}
\end{equation*}
$$

If one chooses $i_{x}=-1$ and a fixed value of $H$ (to be determined), with in $=0$, expression (17) is the Euler equation for maximizing range to climb with fixed final time, with $H=0,{ }^{1} x=-1$ and a fixed value of iw, similarly, the maximum range to climb trajectory with fixed final value of fuel is obtained. It may be noted that the maximum range to climb problemf is 111 -posed in that the range to climb for thrust greater than drag without time or fuel constraints does not have a maximum or even an upper-bound. Further, fixed-throttle range-fuel trajectories are not of any significant interest In practical situations. Hence, attention will be focused on the problem of maximizing the range-toclimb with a specified final time (fixed $H, \lambda_{x}=-1$ ).

The system (1) - (3) and (18) generates a trajectory family for the range problem. The possibility of obtaining analytical solution of the system for the case of thrust and drag as arbitrary functions of altitude and air speed is remote. However, using the assumption of constant-density atmosphere, wherefn the thrust and drag depend on airspeed only, orie can obtain an analytical solution to this system (Ref, 5). The expression (18) can be rewritten as

$$
\begin{equation*}
\frac{\gamma}{\cos \gamma}=\frac{V}{(T-D T}\left\{\frac{\partial}{\partial \hbar}-\frac{q}{V} \frac{\partial}{\partial V}\right\}(T-D) \tag{19}
\end{equation*}
$$

[^1]In the following, severai transformations of independent variable are carried out without attention to monotonicity requirements, the thought being to fit the solution segments odtained into families in due course. The temptation of range as Independent variable will we avoided, hasever, in unticipation of purely vertical motion segments. In the interest of brevity we designate $\mu=(\Gamma-0) / W$

$$
\begin{equation*}
\frac{1}{\cos \gamma} \frac{d y}{d V}(-\operatorname{Sin} \gamma+\mu)=\frac{V}{g \mu}\left\{\frac{\partial}{\partial h}-g \frac{\partial}{\partial V}\right\}^{\mu} \tag{20}
\end{equation*}
$$

With alfitude-dependence suppressed, the path angle $\gamma$ is determined as the solution of the first-order differential equation

$$
\begin{equation*}
\frac{1}{\cos y} \frac{d y}{d V}(\sin y-\mu)=\frac{d \mu}{d V} \frac{1}{\mu} \tag{21}
\end{equation*}
$$

Further simplification is obtained by another change of independent variable, this time from $V$ to $\mu$

$$
\begin{equation*}
\frac{1}{\cos y} \frac{d y}{d \mu}(\sin y-\mu)=\frac{1}{\mu} \tag{22}
\end{equation*}
$$

If the roles of independent and dependent variables are now regarded as reversed, this equation takes the form

$$
\begin{equation*}
\frac{d \mu}{d \gamma}+\frac{1}{\cos \gamma} \mu^{2}-\mu \frac{\sin \gamma}{\operatorname{Cos} \gamma}=0 \tag{23}
\end{equation*}
$$

which is the form of the Bernoulli differential equation

$$
\begin{equation*}
\frac{d \mu}{d y}+f_{1}(y) \mu^{2}+f_{2}(y) \mu^{B}=0 \tag{24}
\end{equation*}
$$

with $z=$ I. According to Kamke, (Ref. 6), this equation has the solution

$$
\begin{equation*}
\frac{1}{u}=E(\gamma) \int \frac{f(\gamma)}{E(\gamma)} d y \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
E(\gamma)=e^{\int f_{2} d y} \tag{26}
\end{equation*}
$$

with idenrification of $f_{1}$ and $f_{2}$ as

$$
\begin{align*}
& f_{1}(\gamma)=\frac{1}{\cos \gamma}  \tag{27}\\
& f_{2}(\gamma)=-\int \frac{\sin \gamma}{\cos \gamma} \tag{28}
\end{align*}
$$

The solution (25) becomes as follows

$$
\begin{align*}
& E(\gamma)=e^{-\int \frac{\sin \gamma}{\operatorname{Cos} \gamma} d \gamma}=e^{\ln \cos \gamma}=\cos \gamma  \tag{29}\\
& \frac{1}{H}=\cos \gamma\left[\int \frac{d \gamma}{\cos ^{2} \gamma}+C\right]=\sin \gamma+C \cos \gamma \tag{30}
\end{align*}
$$

Before expressing this relationship in the form $\because=\gamma(N)$, we relate the integration constant $C$ to equilibrium values of $u$ and $y$ corresponding to unaceelerated flight. Such values may be designated with a superscribed bar:

$$
\begin{align*}
& \bar{\mu}=\sin \bar{\gamma}  \tag{31}\\
& c=\cot \bar{\gamma} \tag{32}
\end{align*}
$$

The solution maj tren be expressed as:
$\sin \bar{\gamma} \sin \gamma+\cos \bar{\gamma} \cos \gamma \cdots \underset{\mu}{\mu}$
or as
$Y=\bar{Y}+\cos ^{-1}\left[\frac{\bar{U}}{\bar{H}}\right]$
Here $\bar{i}$ is the value of $\mu$ in unaccelerated filght and
$\bar{\gamma}: \sin ^{-1} \bar{\mu}$
In Fig. 1, the solution (34) is 111ustrated for various values of $\bar{i}$. The range of angle $r$ has been restricted to $\pm 180^{\circ}$ in this plot.

With this solution at hand, the state histories can be generated. If the thrust is taken as zero, the stateweuler system produces the flattest-glide trajectory, flown with maximum lift-to-drag ratio, along with a family of transients to and from this point (Fig, 2). When a positive margin of thrust over drag exists, a family of oscillatory solutions is generated for varlous values of $\bar{\mu}$ as shown in Fig. 3. It may be noted in Fig, 3 that the innermost point corresponding to $\mu=.2$ in $V-y$ space corresponds to flight at (T-D) max, while along the outermost closed path, the flight path angle $\gamma$ switches between $\pm 90^{\circ}$.

With the avallability of the Euler solution (30) to the maximum-range problem with altitude dependence suppressed, one may proceed to obtain a similar solution to the more general Euler equation (17) using variation of parameters (Ref. 7). Equation (17) may be written as

$$
\begin{align*}
\dot{y}=-g\left\{\frac{\cos \gamma}{\mu} \frac{\partial \mu}{\partial V}\right. & =\cos ^{2} \gamma \frac{H}{\lambda_{x}} \frac{1}{V^{2}} \frac{\partial}{\partial}\left(V_{\mu}\right) \\
& \left.+\cos ^{2} \gamma \frac{\lambda_{\nu}}{\lambda_{x}} \frac{\theta^{2}}{V_{\mu}^{2}} \frac{\partial}{\partial V}\left[\frac{V \mu}{q}\right]\right\} \tag{36}
\end{align*}
$$

As in equation (22), the independent variable ${ }^{\text {a }}$ is charged from time to airspeed resulting in

$$
\begin{align*}
& \frac{d y}{d V}(\sin \gamma-\mu)=\frac{\cos \gamma}{\mu} \frac{d \mu}{d V}-\cos ^{2} \gamma \frac{H}{\lambda_{x}} \frac{1}{V^{2}} \frac{d}{d V}\left(V_{\mu}\right) \\
&+\cos ^{2} \gamma \frac{\lambda_{\mu}}{\lambda_{x}^{W}} \frac{Q^{2}}{V^{2}} \frac{d}{d V}\left[\frac{V \mu}{Q}\right] \tag{37}
\end{align*}
$$

Rearranging, one obtains

$$
\begin{align*}
\frac{d \gamma}{d V}(\sin \gamma-\mu)-\frac{\cos \gamma}{\mu} \frac{\partial \mu}{\partial V}= & -\cos ^{2} \gamma \frac{H}{\lambda_{X}} \frac{1}{V^{2}} \frac{d}{d V}\left(V_{\mu}\right)  \tag{38}\\
& +\cos ^{2} \gamma \frac{\lambda^{\prime}}{\lambda_{X}} \frac{Q^{2}}{V^{2}} \frac{d}{d V}\left[\frac{V \mu}{Q}\right]
\end{align*}
$$

Equation (30) is the analytical solution to the differential equation (38) with $H$ and tw both zero. The expression (30) may be differentiated with respect to airspeed to obtain

$$
\begin{equation*}
-\frac{1}{\mu^{2}} \frac{\partial \mu}{\partial V}=(\cos \gamma-C \sin \gamma) \frac{d y}{d V}+\frac{d C}{d V} \cos \gamma \tag{39}
\end{equation*}
$$

Note here tnat $C$ is no longer a constant, but a function of the independent variable $V$. Substituting for $L$ in (39) from (30)
$\frac{1}{\mu} \frac{\partial u}{\partial V}-\frac{\left[(\cos \gamma-c \sin \gamma) \frac{d \gamma}{d \gamma}+\frac{d c}{d V} \cos \gamma\right]}{(\sin \gamma+c \cos \gamma)}$
Using equation (40) in (38)

$$
\begin{align*}
\frac{\cos ^{2} \gamma}{\sin \gamma+C \cos \gamma} \frac{d C}{d V} & =\cos ^{2} \gamma \frac{H}{\lambda} \frac{1}{x V^{2} \mu} \frac{d}{d V}\left(V_{\mu}\right) \\
& +\cos ^{2} \gamma \frac{\lambda_{\mu}}{\lambda_{x}} \cdot \frac{Q^{2}}{V^{2}} \frac{d}{d V}\left[\frac{V \mu}{Q}\right] \tag{41}
\end{align*}
$$

Since $\mu=\frac{1}{5 \ln Y+C \cos Y}$ from (30).
$\cos ^{2} Y \frac{d C}{d V}=\cos ^{2} Y\left[-\frac{H}{\lambda_{X}}\left\{\frac{1}{V_{\mu}^{2}}+\frac{1}{V_{\mu}^{2}} \frac{d \mu}{d V}\right\}\right.$

$$
\begin{equation*}
\left.+\frac{\lambda}{\lambda_{x}}\left\{\frac{Q}{V^{2}{ }_{\mu}}+\frac{Q}{V_{\mu}^{2}} \frac{d \mu}{d V}-\frac{1}{V_{\mu}} \frac{d Q}{d V}\right\}\right] \tag{42}
\end{equation*}
$$

The quantities within the $\}$ brackets can be 1 dentif $-~$
ied as
$-\frac{d}{d V}\left[\frac{1}{V \mu}\right]=\frac{1}{V^{2} \mu}+\frac{1}{V_{\mu}^{2}} \frac{d \mu}{d V}$
and
$-\frac{d}{d V}\left[\frac{Q}{V_{\mu}}\right]=-\frac{1}{V \mu} \frac{d Q}{d V}+\frac{1}{V_{\mu}^{2}} \frac{d \mu}{d V}+\frac{Q}{V^{2}}$
From which
$\frac{d C}{d V}=\frac{H}{\lambda_{x}} \frac{d}{d V}\left[\frac{1}{V \mu}\right]-\frac{\lambda^{\prime}}{\lambda_{x}} \frac{d}{d V}\left[\frac{Q}{V}\right]$
Equation (45) is readily integrated to yield
$C=\frac{H}{\lambda_{x}} \frac{1}{V \mu}-\frac{\lambda_{H_{1}}}{\lambda_{x}} \nabla_{\mu}+C_{1}$
Where $C_{l}$ is an arbitrary constant. Hence for the time-range-fuel problem, the solution with altitude dependence suppressed is

$$
\begin{equation*}
\frac{1}{\mu}=\sin \gamma+\left(\frac{H}{\lambda_{x}}-\frac{\lambda_{\gamma}}{\lambda_{x}} \frac{0}{\nabla}+C_{\gamma}\right) \cos \gamma \tag{47}
\end{equation*}
$$

To express the above result in the form $r=$ $i(i)$, we need to relate the integration constant $c_{1}$ to equilibrium values of $u$ and $y$ corresponding to unaccelerated flight. Unlike the situation in the simpler problem, the interpretation of equation (47) is not straight forward.

From a practical viewpoint the time-range problem is of main interest since minimum-fuel problems with fixed throttle are rare. Fuel-range problem will not be discussed further in the present paper and in subsequent development the fuel multipiler in will be taken as zero.

Investigation of equilibrium points with 'if = 0 results in a piot of the values of $H / 1 / \mathrm{vs}$ airspeed as shown in Fig. 4 for a parabolic ( $\$-0)$ distribution illustrated in Fig. 5. In Fig. 4 three separate regimes can be identified. $H / \lambda_{x}$ values to the left of the $(T-D)_{\text {max }}$ velocity are positive while those between the ( $T-D)_{\max }$ point and the $V(T-D)_{\text {max }}$ point have a negative sign. All $\mathrm{H} / \lambda^{x}$ values to the right of the speed for $V(T-D)_{\text {max }}$ are positive. Any of these values may be used to
evaluate the arbitrary constant ap as foliows. As in (31)
$\bar{\mu}=\operatorname{Sin} \bar{y}$
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$\bar{V}: V$
$\operatorname{Cot} \bar{\gamma}=\frac{H}{\lambda_{x}} \frac{1}{\bar{V} \bar{\mu}}+C_{1}$
or
$C_{1}=\operatorname{Cot} \bar{\gamma}-\frac{H}{\lambda_{x}} \frac{1}{\bar{V} \bar{\mu}}$
using (51) in (47)
$\frac{1}{\mu}=\sin \gamma+\left[\frac{H}{\lambda_{X}}\left\{\frac{1}{V \mu}-\frac{1}{\sqrt[V]{\mu}}\right\}+\cot \bar{\gamma}\right] \cos \gamma$
putting $\Delta=\left[\frac{H}{\lambda_{x}}\left\{\frac{1}{V \mu}-\frac{1}{V_{\mu}}\right\}+\right.$ Cotry $]$ and using
a well known Trignometric identity,
$y=\operatorname{Tan}^{-1}\left[\frac{1}{\Delta}\right]+\operatorname{Cos}^{-1}\left[\frac{1}{\mu \sqrt{\Delta^{2}+1}}\right]$
Equation (53) is the Euler solution to the time-range problem with altitude dependence of $\mu$ suppressed. In Figs. 6, 7 and 8 , the analytical solution evaluated for representative $H / \lambda_{x}$ values from each of the three regimes is shown. Fig. 6 and 7 indicate oscillatory solutions and are in the neighborhood of a stable equilibrium point. The similarity of these figures to Fig, 3 is striking. The solutions in Fig. 8 are non-oscillatory and bear some resemblance to Fig. 2.

Summarizing, one notes that the range problem has oscillatory solutions when a positive margin of thrust over drag exists. With zero thrust the solution obtained is the flattest glide with a family of transients to and from the maximum lift-to-drag point. For the time-range problem, values of $H / \lambda_{X}$ to the left (low speed end) of the $\left.V(1)-D\right)_{\text {max }}$ point produce oscillatory solution while on the right of the $V(T-D)_{\text {max }}$ point a family of transients to and from the equilibrium point defined by the choice of $H / \lambda_{x}$ is obtained.

## Legendre-Clebsch necessary condition:

From the Euler-Lagrange equations, with $\hat{W}=0$
$\frac{\partial H}{\partial \gamma}=-\lambda_{V} g \cos \gamma+\lambda_{h} V \cos \gamma-\lambda_{x} V \sin \gamma$
and
$\frac{\partial^{2} H}{\partial \gamma^{2}}=\left(\lambda_{V} \theta-\lambda_{h} V\right) \sin \gamma-\lambda_{x} V \cos \gamma$
Setting the left-hand side of equation (54) to zero as required for a stationary minimum of $H$ leads to

$$
\begin{align*}
& \text { Tan }=\frac{\lambda_{h} V-\lambda_{V} g \text { or } \frac{\lambda_{V} g-\lambda_{h} V}{\lambda_{x} V}}{-\lambda_{x} V}  \tag{56}\\
& \text { From (56), then } \sin \gamma=\frac{\left(\lambda_{h} V-\lambda_{V} g\right)_{0}}{\sqrt{\left(\lambda_{h} V-\lambda_{V} g\right)^{2}+\lambda_{x}^{2} V^{2}}}
\end{align*}
$$

and

where $= \pm 1$
Using (57) and (58) in (55), it is possible to determine v.

Noxt, one may employ the transversality conditions for the range problem, viz. $\lambda_{x}=1$ for range minimization and $x=-1$ for range maximization. These lead to

$$
\begin{array}{r}
\lambda_{x}=1, \frac{\partial^{2} H}{\partial \gamma^{2}}>0 \text { if } \gamma \text { lies in the second or third } \\
\text { quadrant } \\
\lambda_{x}=-1, \frac{\partial^{2} H}{\partial y^{2}}<0 \text { if } \gamma \text { lies in the first or fourth } \\
\text { quadrant } \tag{60}
\end{array}
$$

It is apparent that with no restrictions on the path inclination, the minimum-range trajectory is that which maximizes the range in the negative direction. if one imposes an artificial limit on the path angle $\gamma$, say $-90 \leq \gamma \leq+90$, the minimumrange trajectories are vertical up-down flight segments and any ( $y, h$ ) pair can be reached in zero range if there exists a positive margin of thrust over drag. Thus, with the vehicle model considered, there is no limit to the steepness of climb.

The Legendre-Clebsch necessary conditions are met in strengithened form for the maximum-range problem for values of the path angle $\gamma$ in the first or fourth quadrants. However, physical reasoning makes clear that a range maximization problem without time or fuel constraints will not possess a proper maximum or even an upper bound. In view of the above, the problem of interest is to maximize the range to climb from an initial ( $V, h$ ) pair to a final (V,h) pair in a fixed time. This problem is of value in studies of the type reported in Ref. 8 for a point-mass-modelled vehicle.

It may be noted at this point that in the cases of time and/or fuel minimization problems with range open, tite Legendre-Clebsch necessary condition is met only in weak form along central arcs and, hence, these trajectories fall into the class of singular extremals.

## Conjugate-point test:

The Legendre-Clebsch necessary condition is met with a margin for the time-range problem and hence the Euler solution (17) with iw $=0$ furnishes a relative minimum for initial and terminal points sufficiently close together. For extremals of finite length, lowever, the task of ensuring that the second variztion is non-negative for admissible neighboring paths leads to the accessory-minimum problem in the calculus of variations. This in essence boils down to a search for a system of admissible variations, not identically zero, which offer the most severe competition in the sense of minimizing the second variation. If a system of nonzero variations can be found which makes the second varlation zero, then it is clear that a neighboring path is competitive and that the tes+ extremal furnishes at best an improper minimum and at worst a merely stationary value (Ref. 9). The
first value of the independent variable $\times *{ }^{*} x^{*} \times x_{0}$ for which such a llontrivial system can be found defines a conjugate point.

Following the analysis of Ref. 9 for the Mayer problem, the rank of the matrix of variations of states and the multiplier corresponding to the state being minimized with respect to the initial values of costates is evaluated along the test extremal,
viz.

The rank of

provides the criterion for the existence of a conjugate point. If the rank of the test matrix (61) drops at any point along the test extremal, it is indicative of the occurrence of a conjugate point.

For the time-range problem, if the independent variable is changed from time to range, the equations of motion become

$$
\begin{align*}
& h^{\prime}=\operatorname{Tan} \gamma  \tag{62}\\
& V^{\prime}=\frac{g(T-0)}{W V \operatorname{Cos} \gamma} \quad-\frac{g}{V} \operatorname{Tan} \gamma \tag{63}
\end{align*}
$$

The optimal-control problem then is to maximize the final value of altitude ' $h$ ' for a sperified range with time fixed. With the interpretation of $H$ as the time multiplier, the test matrix (61) becomes

$$
\left[\begin{array}{lll}
\frac{\partial V}{\partial \lambda_{h}} & \frac{\partial V}{\partial H_{0}} & \frac{\partial V}{\partial \gamma_{0}}  \tag{64}\\
\frac{\partial t}{\partial \lambda_{h_{0}}} & \frac{\partial t}{\partial H_{0}} & \frac{\partial t}{\partial \gamma_{0}} \\
\frac{\partial \lambda_{h}}{0} & \frac{\partial \lambda_{h}}{\partial \lambda_{h_{0}}} & \overline{\partial H}_{0} \\
{ }^{2} & \overline{\partial \gamma}_{0}
\end{array}\right]=\left[\begin{array}{lll}
\frac{\partial V}{\partial \lambda_{h_{0}}} & \frac{\partial V}{\partial H_{0}} & \frac{\partial V}{\partial \gamma_{0}} \\
\frac{\partial t}{\partial \lambda_{h_{0}}} & \frac{\partial t}{\partial H_{0}} & \frac{\partial t}{\partial \gamma_{0}} \\
1 & 0 & 0 \\
& & \\
& &
\end{array}\right]
$$

Note that time appears in this problem as a statelike variable with

$$
\begin{equation*}
t^{\prime}=\frac{1}{\sqrt{\cos \gamma}} \tag{65}
\end{equation*}
$$

A prime on the variables denote differentiation with respect to the range variable $x$.

From (64), the sign of

$$
\begin{equation*}
\frac{\partial V}{\partial \gamma_{0}} \cdot \frac{\partial t}{\partial H_{0}}-\frac{\partial V}{\partial H_{0}} \cdot \frac{\partial t}{\partial \gamma_{0}} \tag{66}
\end{equation*}
$$

evaluated along the Euler solution determines the rank of the matrix 84 ). If the sign changes at any point on the $t$, nge trajectory it is indicative of a conjugate

The Euler solution obtained for the time-range problem, with altitude dependence of $\mu$ suppressed, may now be tested for conjugate points. In view of the particularly simple form of the conjugate-pointtest for this problem, it seems reasonable to attempt to obtain analytical approximations for the partfal derivatives in (66).

Linearizing the equations of motion and the Euler equation (17) with range as the independent variable about an equilibrium point at a particular altitude,

$$
\begin{align*}
& \delta V^{\prime}=a_{0} \delta V-a_{1} \delta \gamma  \tag{67}\\
& \delta t^{\prime}=-a_{2} \delta V+a_{3} \delta \gamma  \tag{68}\\
& \delta \gamma^{\prime}=a_{4} \delta V-a_{5} \delta \gamma+a_{6} \delta H \tag{69}
\end{align*}
$$

Where :
$a_{0}=\frac{q}{W V \cos Y} \frac{\partial}{\partial V}(T-D)$
$a_{1}=q$
$a_{2}=\frac{1}{v^{2} \cos \gamma}$
$\mathrm{a}_{3}=\frac{\sin \gamma}{V \cos ^{2} \gamma}$
$a_{4}=\frac{-\operatorname{Cos} y q}{V^{4}} \frac{H}{\lambda_{x}}+\frac{\partial(T-D)}{\partial V} \frac{g}{V^{2}(T-D)}\left[1-\frac{\operatorname{Cos} y}{V} \frac{H}{\lambda_{x}}\right]$
$+\frac{G}{V(T-D)^{2}}\left\{\frac{\partial(T-D)}{\partial V}\right\}\left[1-\frac{\operatorname{Cos} \gamma}{V} \frac{H}{\lambda_{x}}\right]$

$$
\begin{equation*}
+\frac{g}{V(T-D)} \frac{\partial^{2}(T-D)}{\partial V^{2}} \quad\left[\frac{\operatorname{Cos} \gamma}{V} \frac{H}{\lambda_{x}}-1\right] \tag{73}
\end{equation*}
$$

$a_{5}=a_{0}$
$a_{6}=\frac{\operatorname{Cos} \gamma}{V^{3}(T-D)} \frac{q}{\lambda_{x}}\left[V \frac{\partial(T-D)}{\partial V}+(T-D)\right]$
Equations (67), (68) and (69) constitute a linear, constant-coefficient system which can be put in the following form using̣ Laplace transforms (initial conditions on SV and st are zero)
$\frac{j V(s)}{S_{y}(0)}=\frac{-a_{1}}{s^{2}+\left(a_{1} a^{-} 4^{-a} a_{5}\right)}$
$\frac{j V(s)}{\delta H(0)}=\frac{-a_{1} a_{6}}{s\left[s^{2}+\left(a_{1} a_{4}-a_{0} a_{5}\right)\right]}$
$\frac{\delta t(s)}{\delta y(0)}=\frac{-\left[\left(a_{0} a_{3}-a_{1} a_{2}\right)-a_{3} s\right]}{s\left[s^{t}+\left(a_{1} a_{4}-a_{0} a_{5}\right)\right]}$
$\frac{\delta t(s)}{\delta H(s)}=\frac{-\left[\left(a_{0} a_{3}-a_{1} a_{2}\right)-a_{3} s\right] a_{6}}{s^{2}\left[s^{2}+\left(a_{1} a_{4}-a_{0} a_{5}\right)\right]}$
putting $\omega_{n}^{2}=\left(a_{1} u_{4}-a_{0} a_{5}\right)$
$T=\frac{-a_{3}}{a_{0} d_{3}{ }^{m} 1^{a_{2}}}$
(81)
and cancolling out comion constants in the numerator, the e uations (76) - (79) can be brought to the form
$\frac{\delta V(s)}{s_{\gamma}(\delta)}=\frac{\omega_{n}^{2}}{s^{2}+\omega_{n}^{2}}$
$\frac{\delta V(s)}{\delta H(\delta)}=\frac{\omega_{n}^{2}}{s\left(s^{2}+j{ }_{n}^{2}\right)}$
$\frac{\delta t(s)}{\delta_{Y}(0)}=\frac{(1+T s) \omega_{n}^{2}}{s\left(s^{2}+\omega_{n}^{2}\right)}$
$\frac{\delta t(s)}{\delta H(0)}=\frac{(1+T s) \omega_{n}^{2}}{s^{2}\left(s^{2}+\omega_{n}^{2}\right)}$
Equations (84) and (85) may be further simplified using the expression (82) and (83).
$\frac{\delta t(s)}{\delta \gamma(D)}=\frac{\delta V(s)}{\delta H(0)}+T \frac{\delta V(s)}{\delta \gamma(0)}$
$\frac{\delta t(s)}{\delta H(0)}=\frac{\omega_{n}^{2}}{s^{2}\left(s^{2}+w_{n}^{2}\right)}+T \frac{\delta V(s)}{\delta H(0)}$
Equations (86) and (87) imply
$\frac{\delta t(x)}{\delta \gamma_{0}}=\frac{\delta V(x)}{\delta H_{0}}+T \frac{\delta V(x)}{\delta \gamma_{0}}$
$\frac{\delta t(x)}{\delta H_{0}}=\cdot \cdot \cdot\left[\frac{\omega_{n}^{2}}{\left(s^{2}+{ }_{n}^{2}\right) s^{2}}\right]+T \frac{\delta V(x)}{\delta H_{0}}$

$$
\begin{align*}
& \text { using (88) and (89) in (66) } \\
& \frac{\partial V}{\partial \gamma_{0}} \cdot \frac{\partial t}{\partial H_{0}}-\frac{\partial V}{\partial H_{0}} \cdot \frac{\partial t}{\partial \gamma_{0}}=\frac{\delta V(x)}{\delta y_{0}}\left[-\left[\frac{\omega_{n}^{2}}{s^{2}\left(s^{2}+\omega_{n}^{2}\right)}\right]\right. \\
&-\left\{\frac{\delta V(x)}{\delta H_{0}}\right\}^{2} \tag{90}
\end{align*}
$$

And consequently, one needs to obtain the inverse transform of only three transfer functions, namely

$$
\frac{\omega V(s)}{\delta r_{0}}, \frac{\delta V(s)}{\delta H(0)} \cdot \frac{\omega_{n}^{2}}{s^{2}\left(s^{2}+\omega_{n}^{2}\right)}
$$

when $\omega_{n}^{2}$ is positive, the roots of the denominator polynomial are conjugates and
$\frac{\partial V}{\partial \gamma_{0}} \cdot \frac{\partial t}{\partial H_{0}}-\frac{\partial V}{\partial H_{0}} \frac{\partial t}{\partial \gamma_{0}}=\omega_{n} x \operatorname{Sin}\left(\omega_{n} x\right)+2 \operatorname{Cos}\left(\omega_{n} x\right)-2$
The right hand side of (91), after being zero at $x=0$, will subsequently become zero at

$$
\begin{equation*}
x=\frac{2 \pi}{\omega_{n}} \tag{92}
\end{equation*}
$$

implying that conjugate points will occur every full cycle of oscillatory solution. Hence, if the
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equilibrium point for the given $H / A_{x}$ is stable, 1, e. it produces an oscillatory solution, a conjugate point w1ll occur at the end of one fuil cycle of the oscillation. On the other hand, if $\mathrm{w}_{n}^{2}$ is negative, the roots are real and distinct, symmetric about the imaginary axis. In this case

$$
\begin{align*}
\frac{\partial V}{\partial Y_{0}} \cdot \frac{\partial t}{\partial H_{C}}- & \frac{\partial V}{\partial H_{0}} \frac{\partial t}{\partial Y_{0}}  \tag{93}\\
& \quad-x \cdot d \cdot \sinh (d x)+2 \cosh (d x)=2
\end{align*}
$$

Where

$$
d=\sqrt{\left|\omega_{n}^{2}\right|}
$$

Expression (93) is zero only at $x=0$. In this case, conjugate points do not occur. From (93), then, if the equilibrium point for the given $H / \lambda_{x}$ is unstable, conjugate points will not occur.

The conjugate-point test is now applied to the three regimes of $H / \lambda_{x}$ described earlier. As expected, for all values of $H / \lambda_{x}$ to the left of $V(T-D)$ max point, conjugate points occur, indicating that the Euler solutions obtained with these values of $\mathrm{H} /$ : $x$ do not afford a maximum to the time-range problem aver long intervals. Euler solutions obtained with $H / \lambda x$ to the right of the $V(T-0)_{\text {max }}$ point, on the other hand, satisfy the Legendre-Clebsch necessary conditions and jacobi's necessary condition, and hence are optimal trajectories for the time-range problem.

## Numerical solution of the time-range protlem;

With the insignt gained for the time-range problem with altitude dependence of thrust and drag suppressed, we now embark upon a numerical study of the more general case in which the aerodynamic coefficients are functions of Mach number and the thrust is Mach.altitude dependent. The data for a version of the F-4 aircraft with afterburner operative are used in this study. A cubic-spline representation (Ref. 10) is used to compute the values of zerom lift drag coefficient and the induced-drag coefficient. The drag coefficient is then computed as

$$
c_{D}=c_{D_{0}}(M)+K(M) c_{L}^{2}
$$



The drag is then obtained as the usual product of drag coefficient, dynamic pressure and the aircraft wing area. A cubic-spline lattice (Ref. 10) is used to compute the value of thrust at a given altitude and Mach number. Atmosphere density and speed of sound as functions of altitude are interpolated from standard atmosphere tables using cubic splines. The system differential equations are integrated using a fifth-order Runge-Kutta-Verner method with variable step size.

A plot of $H / X \times$ vs airspeed for equilibrium flight conditions corresponding to unaccelerated flight with specific energy $E=h+\frac{v^{2}}{2 g}$, frozen at $60,000^{\prime}$ is shown in Fig. 9. The three regimes of H/: $x$ identified earlier in this paper can be seen in Fig. 9. Numerical integration of the Euler equation with $H / l_{x}$ values picked from each of these regimes indicated that the solution for $H /{ }^{\prime} x$ values to the
left of $V(T-D)_{\max }$ are oscillatory, Numerical solution using $H / \lambda_{x}$ to the right of $V(T-0)_{\text {max }}$ point (high speed end) are non oscillatory and violent in character.

Next, a numerical conjugatempoint test is set up based on a scheme suggested by Cicala (Ref, 11). In this scheme the partial derivatives with respect to "io required in the matrix (64) are calculated approximately in terms of difference quotients. Small increments in initial $i_{i}$ are employed in the evaluation of neighboring solutions of the original system of Euler equation. The conjugate-point test was carried out for various values of $H / \lambda_{x}$ placked from Fig. 9. It was found as expected that only the non-oscillatory trajectories corresponding to $H / \lambda_{x}$ values on the right of $V(T-D)_{\max }$ satisfy the no conjugate point condition. Oscillatory trajectories indicate the existence of a conjugate point after a cycle of oscillation.

From the foregoing it is clear that the solution to time-range optimal-control problems are nonoscillatory and violently unstable in character. Within the permissible range of $H / \lambda_{x}$, as $H / \lambda_{x}$ increases, the Euler solutions approach the energy climb schedule in the V,h plane, of particular interest in practical applications is that trajectory which terminates at the "dash-point" on the flight envelope, the maximum-level-flight-speed point. To determine the value of $H / \lambda_{x}$ which will accomplish this, a plot of the locus of equilibrium points corresponding to unaccelerated fight at constant energy is made. Once this value $H / \lambda_{x}$ is found, what remains to obtain the optimal trajectory is to determine the initial value of the control variable $\gamma$ for a given set of initial conditions on altitude and airspeed.

In Fig, 10 the level-flight envelope for the F-4 aircraft is shown along with the energy-climb schedule. The discontinuity in the energy-climb schedule due to transonic drag rise may be noted (Ref. 12). The curve B is the locus of equilibrium points at each energy level corresponding to unaccelerated flight with the appropriate $H / \lambda_{x}$. The discontinuity due to transonic drag rise is again visible. An Euler solution for initial values of airspeed and altitude close to the equilibrium locus is also shown. To determine this trajectory an iteration was undertaken on the initial value of the control variable $\gamma$. With quadruple precision on the IBM-370/158, the initial path angle had to be determined to 13 significant digits. To illustrate the sensitivity of the Euler solution to the initial value of path angle $\gamma$, the last digit of $\gamma_{0}$ is perturbed in the positive and negative sense with the trajectories 1 and 2 shown in Fig. 10 resulting.

A few more Euler solutions with initial conditions far removed from the equilibrium locus are shown in Fig. 11.

## Discussions and Conclusions:

In this paper, optimal flight in the vertical plane with a vehicie model intermediate in complexity between point-mass and energy models was studied. Flight path angle takes on the role of control variable in the model and range-open problems feature subarcs of vertical flight and singular subarcs as previously studied.

Minimum-range climb problem (the steepest cifmb of Ref. 15) has been found tor have no mindmum, not even a lower bound, in reference 15, the steepest.climb problem was studied using the Green's theorem device of reference 13 and 14. There is an important difference in vehicle modelling from that of the present paper which should be noted as a key to resolving disparities between the character of optimal paths emerging. The analysis of Ref, 13 and 15 in essence replace cosy in equation (3) with unit:' so that the problem solved is maximum altitude in a given distance (i, e, arc length) rather than in a given range. This is a necessity with the linearintegral approach which can accomodate only problems of dimension two and very special form of state equations. The solution to the distance climb consists of a central path flown along a (T-D) max locus in the $V-h$ plane with vertical climb and dive transitions at the ends to meet specified boundary conditions.

From physical considerations it can be seen that when a positive margin of thrust over drag exists, the maximum-range climb trajectory without time or fuel constraints has no proper maximum nor an upper bound. In view of this fact major attention has been accorded to the time-range problem.

For the special case in which the thrust and drag depend only on airspeed, a plot of the ratio of time and range muitipliers $H / \lambda \times$ for equilibrium, corresponding to unaccelerated flight, revealed the existence of three regimes. Positive values of $\mathrm{H} / \mathrm{X}_{\mathrm{x}}$ on the 10 W -speed side of $\mathrm{V}(\mathrm{T}-\mathrm{D})_{\text {max }}$ and all negative values of $H / \lambda_{x}$ were shown to yield oscillatory solutions. Although these meet the LegendreClebsch necessary conditions, they fail the con-jugate-point test. Euler solutions with $\mathrm{H} / \lambda_{x}$ chosen to the right of the $V(T-D)_{\text {max }}$ point satisfy both Legendre-Clebsch and Jacobi necessary conditions and are nonoscillatory in character, Depending on the nature of aircraft data, unstable equilibrium points nay sometimes appear for certain H/ix yalues to the left of a irspeed corresponding to ( $T-D)_{\text {max }}$ at certa in energy levels. These normally have short duration and are not of major interest.

> Numerical solution of the Euler equation and a numerical conjugate-point test for the F-4 aircraft data reinforced the conclusions arrived at in the analytical exercise.
from a practical viewpoint, the time-range trajectories which terminate at the "dash-point" on the level filight envelope are of particular interest. The multiplier ratio $H / i_{y}$ corresponding to this point is determined using the locus of equilibrium points at each energy level corresponding to unaccelerated flight. With this value of $H /{ }_{x} x$, Euler solution for any ( $h, V$ ) pair is obtained by iterating on the initial value of $\gamma$, the control variable.

Euler solutions were obtained for various initial conditions. One observes that these tend to funnel rapidily into a certain corridor in the $V$-h chart, in the vicinity of the equilibrium locus corresponding to unaccelerated flight. This feature of the solution family can be exploited in practical situations to simplify the computation of optimal trajectories.
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Fig. 1 . Path Anglevs. Power Variable for Range Problem


Fig. 3 . Path Angle vs. Airspeed in Powered Flight for Range Problem


Fig. 2 . Path Angle vs,Airspeed in Gliding Flight for Range Problem


Fig. $4 . H / \lambda_{x}$ vs. Airspeed at Equilibrium points
(Parabulic ( $T-D$ )/W distribution)
A: $(T-D)_{\text {max }}$
$B: V(T-D)_{\max }$


Fig. 5. ( $T-0) / W$ vs. Airspeed - A typical Parabolic distribution


Fig. 7. Representative Analytical Solution for $H / \lambda_{x}$ in the Second Equilibrium Regime


Fig. 6 . Representative Analytical Solution for $H / \lambda_{x}$ in the First Equilibrium Regime


Fig. 8 : Representative Analytiçal Solution for $H / \lambda_{x}$ in the Third Equilibrium Regime


Fig. 9. $H / \lambda_{x}$ vs.Airspeed at Constant Specific Energy for F-4 Aircraft for Unaccelerated Flight


Fig. 10. Flight Envelope, Energy Climb Schedule, Equilibrium Locus and the EuTer Solution A: Energy Climb Schedule
B: $\dot{y}=0$ Locus
b: Euler Solution


Fig. 11 . Euler Solutions for the Fixed Time - Range Maximization Problem
$a, b, c$ : Euler Solutions
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#### Abstract

Mininum-time climbs in "energy" approximations are reviewed and further consideration given to choice of variables. A pair of variables which seem to offer attractive replacements for altitude and airspeed in singular-perturbation procedures is suggested, Use of the new variables in an energymodelled climb-dash problem is illustrated.


## Introduction

In Ref. 1, Fritz Kaiser, a flight-test engineer at Messerschmitt, A. G., introduced the concept of "GESAMTHÖHE" ("resultant height") in connection with aircraft minimum-time climbs. This is the sum of potential and kinetic energy per unit weight. Subsequently it has been referred to as "energy height"2, 3 and "specific energy". 4 Its use as a state variable in trajectory work is attractive because it is a "slower" variable than either alttide or velocity, 5,6,7 Attempts to synthesize "slow" state variables are described in Refs.' 6 and 7 in connection with singular-perturbation plocecures. The present development attempts to synthesize both "fast" and "slow" variables for the minimum-time-to-climb problem along lines explored earlier in an appendix to Ref. 6.

## Climb Equations

The equations of motion for climbing flight are given in terms of conventional state variables, altitude, $h$, flight-path angle, $\gamma$, and velocity, $V$, as

$$
\begin{align*}
& \dot{H}=V \sin \gamma  \tag{1}\\
& \dot{\gamma}=\frac{g}{V}\left(\frac{L}{W}-\cos \gamma\right)  \tag{2}\\
& \dot{V}=\frac{g\left(\frac{T}{W}-0\right)}{W}-g \sin \gamma \tag{3}
\end{align*}
$$

Here $T$ is thrust, D drag, $L$ lift and $g$ the acceleration of gravity. An assumption of thrust-along-the-path has been incorporated.

## Energy-Modelling Simplifications

An essential feature of "energy" approximation is that drag be treated as a function of $h$ and $V$ only. This is consistent with approximation of sin $y$ and $\cos \gamma$ via expansion in powers of $\gamma$ through first-order terms only and with deletion of the $\dot{\gamma}$ term as negligible .-. another feature essential to reduction in order. With these simplifictions the system becomes

$$
\begin{align*}
& \dot{h}=V  \tag{4}\\
& \dot{V}=g(T-D)  \tag{5}\\
& W
\end{align*}-g \gamma \quad l
$$

where $D(h, V)$ is evaluated for $L=W$.
"Slow"-Variable Choice
Two new variabrias, $\phi$ and $\psi$, are to be introduce in place of $h$ and $V, \psi$ to be "slow" and $\psi$ "fast".

The equation of state for $\phi$ is

$$
\left.\begin{array}{rl}
\xi & =\frac{\partial \phi}{\partial h} h+\frac{\partial \phi}{\partial V} \dot{V} \\
& =\frac{\partial \phi}{\partial V}[g(T-D)  \tag{6}\\
W
\end{array}\right]+\left[V \frac{\partial \phi}{\partial h}-g \frac{\partial \phi}{\partial V}\right] \gamma \quad \$
$$

If one insists that $\dot{\phi}$ be independent of the control-1ike variable, $\gamma$, then $\phi$ must satisfy the partial differential equation

$$
\begin{equation*}
V \frac{\partial \phi}{\partial h}-g \frac{\partial \phi}{\partial V}=0 \tag{7}
\end{equation*}
$$

This is satisfied by

$$
\begin{equation*}
\phi=h+\frac{v^{2}}{2 g} \tag{8}
\end{equation*}
$$

or by any once-differentiable function of this expression. 6 Thus $\phi=E$, specific energy, is "slow" in the sense specified.

## "Fast"-Variable-Choice Considerations

It has been usual to adopt as the second state variable, $\psi$, either $V^{5}$ or $h, 7$ Either is suitable for analysis of the "slow" motion, given by the single state equation

$$
\begin{equation*}
\dot{E}=\frac{V(T-D)}{W} \tag{9}
\end{equation*}
$$

For minimum-time passage to higher energy levels, the right member of (9) is maximized with respect to $V$ or $h$ at constant $E$. The expression on the right of (7) is "specific excess power". $P_{5}$, of the flight-performance 11 terature (e.g. Ref. 4) and simply $p$ later in the present paper. With a more general choice of $\psi(V, h)$, the maximization of ( 9 ) is done with respect to this variable after $V$ and $h$ have been replaced by suitable functions of $\phi$ and $\psi$ representing the inverse transformation. The resulting values of $V, h$ and $E$ are the same, however.

## Singularmperturbation Aralysis

The choice of $\psi(V, h)$ matters, however, in the decenmination of $\gamma$ along the "slow-motion". (or "outer") solution, as $\gamma$ must be such that $\dot{\psi}=0$, in the procedure of Ref, 7. With the cholce of $\psi=h$ as in Ref. 7, the approximation $\gamma=0$ is obtained, while if $\psi=V$ is assumed, then

$$
\begin{equation*}
r=\frac{(T-D)}{W} \tag{10}
\end{equation*}
$$

whic: is, to linear approximation in $\gamma$, the path angle for unaccelerated climb. More generally the expressim

$$
\begin{align*}
\dot{\psi} & =\frac{\partial \psi}{\partial h} \dot{\hat{H}}+\frac{\partial \psi}{\partial V} \dot{V} \\
& =\frac{\partial \psi}{\partial h} V_{\gamma}+\frac{\partial \psi}{\partial V}\left[\frac{g(T-D)}{-W}-g \gamma\right]=0 \tag{11}
\end{align*}
$$

is to be solved to obtain the zeroth-order "outer" approximation for $\gamma$. The choice

$$
\begin{equation*}
\left.\psi * \frac{\partial p}{\partial h}\right|_{E} \tag{12}
\end{equation*}
$$

suggests itself for compatibility with the outer solution, for

$$
\begin{equation*}
\dot{\psi}=\frac{\partial \psi}{\partial h} \quad V_{Y}+\frac{\partial \psi}{\partial V} \quad\left[\frac{g(T-D)}{W}-g \gamma\right] \tag{13}
\end{equation*}
$$

Here

$$
\begin{equation*}
p \equiv \frac{V(T-D)}{W} \tag{14}
\end{equation*}
$$

is "specific excess power," a known function of $h$ and $V$. This chotce of $\psi$ is seen to generate zeroth-order $y$ consistent with (4) and (5) along the outer solution.

## Choice of "Fast" Variable

Contours $\phi=E=$ const, and $\psi$ m const, are shown in Fig, 1 for the aircraft data of Ref. 9 (a version of the F-4). The contours of $\psi=$ constant indicate a breakdown of one-to-one mapping associated with jumps of the engrgy-climb path, $\psi \equiv 0$, between ridges of $p(h, V)^{9}$; in fact, the mapping $\phi, \psi+h_{1} V$ is two-to-one and even three-toone within the flight envelope. This local noninvertibility represents a less-than-ideal feature for a coordinate transformation; however, one does not actually have to transform to the new variables to exploit the concept.

Flight-path angle $\gamma$ is shown as a function of $\phi=\varepsilon$ in Fig. 2 for three choices of "fast" variable: $h, y$ and $\psi$. The contribution of the "outer" solution (shown) dominates the zeroth-order composite solution. Experience is that the calculation of first- and higher-order composites is intricate and expensive. 10 Thus it makes sense to choose variables carefully so as to enhance the fidelity of the zeroth-order solution as far as possibie.

Consider as an appilication the climb-dash problem, in which minimum-time trajectory to a remote value of $x$ is sought, wiere $x$ is down-range and, for small $y$ is defined by

$$
\begin{equation*}
\dot{x}=V \tag{15}
\end{equation*}
$$

The character of the solution is that of a combined climb-dash generdily faster than an nnergy climb (Fig, 3) fairing into sustaine.j filight at the highspeed point on the leviel-flight envelope. Y as a function of E Is shown in Fig, 4 for the three chotces of fast variable. Solutions of corresponding point-mass-modelled problem for different aircraft data are studied in Ref. 8.
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Fig. 1 Contours in the Altitude-Airspeed Chart


Fig. 2 Xvs.E-Energy Climb
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Fig. 4 Xvs.E-Climb-Dash
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Fig. 3 Altitude vs. Velocity - Climb-Dash
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[^1]:    Time may be eliminated in favor of airspeed $V$ as an independent variable.

