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## 1. Introduction

The Bose, Chaudhuri and Hocquenghem ( BCH ) codes form a large class of ran-dom-error correcting cyclic codes [1-4]. For any positive integers $m$ ( $m \geq 3$ ) and $t\left(t<2^{m-1}\right)$, there exists a binary $t$-error-correcting $B C H$ code of length $\mathrm{n}=2^{\mathrm{m}}-1$ and no more than mt parity-check bits. BCH codes or shortened BCH codes are widely used for error control in data storage and comnunication systems. In this report, we present some shortened $B C H$ codes for possible applications to large IC random-access memory systems. These codes are given by their parity-check matrices. Encoding and decoding of these codes are discussed.

## 2. Ercoding a. 1 Decoding of Linear Block Codes

An ( $n, k$ ) linear block code is specified by either a $k \times n$ generator matrix G or an ( $\mathrm{n}-\mathrm{k}$ ) $\times \mathrm{k}$ parity-check matrix $H$. In systematic form, the generator and parity-check matrices have the following forms:

$$
G=\left[\begin{array}{ll}
P & I_{k}
\end{array}\right]
$$


and

$$
\begin{aligned}
& H=\left[I_{n-k} p^{T}\right]
\end{aligned}
$$

where $\mathrm{P}^{\mathrm{T}}$ denotes the transpose of P . Encoding can be performed based or either the generator or the parity-check matrices. However, decoding (syndrome computation) is normally done based on the parity-check matrix. In some applications, such as applications to IC random-access memory systems, it is preferred that both encoding and decoding are based on the parity-check matrix.

Consider a systematic ( $n, k$ ) code with parity-check matrix given by (2). Let $\bar{m}=\left(m_{0}, m_{1}, \cdots, m_{k-1}\right)$ be the message to be encoded. The corresponding codeword is

$$
\begin{align*}
\bar{v} & =\left(v_{0}, v_{1}, \cdots, v_{n-1}\right)  \tag{3}\\
& =\left(v_{0}, v_{1}, \cdots, v_{n-k-1}, m_{0}, m_{1}, \cdots, m_{k-1}\right)
\end{align*}
$$

where the k rightmost bits are identical to the k message bits and the $\mathrm{n}-\mathrm{k}$ leftmost bits are the parity-check bits. The parity-check bits can be obtained from the parity-check matrix $H$ by using the following theorem: A vector $\overline{\mathrm{v}}$ is a codeword if and only if $\overline{\mathrm{v}} \cdot \mathrm{H}^{\mathrm{T}}=\overline{0}$. From (2) ard (3), the $n-\mathrm{k}$ paritycheck bits are given by the following $n-k$ parity-check equations:

$$
\begin{align*}
& v_{0}=m_{0} b_{00}+m_{1} b_{10}+\cdots+m_{k-1} b_{k-1,0} \\
& v_{1}=m_{0} b_{01}+m_{1} b_{11}+\cdots+m_{k-1} b_{k-1,1}  \tag{4}\\
& \cdot \\
& \cdot \\
& v_{n-k-1}=m_{0} b_{0, n-k-1}+m_{1} b_{1, n-k-1}+\cdots+m_{k-1} b_{k-1, n-k-1}
\end{align*}
$$

where the coefficients $b_{i j}$ 's are the entries of the parity-check matrix $H$. Hence, each parity bit is a linear sum of the message bits. An encoder which accepts $k$ message bits in parallel and forms the $n-k$ parity bits in paraılel is shown in Figure 1.

Let $\bar{r}=\left(r_{0}, r_{1}, \cdots, r_{n-1}\right)$ be the vector received from a communication system (or read From a memory system). Due to channel or memory noise, $\overline{\mathrm{r}}$ may differ from the word $\overline{\mathrm{v}}$ transm.tted (or stored) and hence $\overline{\mathrm{r}}$ may contain errors. The difference between the received word $\bar{r}$ and the transmitted word $\bar{v}$ is defined as the vector sum

$$
\begin{align*}
\overline{\mathrm{e}} & =\left(\mathrm{e}_{0}, \mathrm{e}_{1}, \cdots, \mathrm{e}_{\mathrm{n}-1}\right) \\
& =\overline{\mathrm{r}}+\overline{\mathrm{v}}  \tag{5}\\
& =\left(\mathrm{r}_{0}+\mathrm{v}_{0}, r_{1}+v_{1}, \cdots, r_{n-1}+v_{n-1}\right)
\end{align*}
$$

where $r_{i}+v_{i}$ is the modulo-2 sum of $r_{i}$ and $v_{i}$. We see that

$$
e_{i}=\left\{\begin{array}{l}
0, \text { if } r_{i}=v_{i} \\
1, \text { if } r_{i} \neq v_{i}
\end{array}\right.
$$

The vector $\overline{\mathrm{e}}$ is called the error vector (or error pattern), the ones ir $\overline{\mathrm{e}}$ indicate errors. From (5), we have

$$
\begin{equation*}
\overline{\mathrm{r}}=\overline{\mathrm{v}}+\overline{\mathrm{e}} . \tag{6}
\end{equation*}
$$

The receiver does not know either $\overline{\mathrm{v}}$ or $\overline{\mathrm{e}}$. Upon receiving $\overline{\mathrm{r}}$, the decoder must first determine whether $\overline{\mathbf{r}}$ contains errors. If the presence of errors is detected, the decoder takes actions to locate and correct the errors.

Error detection is carried out by computing the syndrome of the received word $\overline{\mathrm{r}}$ which is defined as fuilu:ns:

$$
\begin{align*}
\bar{s} & =\left(s_{0}, s_{1}, \cdots, s_{n-k-1}\right)  \tag{7}\\
& =\bar{r} \cdot H^{T} .
\end{align*}
$$

If $\bar{s}=\overline{0}, \bar{r}$ is a codeword. In this case the decoder assumes that $\bar{r}$ is errorfree and accepts it. If $\bar{s} \neq \overline{0}, \bar{r}$ is not a codeword and the presence of errors is detected. From (2) and (7), the $n-k$ syndrome bits are given by the following $n-k$ syadrome equations:

$$
\begin{align*}
& s_{0}=r_{0}+r_{n-k} b_{00}+r_{n-k+1} b_{10}+\cdots+r_{n-1} b_{k-1,0} \\
& s_{1}=r_{1}+r_{n-k} b_{01}+r_{n-k+1} b_{11}+\cdots+r_{n-1} b_{k-1,1}  \tag{8}\\
& \cdot \\
& \cdot \\
& s_{n-k-1}=r_{n-k-1}+r_{n-k} b_{0, n-k-1}+r_{n-k+1} b_{1, n-k-1}+\cdots+r_{n-1} b_{k-1, n-k-1}
\end{align*}
$$

From (8), we see that the syndrome $\bar{s}$ is simply the vector sum of the received parity bits $\left(r_{0}, r_{1}, \cdots, r_{n-k-1}\right)$ and the parity bits recomputed from the received message bits $r_{n-k}, r_{n-k+1}, \cdots, r_{n-1}$. Therefore, the syndrome can be formed by a circuit similar to the encoding circuit. A syndrome circuit consisting of a replica of encoding circuit is shown in Figure 2.

Example 1: Consider the $(7,4)$ linear code which is specified by the following parity-check matrix

$$
\mathrm{H}=\left[\begin{array}{lllllll}
1 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & \underbrace{0}_{\mathrm{I}_{3}} 1 & 1 & 1 & 1
\end{array}\right] .
$$

The three parity-check bits are given by the following parity-check equations:

$$
\begin{aligned}
& v_{0}=m_{0}+m_{2}+m_{3}, \\
& v_{1}=m_{0}+m_{1}+m_{2}, \\
& v_{2}=m_{1}+m_{2}+m_{3} .
\end{aligned}
$$

A parallel encoding circuit is shown in Figure 3. Let $\bar{r}=\left(r_{0}, r_{1}, r_{2}, r_{3}\right.$, $r_{4}, r_{5}, r_{6}$ ) be the vector received or read from a memory system. The bits $b_{0}, b_{1}$ and $b_{2}$ are the received parity bits; the bits $r_{3}, r_{4}, r_{5}$ and $r_{6}$ are the received message bits. The 3 syndrome bits are given by the following 3 syndrome equations:

A syndrome circuit is shown in Figure 4.
There are $2^{n}$ possible error patterns. However, every ( $n, k$ ) linear code is - pable of correcting $2^{n-k}$ error patterns which are called the correctable error patterns. There exists a one-to-one correspondence between a correctable error pattern and an(n-k)-bit syndrome $\bar{s}[1-4]$. A table can be set up to show this correspondence. The table consists of $2^{\mathrm{n}-\mathrm{k}}$ correctable error patterns and their corresponding syndromes as shown in Figure 5. This table can be used for decoding. The decoding consists of three steps:

Step 1. Compute the syndrome $\bar{s}$ of the received word $\bar{r}$,

$$
\overline{\mathrm{s}}=\overline{\mathrm{r}} \cdot \mathrm{H}^{\mathrm{T}}
$$

Step 2. From the table, determine the error pattern $\overline{\mathrm{e}}$ which corresponds to the syidrome computed in Step 1. Then $\overline{\mathrm{e}}$ is assumed to be the error pattern caused by the noise.

Step 3. Decode the received word $\overline{\mathrm{r}}$ into the codeword $\overline{\mathrm{v}}=\overline{\mathrm{r}}+\overline{\mathrm{e}}$. The above decoding scheme is called table-lookup decoding.

The association of the syndrome to an error pattern can be implemented with either a combinational logic circuit or a read-only memory (ROM). A general decoder based on the table-luokup scheme is shown in Figure 6. The table-lookup decoder is fast in decodirg speed, however its complexity grows exponentially with $n-k$ (or with the number of error patterns to be corrected, $2^{\mathrm{n}-\mathrm{k}}$ of them). For large $\mathrm{n}-\mathrm{k}$, this decoder becomes impractical. However, if $\mathrm{n}-\mathrm{k}$ is not too large and if we do not intend to correct all the $2^{\mathrm{n}-\mathrm{k}}$ correctable error patterns, the table-lookup decoding can be implemented practically.

If $a(n, k)$ linear code with minimum distance $d$ is used for random error correction, then all the error patterns with $t=\left\lfloor\frac{d-1}{2}\right\rfloor$ or fewer errors are correctable, i.e., the code is capable of correcting $t$ or fewer errors in the received word [1-4]. The number of these error patterns is

$$
\binom{n}{0}+\binom{n}{1}+\cdots+\binom{n}{t}
$$

which is in general much smaller than $2^{n-k}$ for large $n-k$. However these are the error patterns which are most likely to occur. If we only intend to correct these most probable error patterns, we may set up a decoding table which only shows the correspondence between these error patterns and their syndromes. The decoding is then carried out as follows:

Step 1. Compute the syndrone $\overline{\mathrm{s}}$ of the received word $\overline{\mathrm{r}}$.
Step 2. Check whether the syndrome $\bar{s}$ corresponds to an error pattern of $t$ or fewer errors.

Step 3. If the syndrome $\bar{s}$ corresponds to an error pattern $\bar{e}$ of $t$ or fewer errors, then the received word $\bar{r}$ is decoded into the codeword $\overline{\mathrm{v}}=\overline{\mathrm{r}}+\overline{\mathrm{e}}$.

Step 4. If the syndrome $\bar{s}$ does not correspond to an error pattern of $t$ or fewer errors, errors are detected. In this case, either a retransmission or a re-read from the memory system is requested.

For moderate $n$ and small $t(s a y ~ t=1 \sim 5)$, the above modified table-lockup decoding can be practically implemented and results in a fast decoder which is
desired in large IC random-access memory systems.

## 3. BCH Codes

For any positive integers $m(m \geq 3)$ and $t\left(t<2^{m-1}\right)$, there exists a binary BCH code with the following parameters:

| Length: | $n=2^{m}-1$, |
| :--- | :--- |
| Number of parity bits: | $n-k \leq m t$, |
| Miamum distance: | $d=2 t+1$. |

This code is capable of correcting ali the error patterns of $t$ or fewer errors, and is called a t-error-correcting BCH code. The code is cyclic and is uniquely specified by a generator polynomial $\bar{g}(x)$ of degree $n-k$ [1-4]. Let $\bar{v}=\left(v_{0}, v_{1}, \cdots, v_{n-1}\right)$ be a binary vector. Let $\bar{v}(x)=v_{0}+v_{1} x+\cdots+v_{n-1} x^{n-1}$ be a binary polynomial corresponding to $\bar{v}$. Clearly $\bar{v}(x)$ is a polynomial of degree $n-1$ or less. For a cyclic code with generator polynomial $\bar{g}(x)$, a vector $\bar{v}$ is a codeword if and only if its corresponding polynomial $\bar{v}(x)$ is divisible by $\bar{g}(x)$, i.e., a multiple of $\bar{g}(x)$.

Let $G F\left(2^{m}\right)$ be a Galois field of $2^{m}$ elements. Let $\alpha$ be a primitive element in $\mathrm{GF}\left(2^{\mathrm{m}}\right)$. Then the generator polynomial $\overline{\mathrm{g}}(\mathrm{x})$ of a binary primitive t-errorcorrecting BCH code of length $\mathrm{n}=2^{\mathrm{m}}-1$ is the lowest-degree polynomial with binary coefficients which has

$$
\alpha, \alpha^{2}, \cdots, \alpha^{2 t}
$$

as roots, i.e., $g\left(\alpha^{i}\right)=0$ for $i=1,2, \cdots, 2 t$. Generator polynomials of binary primitive BCH codes of length up to $\mathrm{n}=1023$ are given by Lin and Costello [4].

Example 2: For $m=7$ and $t=2$, there exists a double-error-correcting BCH code of length $n=2^{7}-1=127$ and 14 parity bits. Hence it is a $(127,113)$ code. Its generator polynomial is

$$
\bar{g}(x)=x^{14}+x^{9}+x^{8}+x^{6}+x^{5}+x^{4}+x^{2}+x+1
$$

Encoding of a BCH code is normally performed in serial manner using a shift register with feedback connections based on its generator polynomial. However in some applications, parallel encoding is preferred. For parallel encoding, we need to determine the parity-check matrix $H$. Dividing $x^{n-k+i}$ by the generator polynomial $\bar{g}(x)$ for $i=0,1,2, \cdots, k-1$, we obtain

$$
x^{n-k+i}=\bar{a}_{i}(x) \bar{g}(x)+\bar{b}_{i}(x),
$$

where $\bar{b}_{i}(x)$ is the remainder with the following form

$$
\bar{b}_{i}(x)=b_{i 0}+b_{i 1} x+\cdots+b_{i, n-k-1} x^{n-k-1} .
$$

Then the parity-check matrix in systematic form is given below:

$$
\mathrm{H}=\left[\begin{array}{ccccccccc}
1 & 0 & 0 & \cdots & \cdots & b_{00} & b_{10} & \cdots & b_{k-1,0} \\
0 & 1 & 0 & \cdots & 0 & b_{01} & b_{11} & \cdots & b_{k-1,1} \\
\cdot & & & \cdot & \cdot & & & \cdot \\
\cdot & & & \cdot & \cdot & & & \cdot \\
\cdot & & & & \cdot & \cdot & & & \cdot \\
0 & 0 & 0 & \cdots & \cdots & b_{0, n \cdots n^{\prime}-1} & b_{1, n-k-1} & \cdots & b_{k-1, n-k-1}
\end{array}\right]
$$

Example 3: For $m=4$ and $t=2$, there exists a $(15,7)$ double-error-correcting BCH code with generator polynomial

$$
\bar{g}(x)=x^{8}+x^{7}+x^{6}+x^{4}+1
$$

Dividing $x^{8+i}$ by $\bar{g}(x)$ for $i=0,1, \cdots, 6$, we obtain

$$
\begin{aligned}
& \overline{\mathrm{b}}_{0}(\mathrm{x})=1+\mathrm{x}^{4}+\mathrm{x}^{6}+\mathrm{x}^{7}, \\
& \overline{\mathrm{~b}}_{1}(\mathrm{x})=1+\mathrm{x}+\mathrm{x}^{4}+\mathrm{x}^{5}+\mathrm{x}^{6}, \\
& \overline{\mathrm{~b}}_{2}(\mathrm{x})=\mathrm{x}+\mathrm{x}^{2}+\mathrm{x}^{5}+\mathrm{x}^{6}+\mathrm{x}^{7}, \\
& \overline{\mathrm{~b}}_{3}(\mathrm{x})=1+\mathrm{x}^{2}+\mathrm{x}^{3}+\mathrm{x}^{4}, \\
& \mathrm{~b}_{4}(\mathrm{x})=\mathrm{x}+\mathrm{x}^{3}+\mathrm{x}^{4}+\mathrm{x}^{5},
\end{aligned}
$$

$$
\begin{aligned}
& \bar{b}_{5}(x)=x^{2}+x^{4}+x^{5}+x^{6} \\
& \bar{b}_{6}(x)=x^{3}+x^{5}+x^{6}+x^{7}
\end{aligned}
$$

The parity-check matrix is given by

$$
H=\left[\begin{array}{lllllllllllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 1
\end{array}\right]
$$

In system design, if a code of suitable natural length $n$ or suitable number $k$ of message digits cannot be found, it may be desirable to shorten a code to meet the requirements. Let $C$ be an ( $n, k$ ) linear block code with paritycheck matrix $H=\left[I_{n-k} P^{T}\right]$, where $P^{T}$ is an ( $n-k$ ) matrix. If we delete $\ell$ colurns from $P^{T}$ with $0 \leq \ell \leq k$, we obtain an ( $n-k$ ) $x(n-\ell)$ parity-check matrix $H_{\ell}=\left[I_{n-k} P_{\ell}^{T}\right]$. This matrix $H_{\ell}$ generates an ( $n-\ell, k-\ell$ ) linear code which is called a shortened code of C. Any shortened code of $C$ has at least the same error-correcting capability as the original code C [1-4].

## 4. Shortened BCH Codes for Table Look-Lp Decoding

In Table 1, we give a list of 8 shortened BCH codes which have been constructed for fast syndrome computation and table look-up decoding. Four of these codes have $d_{\text {min }}=6$, while the other four have $d_{\text {min }}=8$. For all but the $(45,32)$ code with $d_{\text {nin }}=6$ and the $(86,64)$ ccde with $d_{\text {min }}=8$, the max-
imum number of 1 's in any row of the H matrix is either equal to or slightly less than a nower of 2 . This minimizes the number of logic levels needed to compute the syndrome, assuming a two-input exclusive-or gate tree-like implementation. In addition, the number of 1 's in each row of the H matrix is either equal to, or nearly equal to, the average number. This facilitates a fast parallel computation of the syndrome bits. Although we have not done an exhaustive search, we feel that the codes listed in Table lare nearly optimal with respect to minimizing the total number of l's in the $H$ matrix.

The construction procedure followed was essentially a trial-and-error approach. A summary description of the construction procedure for the $d_{\text {min }}=6$ codes now follows.

Consider the $(127,113) d_{\text {min }}=5 \mathrm{BCH}$ code, which has gentrator polynomial $\bar{p}(x)=\left(1+x^{3}+x^{7}\right)\left(1+x+x^{2}+x^{3}+x^{7}\right)$. Let $\bar{g}(x)=(1+x) \bar{p}(x)=1+x^{3}+$ $x^{4}+x^{7}+x^{8}+x^{10}+x^{14}+x^{15}$. Then $\bar{g}(x)$ generates a $(127,112) d_{\text {min }}=6$ code. Dividing $\mathrm{x}^{\mathrm{n}-\mathrm{k}+1}=\mathrm{x}^{15+\mathrm{i}}$ by $\overline{\mathrm{g}}(\mathrm{x})$ for $\mathrm{i}=0,1,2, \cdots$, 111 , we obcain

$$
x^{15+i}=\bar{a}_{i}(x)+\bar{b}_{i}(x)
$$

where the remainder $\bar{b}_{i}(x)$ has the following form:

$$
\bar{b}_{i}(x)=b_{i 0}+b_{i 1} x+\cdots+b_{i, 14} x^{14} .
$$

Then the parity-check matrix for the $(127,112) d_{\min }=6$ code is given by:
$H=\left[I_{15 \times 15} \mathrm{P}^{\mathrm{T}}\right]=\left[\begin{array}{cccccccccc}1 & 0 & 0 & \cdots & \cdots & b_{00} & \mathrm{~b}_{10} & \mathrm{~b}_{20} & \cdots & b_{111,0} \\ 0 & 1 & 0 & \cdots & 0 & b_{01} & \mathrm{~b}_{11} & \mathrm{~b}_{21} & \cdots & b_{111,1} \\ 0 & 0 & 1 & \cdots & 0 & b_{02} & { }^{\mathrm{o}}{ }_{12} & \mathrm{~b}_{22} & \cdots & b_{111,2} \\ \cdot & & & & \cdot & & & & \cdot \\ \cdot & & & & \cdot & & & & \cdot \\ 0 & \cdot & & & \cdot & & & & \cdot \\ 0 & 0 & 0 & \cdots & 1 & b_{0,14} & b_{1,14} & b_{2,14} & \cdots & b_{111,14}\end{array}\right]$

By deleting an appropriate set of 48 columns from the $H$ matrix above, we obtained a $15 \times 79$ matrix $H_{1}$, which is the parity-check matrix of a $(79,64) d_{\text {min }}=$ 6 linear code. The matrix $H_{1}$ is shown in Fig. 7. (In order to conserve space, the marrix is given in octal notation.) Let $w\left(h_{i}\right)$ denote the number of i's $\therefore$ n the ith row of the matrix $H_{1}$. From Fig. 7 we see that:
and

$$
\begin{aligned}
& w\left(h_{0}\right)=30, w\left(h_{1}\right)=30, w\left(h_{2}\right)=30, w\left(h_{3}\right)=31, w\left(h_{4}\right)=31 \\
& w\left(h_{5}\right)=30, w\left(h_{6}\right)=31, w\left(h_{7}\right)=30, w\left(h_{8}\right)=30, w\left(h_{9}\right)=30 \\
& w\left(h_{10}\right)=30, w\left(h_{11}\right)=30, w\left(h_{12}\right)=30, w\left(h_{13}\right)=30, w\left(h_{14}\right)=30 \\
& w\left(h_{i}\right)<2^{5}=32 .
\end{aligned}
$$

By deleting 32 columns from the matrix $H_{1}$, we obtained a $15 \times 47$ matrix $H_{2}$, which is the parity-check matrix of a $(47,32) d_{\text {min }}=6$ linear code. The matrix $\mathrm{H}_{2}$ is shown in Fig. 8. From Fig. 8 we see that:

$$
\begin{aligned}
& w\left(h_{0}\right)=15, w\left(h_{1}\right)=15, w\left(h_{2}\right)=15, w\left(h_{3}\right)=13, w\left(h_{4}\right)=15 \\
& w\left(h_{5}\right)=15, w\left(h_{6}\right)=15, w\left(h_{7}\right)=15, w\left(h_{8}\right)=14, w\left(h_{9}\right)=15 \\
& w\left(h_{10}\right)=15, w\left(h_{11}\right)=14, w\left(h_{12}\right)=15, w\left(h_{13}\right)=15, w\left(h_{14}\right)=15 \\
& w\left(h_{i}\right)<2^{4}=16 .
\end{aligned}
$$

and
Deleting 16 columns from $H_{2}$ results in a $15 \times 31$ matrix $H_{3}$, which is the paritycheck matrix of a $(31,16) d_{\text {min }}=6$ linear code, and is shown in Fig. 9. From Fig. 9 we see that:
and

$$
\begin{aligned}
& w\left(h_{0}\right)=7, w\left(h_{1}\right)=7, w\left(h_{2}\right)=8, w\left(h_{3}\right)=7, w\left(h_{4}\right)=6 \\
& w\left(h_{5}\right)=7, w\left(h_{6}\right)=7, w\left(h_{7}\right)=7, w\left(h_{8}\right)=8, w\left(h_{9}\right)=7 \\
& w\left(h_{10}\right)=7, w\left(h_{11}\right)=8, w\left(h_{12}\right)=7, w\left(h_{13}\right)=7, w\left(h_{14}\right)=7 \\
& w\left(h_{i}\right) \leq 2^{3}=8 .
\end{aligned}
$$

Note that every column in the matrices $\mathrm{H}_{1}, \mathrm{H}_{2}$ and $\mathrm{H}_{3}$ contains an odd number of 1 's.

We also constructed a $(45,32) d_{\text {min }}=6$ code from the $(63,51) d_{\text {min }}=5$ BCH code, whose generator polynomial is given by $\overline{\mathrm{p}}(\mathrm{x})=\left(1+\mathrm{x}+\mathrm{x}^{6}\right)(1+\mathrm{x}+$
$\left.x^{2}+x^{4}+x^{c}\right)$, by multiplying $\bar{p}(x)$ by $(x+1)$ and then following the sane procedure described above. The number of l's in some rows of the parity-check matrix $H_{4}$ obtained in this case exceeds $2^{4}=16$, however. The parity-check matrix $H_{4}$ of the $(45,32) d_{\text {min }}=6$ code is shown in Fig. 10. From Fis. 10 we see that:

$$
\begin{aligned}
& w\left(h_{0}\right)=17, w\left(h_{1}\right)=18, w\left(h_{2}\right)=16, w\left(h_{3}\right) \cdot 17, w\left(h_{4}\right)=17 \\
& w\left(h_{5}\right)=18, w\left(h_{6}\right)=17, w\left(h_{7}\right)=16, w\left(h_{8}\right)=18, w\left(h_{9}\right)=17 \\
& w\left(h_{10}\right)=16, w\left(h_{11}\right)=18, w\left(h_{12}\right)=16 .
\end{aligned}
$$

The construction procedure for the $d_{\text {min }}=8$ codes is similar to that described z.bove for the $d_{\text {min }}=6$ codes. The parity-check matrices are shown in figures 11•14.

The most efficient $d_{\text {min }}=6$ code in rerms of minimizing the number of parity-check bits is the $(45,32)$ code. This code is capable of correcting all double error patterns and detecting all triple error fatterns. A computer analysis of all weight 4 error patterns has been performed for this code. We have found that out of $\binom{45}{4}=148,995$ weight 4 error patterns, only $2 \ell, 485$ are undetectable, i.e., they have the same syndrome as a correctable error pattern. Hence

$$
1-\frac{28,485}{148,995}=1-.19118=80.882 \%
$$

of the weight 4 error patterns are detectable for this code. We have also included as an Appendix to this repcrt a 38 page computer printout of the decoding table for this code. Listed are the syndromes and their corresponding coset leaders for the

$$
\binom{45}{1}+\binom{45}{2}=45+990=1035
$$

currectable error patterns. The remaining syndromes for the detectable error patterns are not listed.
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Fig. 2 A Syndrome Circuit for an (n, k) Linear Systematic Code


Figure 3



Fig. 5 A Table-Lookup Decoding Table

table 1.
PARAMETERS OF A LIST OF SHORTENED BCH CODES

| n | k | $\mathrm{n}-\mathrm{k}$ | $\mathrm{d}_{\text {min }}$ | Total Number <br> of 1 ' i in H | Average Number <br> of 1 's per row | Maximum Number <br> of 1 's per row |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 79 | 64 | 15 | 6 | 453 | 30.2 | 31 |
| 47 | 32 | 15 | 6 | 221 | 14.7 | 15 |
| 31 | 16 | 15 | 6 | 107 | 7.1 | 8 |
| 45 | 32 | 13 | 6 | 221 | 17 | 18 |
| 35 | 16 | 19 | 8 | 133 | 7 | 8 |
| 51 | 32 | 19 | 8 | 263 | 13.8 | 16 |
| 86 | 64 | 22 | 8 | 683 | 31 | 34 |
| 89 | 64 | 25 | 8 | 675 | 27 | 30 |
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Fig. 8 Parity-check matrix of a $(47,32) d_{\text {min }}=6$ code


Fig. 9 Parity-check matrix of a $(31,16) d_{\text {min }}=6$ code

$$
\mathrm{H}_{4}=\left(\begin{array}{llllllllllll} 
& & & & & & & & & & & \\
& 6 & 4 & 7 & 4 & 3 & 2 & 1 & 0 & 3 & 4 & 6 \\
& 4 & 6 & 6 & 2 & 3 & 7 & 1 & 4 & 2 & 3 & 4 \\
& 2 & 3 & 1 & 1 & 1 & 5 & 4 & 6 & 1 & 1 & 6 \\
& 6 & 5 & 3 & 0 & 6 & 4 & 5 & 3 & 3 & 1 & 0 \\
& 3 & 2 & 7 & 4 & 2 & 2 & 2 & 5 & 5 & 1 & 4 \\
& 0 & 5 & 3 & 6 & 1 & 3 & 3 & 2 & 6 & 4 & 6 \\
& 7 & 6 & 0 & 3 & 2 & 7 & 4 & 5 & 0 & 2 & 4 \\
& 7 & 7 & 2 & 1 & 4 & 3 & 4 & 2 & 4 & 1 & 2 \\
& 3 & 5 & 4 & 4 & 3 & 7 & 1 & 1 & 5 & 2 \\
& 1 & 1 & 6 & 1 & 1 & 6 & 4 & 7 & 3 & 2 \\
& 5 & 4 & 1 & 3 & 3 & 4 & 6 & 2 & 0 & 5 & 2 \\
& 5 & 2 & 5 & 1 & 7 & 4 & 2 & 1 & 3 & 6 & 2 \\
& 5 & 1 & 7 & 0 & 4 & 4 & 2 & 0 & 6 & 3 & 6
\end{array}\right.
$$

Fig. 10 Parity-check matrix of a $(45,32) d_{\text {min }}=6$ code


Fig. 11 Parity-check matrix of a $(35,16) d_{\text {min }}=8$ code

$$
\begin{aligned}
& \begin{array}{lllllllllllll} 
& & & & & & & & & & \\
4 & 2 & 1 & 5 & 4 & 2 & 7 & 4 & 4 & 2 & 0
\end{array} \\
& \begin{array}{lllllllllll}
2 & 1 & 0 & 7 & 6 & 1 & 2 & 6 & 6 & 5 & 0
\end{array} \\
& \begin{array}{lllllllllll}
1 & 0 & 4 & 6 & 7 & 0 & 7 & 2 & 3 & 2 & 4
\end{array} \\
& \begin{array}{lllllllllll}
0 & 4 & 2 & 3 & 3 & 4 & 1 & 5 & 1 & 1 & 2
\end{array} \\
& \begin{array}{lllllllllll}
4 & 0 & 0 & 6 & 1 & 4 & 0 & 3 & 4 & 6 & 4
\end{array} \\
& \begin{array}{lllllllllll}
2 & 0 & 0 & 4 & 0 & 6 & 2 & 0 & 2 & 3 & 2
\end{array} \\
& \begin{array}{lllllllllll}
5 & 2 & 1 & 4 & 4 & 1 & 3 & 5 & 1 & 3 & 4
\end{array} \\
& \begin{array}{lllllllllll}
2 & 5 & 0 & 5 & 2 & 0 & 3 & 6 & 4 & 5 & 6
\end{array} \\
& \begin{array}{lllllllllll}
5 & 0 & 5 & 1 & 1 & 2 & 2 & 2 & 2 & 4 & 0
\end{array} \\
& \begin{array}{llllllllllll}
\mathrm{I}_{19 \times 19} & 6 & 6 & 3 & 2 & 0 & 7 & 0 & 5 & 1 & 4 & 2
\end{array} \\
& \begin{array}{lllllllllll}
7 & 1 & 0 & 6 & 4 & 1 & 0 & 7 & 0 & 4 & 0
\end{array} \\
& \begin{array}{lllllllllll}
3 & 4 & 4 & 0 & 2 & 0 & 6 & 2 & 0 & 2 & 0
\end{array} \\
& \begin{array}{lllllllllll}
1 & 6 & 2 & 1 & 1 & 0 & 0 & 1 & 4 & 1 & 0
\end{array} \\
& \begin{array}{lllllllllll}
0 & 7 & 1 & 2 & 4 & 4 & 7 & 1 & 2 & 0 & 4
\end{array} \\
& \begin{array}{lllllllllll}
0 & 3 & 4 & 2 & 2 & 2 & 0 & 4 & 5 & 0 & 2
\end{array} \\
& \begin{array}{lllllllllll}
4 & 3 & 7 & 0 & 5 & 3 & 4 & 6 & 2 & 2 & 0
\end{array} \\
& \begin{array}{lllllllllll}
2 & 1 & 7 & 6 & 2 & 5 & 2 & 2 & 5 & 1 & 0
\end{array} \\
& \begin{array}{lllllllllll}
1 & 0 & 7 & 6 & 1 & 2 & 6 & 1 & 2 & 0 & 4
\end{array} \\
& \begin{array}{lllllllllll}
0 & 4 & 3 & 7 & 0 & 5 & 5 & 1 & 1 & 4 & 2
\end{array}
\end{aligned}
$$

Fig. 12 Parity-check matrix of a $(51,32) d_{\min }=8$ iode
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The Bose, Chaudhuri and Hocauenghem (BCH) codes form a large class of ran-dom-error correcting cyclic codes [1-4]. For any positive integers $m$ ( $m \geq 3$ ) and $t\left(t<2^{m-1}\right)$, there exists a binary $t$-error-correcting $B C H$ code of length $\mathrm{n}=2^{\mathrm{m}}-1$ and no more than mt parity-check bits. BCH codes or shortened BCH codes are widely used for error control in data storage and communication systems. In this report, we present some shortened BCH codes for possible applications to large IC random-access memory systems. These codes are given by their parity-check matrices. Encoding and decoding of these codes are discussed.

## 2. Encoding and Decoding of Linear Block Codes

An ( $n, k$ ) linear block code is specified by either a $k \times n$ generator matrix $G$ or an ( $n-k$ ) $\times k$ parity-check matrix $H$. In systematic forn, the generator and parity-check matrices have the following forms:

$$
G=\left[\begin{array}{ll}
P & I_{k}
\end{array}\right]
$$


and

