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1.0 INTRODUCTION AND SUMMARY

The AIRS study consists of two phases performed over a period of
two years. The first phase of this study was devoted to define the
functional requirements of AIRS, to define the testing required to
demonstrate its performance, to provide an assessment of the technology
and cost involves in such an undertaking, and to prepare a specification
based on the above findings. This phase of the AIRS study were
documented in Vol. Il and the accompanying functional specification of
the final report.

The purpose of the Phase II study is to develop a computer model of
the AIRS, as defined in the Phase I sutdy, to perform a computer
simulation of the AIRS, and provide simulation results predicting the
performance of the AIRS. The emerging TDAS requirements and techniques
to enhance the AIRS capatilities were also incorporated into the AIRS
baseline during this period. This volume of the final report serves to
document the Phase Il effort. The accompanying AIRS simulation software
package nas been installed at the Goddard CLASS computer. Instructions
on using the simulation is contained in a CSS file called AIRS.

1.1 Organization and Summary

This volume is organized into 5 sections and 11 appendices.
Section 2 discusses from a system operation point of view the autonomous
and integrated aspects of the operation of the AIRS. The advantages of
AIRS compared to the existing SSA receive chain equipment are
highlighted., The three modes of AIRS operation are addressed in detail.
The configurations of the AIRS are detined as a function of the
operating modes and the user signal characteristics in Section 3. Each

AIRS configuration selection is made up of three components: the
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hardware, the software algorithms and the parameters to be used by these
algorithms. These components and the rules for their selections are
treated in this section, Notice that the first two components are
modeled in the AIRS simulation software. The final parameter selection
process is to be accomplished via the simulation software.

A comparison between the AIRS and the wide dynamics demodulator
(WDD) is provided in Section 4. They are compared in terms of their
functional characteristics and implementation techniques. This serves
to highlight some of the improvements that are designed into the AIRS.
In addition, some unique features of AIRS are given.

The final section of this report is devoted to describing the
organization of the AIRS analytical/simulation software. Since the
algorithms developed in the software simulation can be transferred to
the AIRS microprccessor with minor modifications, a strict Monte Carlo
technique is adopted whenever possible. In the cases where the Monte
Carlo technique is impractical and/or overly time consuming, the
software is supplemented with analysis.

The modeling and analysis for simulating the performance of the PN
subsystem is documented in detail in Appendix A and B. The acquisition
performance is treated in Appendix A. The acquisition performance is
determined based on the assumption that the code uncertainty region is
uniformly distributed. In practice, a truncated 3-sigma Gaussian
distribution is more appropriate since the actual received signal code
epoch is more likely to be within the center of the predicted
uncertainty region. If this is the case then the search should spend
more time in the vicinity of the center of the uncertainty region. It

is estimated that the acquisition time determined with the AIRS

-2-

s e e B By TowT S

LonCom—

,——

w

W



et g 6 e tien v e e e v BT mr e e P At ———

ity d——-—

v .
;S o

— t'nCom

simulation could be improved by a factor of 2 to 4. The analysis

employed in Appendix A is not restricted to CCD matched filters. If a
different implementation is used, e.g., using digital matched filter,
the AIRS simulation is also appliable. However, when a digital matche:
filter implementation is used, the signal must first be sampled and
hard-quantized. This introduces a 2 dB 10ss to the SNR. This factor
must be accounted for when using the simulation.

The tracking performance of the PN subsystem is treated in ~ppendix
8.

The frequency acquisition technique using a frequency-locked loo,.
is documented in Appendix C.

The portion of the AIRS simulation software concerning the PN and
the frequency acquisition system is documented in Appendix D. A user's
manual and sample runs are also given.

The portion of the ARIS simulation regarding the phase-locked loop
and the bit sync is documented in Appendix E. Sample runs are also
given,

The rest of the Appendices are a collection of miscellaneous
items. Appendix F shows how autonomous Doppler compensation can be
implemented. Appendix G addresses the technology aspects of employing
CCDs for PN acquisiton. Appendix H shows how the AIRS AGC functions and
how a signal strength indicator, accurate to G.2 dB, can be
implemented. Appendix I shows that for all practical purposes, the
Manchester symbol ambiguity can be resolved within 2000 symbols.
Finally, an expression is given in Appendix K to assess the allowable
rms phase jitter in order to maintain a mear slip time of over 90

minutes.
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2.0 AUTONOMY AND INTEGRATED OPERATIONS FOR AIRS

This section discusses from a system operational point of view the
autonomous and integrated aspects of the Automated Integrated Receiver
AIRS (AIRS). The advantages of AIRS compared to the existing SSA
receive chain equipment are highlighted. Finally, the three different
modes of AIRS operations are discussed.

2.1 Introduction

The AIRS is desiygnec¢ to be a stand-alone receiver capable of
autonomous, integrated operation for the S-band Single Access (SSA)
return link of TDRSS. éy autonomous operation, it is meant_its
capability to demodulate, detect and decode data, and to derive ranging
and Jdcppler information from an IF input with a minimal dependence on an
external executive computer such as the Automated Data Processcr
Equipment (ADPE) at White Sands Gr. 'nd Terminal (WS” ). In order to
achieve autonomous operation, the AIRS is capable of controlling its own
receiver functions based on given a priori information as well as
currently measured . naracteristics of the input signal. The AIRS is
also an integrated rece’ rer since the subsystems required for PN
despre~ding, carrier and clock recovery, symbol detection and Viterbi
decoding are designed, tailored, and interconnected to function .s a
single dedicated unit.

Figure 2.1 depicts the differences between the autonnmous
integrated apprcach and the conventional centralized approach to a
receive system design. Notice that in the conventional approach the
subsystems are controlled by a central network controller which is
external to the receive system. There are no communications and

inteructions among the subsystems except for the required signal
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interfaces. In the autonomous integrated approach, the receive system
accepts setup commands from the network controller initially. After
initial acquisition, the raceive system is normally detached from the
controller except for responses to an interrupt command. This is
indicated by the dashed line. Notice that the subsystems are integral
parts of the receive system and are interconnected among themselves
through the local controller., As we shall see, this autonomous
integrated structure provides several advantages over the conventional
approach.

2.2 Advantages of the AIRS Concept

Figure 2.2 highlights the differences between AIRS and the
corresponding portion of the current SSA Receive Chain. In the current
implementation, the units, i.e., Down Converter/Doppler Correlator (C/C)
Low Rate Demoduiation (LRD), Medium Rate Demodulator (MRD), Low and
Medium Rate Bit Synchronizers (L/MRBS) and the Viterbi Decoders (VD),
are controlled directly by the ADPE through the Service Control Unit
(SCU). The SCU merely acts as a common point of interface between the
ADPE and the various units. There are two types of commands from the
ADPE: static setup commands and dynamic Doppler commands. The one-time
setup commands are used to configure the parameters of the various
units. The dynamic commands are provided continuously throughout a
mission and they are the carrier Doppler estimates (used by the C/C) and
the PN code chip rate Doppler estimates (used by the LRD). The
individual unit reports its status to ADPE tnrough the SCU. The
following features of the current system are worth noting:

e Doppler correction commands are required from the ADPE at all

times for proper operation,
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e There are no provisions for the ADPE to issue real-time changes
to unit parameters to take advantage of the information p ovided |
by the status signals. The only ADPE reaction is to restart the
system once an anomaly is detected. |

e The individual units function independently of one other.

The AIRS also takes setup commands from and reports its status to
ADPE as in the current implementation. However, the AIRS only uses the
Doppler correction commands during acquisition. After acquisition, the
AIRS generates its own Doppler estimates. Therefore, the interface
between the ADPE and the AIRS can be removed after the link has been
established except for configuration changes. During acquisition, the i
setup commands are similar to those issued by the ADPE. However, after
acquisition, the AIRS can generate more accurate link characteristics by
its own measurement than those provided by the a priori information.
These measurements are fed to a decision algorithm (expert system)
through a common data bus. The outcomes are used to instru-t the local
controller to modify the parameters of the functional module: to achieve
the best desired performance. The key features of the AIRS are:

e Detached Operation from ADPE

o Real-Time Intelligent Operation

e Integrated Operation

e Self Diagnostics

In what follows, we shall address the advantages provided by the AIRS
implementation.

2.2.1 Advantayes of Autonomous Operation

There are four major areas where the AIRS autonomous operation is
advantageous. These are:

)
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@ Reduced Dependence on ADPE
e Ease of Modification

® Real Time Qperation

e Improved Performance

2.2.1.1 Reduced ADPE Dependefrice

Since the AIRS performs its own Doppler compensation once it has
acquired, it can operate independent of the ADPE during the tracking
operation. The ADPE can be freed to devote its attention to other
processing needs of the ground station throughout the rest of the
mission. Also, the receive chain operation will not be interrupted by
possible disruptions in the ADPE. To accomodate emergency operations,
the AIKS allows manual entry to simulate ADPE commands.

2.2.1.2 Ease of Modificaticn

Currently, the setup commands from the ADPE contain both the data
link characteristics {e.g., Data Group, Mode, expected signal power,
data rates, etc.) as well as the settings for selectable unit parameters
(e.g., search rate, IF bandwidths, loop bandwidths, etc.). These
parameters are determined by the ADPE based on the estimated return link
characteristics. A similar set of software for making that decision are
incorpcrated intc the AIRS control so that the only setup commands
required frcm ADPE are those pertaining to data link characterization.
This way, the AIRS configuration and parameters setup are completely
ir :pendent of the ADPE. Any subsequent changes in the receiver
structure as a result of new mission requirements or equipment
modifications can be handled locally by the AIRS controller and wiil not
impact t.e ADPE. In other words, futdre modifications on the AIRS will

nn% alter the AIRS/ADPE protocol and interface. Presently, major ADPE
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software revision will be required since the changes must be made
compatible with other activities of the ADPE.

2.2.1.3 Real Time (pe "ation

The ADPE setup commands are yeared to achievirg the “best”
performance based on the a priori information on the user link
characteristics scheduled for mission support. The receive system
parameters are then frozen throughout the mission. However, after the
receive system has acquired the user signal!_ the receive system itself
is capable of generating better estimates on the user signal
characteristics than those based on a priori information. The best set
of receive system parameters may not necessarily be the same as one

dictated by the ADPE. In what follows, we shall dwell on some examples

to illustrate this point.

2.2.1.3.1 Signal Strength

The coherent AGC in the receive system is capable of providing an
accurate measurement on the received signal strength. This information
can be used to optimize the carrier and bit sync tracking bandwidths.
For example, if the signal strength is higher than the a priori
prediction, then the loop bandwidths can be opened up to allow for
tracking errors due to phase noise and dynamics. Similarly, the
pandwidths can be narrowed if the converse is true.

2.2.1.3.2 Wide Dynamics Operation

After acquisition, the receive system can measure the signal
Doppler accurately. It does not have to rely on the ADPE for Doppler
correction. This is particularly advantageous during a powered
flight. Since the ADPE can only predict the burn occurrence to within

+9 secs, the Doppler correction provided to the SSAR chain can be off by

-10-
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a frequency rate up to 765 Hz/sec for 39 secs. The tracking loops in
the current receive system must be able to track through this

transient. Since the Doppler is internally compensated in the AIRS, the
tracking loops will cnly see the frequency rate for a period of time
proportional to the Doppler update rate which is on the order of a
second or less. Since a tracking loop is more likely to slip and lose
tock while operating under stress, the probability of loss of lock is
aroporticnal to the duration of the stress application. Therefore, the
AIRS implementation is more tclerant to signal dynamics.

2.2.1.3.3 Reacquisition

Occasionally, the communication link breaks down due to an anamoly
during a support mission. Up until the signal is lost, the tracking
receiver has the most current estimate on the carrier frequency, PN chip
rate, and PN epoch uncertainty. These uncertainties are much smaller
than the initial uncertainty predictions given by the ADPE. The AIRS
can therefore use this information to help reduce the uncertainty range
to be searched during reacquisition. This way, the reacquisition time
can be reduced. In the current system (except to some degree in the
WDD), this information is ignored and there is no distinction between
acquisition and reacquisition.

2.2.1.4 Performance Improvement

The ability to monitor the link conditions allows the AIRS to
better match the receiver parameters with the i .coming signal
characteristics. This translates directly i-to BER, tracking and
ranging performance improvements. The AIRS is al-o capable of resolving
certain cases of I,Q channel ambiguities 2.g. wien the data rates are

close to each other) that the current s:»s .em i. not capable of doing.
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The AIRS relies on its monitor signals to achieve this ygoal. However,
these signals are either unavailable, inaccessible or impractical to be
made available to the ADPE in the current system.

Through the use of optimal receiver algorithms, the threshold
performance of the AIRS is greatly enhanced. Operationally, this means
that the AIRS can be used to support degraded operation involving
malfunctioning users.

2.2.2 Advantages of Integrated Operation

The AIRS subsystems are designed and interconnected to achieve the
best receive system function as a single entity. This provides several
advantages over the current system,

2.2.2.1 Reduced Hardware and Interface Complexity

Since the subsystems are not built as individual units, hardware
that perform similar functions can be shared. For example, the analog-
to-digital conversion function can be shared by both the carrier and the
bit sync loops. Other obvious examples are power supplies and interface
signal processors. In addition, since a single vendor is responsible
for the AIRS, the interface requirements between the units (e.g. the LRD
has to interface with the SCU and the L/MRBS) can be eliminated.

2.2.2.2 Ease of Maintenance and Self Diagnostic Capability

Reduced complexity translates directly into easier maintenance. In
particular, because of the digital implementation approach chosen by the
AIRS, maintenance is further simplified by reduced analog component
counts (required only at the front end of the receive sysem before A/D
conversion) and extensive use of digital components/numerical
algorithms. Digital components elimiﬁate the traditional analog

problems associated with drifts, aging and temperature sensitivity which
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requires periodic adjustments. In addition, the numerical algorithms

are amendable to self diagnostic procedures which greatly simplify
trouble-shooting. Because of the built-in intelliyence of the AIRS,
self diagnostics ca- be achieved in many levels. During operation, any
anamoly that causes a signal dropout will initiate a self-diagnostic
procedure to identily the origin of the failure mechanism, i.e., whether
it was a result of the receiver failure or an anamoly in the link
condition. The diagnostic procedure, whether during power-up or during
operation, will be used to isolate fault to the board level.

2.2.2.3 Performance Improvements

Integrated operations mean that the AIRS subsystem functions are
coupled tcgether. This is most noticeable for the various tracking
functions (i.e., code, carrier and bit sync loops). The AIRS employs a
rather sophisticated data-aided loop (DAL) design for carrier tracking
and bit sync. The advanages of a DAL implementation has been
demonstrated to some extent by the WDD (for which a rather simple DAL
implementation is employed). In particular, the inherent bit sync/data
detector performance of the WDD has been demonstrated to be superior
than the performance of the WDD used in conjunction with the L/MR bit
sync. No doubt, the more sophisticated nature of the AIRS will further
enhance this performance capability.

The DAL is also a better design in terms of the carrier tracking
and threshold perfomance. The AIRS will have a lower threshold and
smaller rms phase jitter for a given CNR input. The AIRS DAL also
eliminates undesirable lock points on the S-curve. Thus, it is capable
of differentiating between the I and d channel for unbalanced QPSK

signals. This eliminates certain [.Q channel ambiguities associated
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with the current system. In addition, since the bit sync and carrier
lo0op acquire simultaneously instead of sequentially, acquisition time is
‘ced.

The AIRS employs a Doppler compensation loop to minimize the loop
stresses. The Doppler loop is coupled with the DAL and improves the
tracking and threshold performance. Furthermore, the PN loop is aided
by the DAL to further minimize the PN loop stress. This improves the
ranging perfomance.

2.3 AIRS Operation Modes

The AIRS has three modes of operation. The two autonomous modes
(Modes 1 and 2) are very similar except for the receiver
configurations. The other mode, the test mode, is a mode where the
receiver is operated manually by a keyboard/display via an external
interface. The receiver parameter selections are menu-driven to allow
friendly user interface. All three modes can be controlled by a local
controller. Mode 1 and Mode 2 are normally controlled by a remote
controller/computer such as the ADPE.

2.3.1 Mode 1 - Normal Mode

The flow diagram for the autonomous modes (Modes 1 and 2) of
operation is shown in Figure 2.3. The AIRS accepts the setup commands
from the ADPE. The setup commands define the user signal
characteristics as shown in Figure 2.4, Based on these commands, the
receiver will be configured and parameters will be selected hy the AIRS
control unit to best-match the data characteristics. The receiver
configuration and parameters are distinct for Mode 1 and Mode 2. For
Mode 1, the flow diagram for acquisition is shown in Figure 2.5. The

various loops are configyured to take advantage of all the infcrmation of
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Accept Setup
Commands from
ADPE

Acquisition

L No

Report .
Anamoly to Yes
ADPE

Jiscontinue
Doppler

Corrections
from ADPE

y

Yes Autonomous
> Operation

Success
?

ADPE
Interrupt
)

g Reacquisition

A

Figure 2.3. Flow Diagram for Autonomous Mode (Mode 1 & 2) Operations.
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Mode Select (1, 2, or 3)
PN Code Tap Setting

I and Q Data Symbol Rate
1/Q Power Ratio

Code Search Direction
Epoch Delay

Search Range

Register A PN Code Kernal
Register B PN Code Kernal
DG-1/DG-2 Select
BPSK/QPSK Mode
Acquisition Start
Code/Uncoded
Combined/Uncoded

Differential Format

EIRP

Figure 2.4. List of Setup Command Functions
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the data characteristics of the incoming signal. For example, both the
I and Q channel signals are processed for acquisition and tracking und
tiie respective data rates are used to set the v 10us bandpass filter
bandwidths. (Currently, only the strong channel is used.) During
acquisition, the ADPE also providas AIRS with the dyanmic commands which
are the carrier Doppler and code Doppler corrections. Unce AIRS has
acquired, it signals ADPE to discontinue supporting the Doppler
compensation. From this point, the AIRS i< comnletely independent of
the ADPE and operates functionally as shown in Figure 2.6. However, the
ADPE ¢ 'n interrupt AIRS at any time to regain control the AIRS.

During autonomous oepration, the AIRS continually monitors for any
system anamoly such as loss of lock. If such an anamoly occurs, the AIS
enters a reacquisition mode. In this mode, the AIRS tries to reacquire
the signal in the most efficient manner by using all the signal
information mointored by the AIRS prior to the anamoly. If the
reacquisition is successful, the AIRS resumes autonomous oepration. If
the AIRS ..mnot acquire, after a preassigned amount of time determ:ned
by the search range uncertainties, the anamoly will be reported to ADPE
for attention. The . .S then continues to reacquire .ntil the ADPE
issues new setup command.

2.3.2 Mode 2 - Felxible Data Format Mode

The operational flow of this mode is very similar to wde 1 except
for the receiver configurations during acquisition and tracking. The
purpose of this mode is to allow the user to switch their baseband data
charateristics (data rates, uata formats) without having to reacquire _
the PN code and the carrier. To achieve this goal, the carrier loop and

the bit sync must be decoupled. In addition, the AIRS cannot use the
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data rates information in the PN and the carrier loops. It can only
assume that the highest data rate used is compatible with the user
transmitter ZIRP. Figure 2.7 shows the acquisition flow diagram for
mode 2. Note that two separate bit syncs are used and they acquire
independently. After acquisition the functional diagr. 1is shown in
Figure 8. Note that in this case, the bit syncs can lose lock
temporarily while the data rates are being switched. However, the PN
and carrier loops will still be in lock. Therefore, no PN and cacrier
loop reacquisition are necessary.

2.3.3 Mode 3 - Test Mode (Manual Mode)

In the test mode, the receiver is configured via external
interactive keyboard commands. The receiver parameters must also be
selected externally. In this mode, the AIRS allows external access to
various portions of the receiver. This also allows an operator to
experimentally optimize the receiver performance by deviating from the
autonomous control program of the receiver. This feature is helpful if
the AIRS is to be further modified to accomodate new requirements after
its development.

3.0 AIRS CONFIGURATIONS

Since the A'RS must accomodate a variety of data modulation schemes
under three different modes of operation, it possesses a multitude of
configurations. Surprisingly, the amount of hardware that needs to be
reconfigured is relatively small. This can be attributed to the use of
digital/microprocessor control techniques in the AIRS architecture. As
will be demonstrated shortly, any change in data modulation can usually
be accomodated via changing some nominal clock rates and parameters used

in the software.
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Figure 3.1 is the functional block diagram of the AIRS. The
received IF signal is split into two channels. These channels are first
processed by the PN subsystems if they are spread. The [ and Q channels
are then coherently demodulated and A/D converted to digital samples.
These samples, at a relatively high rate are processed in the digital
signal processing (DSP) subsystem to generate the detected bits or
symbols, carrier frequency and phase errors, bit sync timing errors, as
well as other monitoring siynals. The data rates of the errors and
monitoring siygnals at the output of the DSP subsystem are typicall
reduced to a few kHz so that they can be processed by che succeeding
microprocessor software. Based on these errors and monitoring signals,
the software residing in the microprocessor then makes fine adjustment
on the control and clock inputs to the A/D and DSP subsystem so as to
maintain coherent demodulation and synchronous data detection. The
exact control applied to these systems is a function of the modulation
format and the operating mode selected.

Depending on the user data characteristics and the operating mode,
the AIRS selects a particular configuration by arranging the hardware
paths, the appropriate PSP blocks, the set of appropriate software
algorithms, and a set of appropriate receiver parameters.

The user data characteristics are determined from the interface
data supplied by the service control unit (SCU). Figure 3.2 shows the
data characteristics that can be derived from the original SCU data.

The effective C/N0 can be estimated based on the minimum required Ep/Nog
and the data rate. The selection of the receiver mode (IRM) can be made
via external switches or as a new item supplied by the SCU uata.

The AIRS configuration table is shown in Figure 3.3. Depending on
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DATA CHARACTERISTICS

P LSE:
iFM/wo = 120 (D61-1,2)
1 = I ONLY  (DG1-3)
T = NONE (DG2)
SYMEOL FORMAT: (SBIT FORMAT IF UNCODED)
ISF/v = BI-FHASE
1 = NRZ
2 = UNENOWN

MODULATION FORMAT:

IMF/ O = BFSE (DG2)
1 = SEFSK  (DG2)
2 = UGFSK  (DG2)
I = BFSE*2 (DG1l)
4 = UNENOWN (DG2)

CODE_RATE:

ICR/O UNCODED
RATE 1/2
RATE 1/=
UNENOWN

DRI o I

non

FECEIVER MODE SELECTION:

IRM/0 = NORMAL MODE

FLEXIBLE DATA FORMAT MODE
TEST MODE

[T

1

OTHER FARMETERS:
1/0 FOWER RATIO
EFFECTIVE C/No
I BIT RATE
@ BEIT RATE

DERIVED INFORMATICN:

1. SYMBUL RATE = EBIT RATE / CODE RATE

Z. I CHANNEL EFFECTIVE C/No EFFECTIVE C/No

. 0 CHANNEL EFFECTIVE C/Na EFFECTIVE C/No
IOFR = I CHANNEL POWeR 7/ @ CHANNEL FOWER

Figure 3.2. User Data Characteristics.

* IQFR/(1 + IGFR)
/ (1 + I0QFPR)
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AIRS CONFIGURATIONS

FN CONFIGURATION

2-CHANNEL PN TRACE, STRONG CHANNEL ACR
I-CHANNEL FN TRACE AND ACR

E 'ASS PN SYSTEM

EBIT SYNC CNOFIGURATION
BI-FHASE (NRZ @ Z*SYMBOL RATE)
NRZ

N/A

FLL CONFIGURATION

BRI-FHASE (NRZ @ 2¥SYMBOL RATE)
NRZ

BI-PHASE

ONFIGURATION

c-Q=1)

DAOOQO

Pt MO

N
> I
=1
= I
= I

FLL CONFIGURATION
DATA-AIDED 2-FHASE COSTAS
DATA-AIDED 4-FHASE COSTAS
DATA-AIDED 4-PHASE COSTAS
2*¥DATA-AIDED 2-FHASE COS5TAS
N/A

N/A

N/A

M/A

2#2-PHASE COSTAS

4-PHASE COSTAS

AIRS Configuration Table.

{
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the data characteristics represented in Figure 3.3 by the various values

of the identifiers IPN, ISF, IMP, and IRM (see Figure 3.2 for what they
represent), the AIRS uses different configurations for the PN subsystem,
bit syncs, the frequency-locked loop (FLL) and the phase-locked loop
(PLL).

3.1 Configuration Rules

Before describing in detail each of the subsystems and laying out
all the different configurations, it is instructive to understand the
basic rules being applied.

3.1.1 Normal Mode

In the normal mode of operation, all the necessary information on
the adata modulation format are known. The AIRS will take advantage of
this knowledge to configure the receiver to exploit the modulation
structure. The tracking loops, i.e.. PN tracking loop, carrier recovery
loop and bit sync will operate on both the I and Q channel in a coupled
fashion, For example, in the DG-1 mode, there are two independent data
channels. However, since they both have the same carrier, the AIRS

. carrier recovery loop processes the phase error samples from both
channels. As another example, data-aided loops are used to obtain the
optimum performance.

3.1.2 Flexible Data Format Mode

The flexible data format mode only affects the receiver
configuration following PN despreading. Since the data modulation
format cannot be assumed known at any given time, the carrier loops must
be decoupled from the bit sync.

3.2 AIRS Subsystem Hardware

As shown in Figure 3.1, there ure three distinct hardware
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subsystems. They are the PN subsystem, the A/D subsystem and the DSP
subsystem.

3.2.1 PN Subsystem

The PN subsystem is used for DG-1 signal when the input signal is
spread. Initial acquisition is accomplished by using the CCD matched
filters when the input data rate is less than 50 Ksps.* The CCD
technique speeds up the acquisiticn process considerably at low data
rates by providing a parallel processing capability. At higher data
rate, because of the low number of PN chips to data bit ratios, the
advantages of the CCD matched filter diminishes (see Appendix A). In
addition, less than 1 s2c acquisition time can be accomplished using
consentional sequential detection schemes. Therefore the AIRS uses
sequential detection for data rate higher than 50 Ksps. The use of
sequential detection, however, does not involve additicnal hardware,
since the correl>tors required for sequential detection are shared with
the correlators required for tracking.

AIRS uses only one PN channel for acquisition, since there is no
simple way to take advantage of the signal power provided by the other
PN channel to aid acquisition, with the same level of complexity in
hardware. In case of DGl mode 1 or 2, the PN signal with the higher
power is used. For DG-2, the PN subsystem is bypassed.

A dithered eurly-late gated loop structure is used for PN
tracking, The dithered method minimizes the effects of hardware
imbalances while providing a potential 3 dB improvement over the strict

early-late gated loop. For DGl mode 1 and 2, the dithering is done on

*When Manchester coding is used, 25 Ksps.
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both the I and Q channel so that error signals from both channels can be
used, This provides a potential 3 dB improvement over a scheme which
tracks only one channel if both the I-Q channels have the same power.
For DG1 mode 3 where only the I channel is spread, the dithered 1cop
assumes the conventionai structure. The details of the PN subsystem
operation are described in Appendices A and B.

The CCD acqrisition technique is inherently digital in nature so
that the CCD acquisition unit interfaces with the AIRS microprocessor
software directly. In order to tap the power of the AIRS software, the
PN tracking loops and the portion of the PN acquisition system using
sequential detection are implemented in a hybrid manner. The outputs of
the correlators used in both systems are A/D converted. Loop filtering
and sequential detection functions are then performed in software.
Figure 3.4 shows the hardware arrangement for the tracking/sequential
acquisition subsystem. The accumulator (ACM) is controlled by the
dithering signal during tracking. For sequential acquisition, the ACM r
is controlled by the processor software. The digital data output to the
AIRS processor will be on the order of 1 KHz or less.

3.2.2 A/D Subsystem

Tne A/D subsystem is shown in Figure 3.5. The synthesizer provides
the local reference for coherent demodulation. The incoming data is
filtered by the bandpass filter. The filter bandwidth is selected as a
function of the incoming symbol rate. The bandwidth is selected so as
to minimize the signal distortion on the filter output while maintaining
the output signai-to-noise ratio to be as hign as possible. The
baseband signal at the mixer output is amplified to a suitable amplitude

for A/D conversion by the gain control amplifier (GCA). The GCA serves
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to close the coherent AGC loop.

In the scheme depicted in Figure 3.5, two separate A/D converters
are used to sample the inphase and quadrature channel. Another
possibility is to use one A/D conve~ter to sample directly at 4x the IF
frequency of the incoming signal as done in the Wide Dynamics
Demodulator (WDD). This eliminates tne need for the two mixers.
However, this technique is judged to be unsuitable for the AIRS
application as discussed in Appendix I.

The output of the A/D is routed to two accumulators (ACM). ACMy
(and ACM, in the lower branch) is the data accumulator because its dump
clock T1 is normally coherent with the symbol clock so that its output
is an approximation to the optimum inteyrate and dump matched filter
detector. Notice that clock for Tl is higher than TS. The midbit
accumulator ACM, (L\CM4 in the lower branch) is nermally dumped at the
same rate at Tl’ however, its phase differs from TZ by half a cycle.
Tnerefore the accumulator output is approximately the integral of the
first half of a symbol and the last half of a previous symbol. This is
illustrated in Figure 3.6. However, the clocks for T, and T, can be
related in a different way for some configurations. The A/D samples are
also available directly as Ay (Bl)'

In the normal mode of operation, the A/D sampling clock, at an
integer multiple of the data rate, is derived from the bit sync clock.
In the flexible data format mode operation the sampling rate is set to a
rate determined solely by the highest data rate that the signal power
can support. This is done becasue the actual data rate can vary without
the knowledge of AIRS. Tying up the sampling clock with the data rate

does not provide any advantage.
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(b) A/D Sample Clock

I I

(c) T1 Dump Clock

A I |

(d) T, Dump Clock
2

Fig. 3. 6. Typical Timing Relationships. (The dump clock

transfers the ACM content and resets the ACM for the
next summation.)
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3.2.3 DSP Subsystem

The digital samples from the A/D subsystem must be further
processed before they can be used as inputs to the microprocessor
software. The DSP subsystem corsists of several blocks, each of which
performs a distinct function as shown in Figure 3.7. Depending on the
receiver configuration, appropriate outputs of the DSP subsystem are
routed to the software. Notice that in the flexible data format mode,
there is a separate DSP block for bit sync and for carrier recovery. In
the normal mode, the DAL DSP block is used.

3.2.3.1 Frequency Error Signal Generator

The frequency error signal generator serves as the frequency error
detector for the frequency-locked loop (FLL) and its implementation is
shown in Figure 3.8. The dump rates for T; and T; is equal to M x of
the symbol rate where M is an integer between 5 and 15. The sampling
rate is nominally set at 32 times the symbol rate until it reaches the
sampling speed limit. At that point, it reduces to the largest integer
muitiple of the symbol rate that does not exceed the sampling speed of
the A/D converter.

The accumulator serves to filter as well as to slow down the data
. rate of the FLL error signal to match that of the software. Since the
FLL bandwidth will be less than 10 Hz, the ACM can be dumped at a rate
less than 1 kdz.

Also shown is the signal to be processed by the software for lock
indic~tion. The lock indicator signal is proportional to cos AT while
the frequency error is proportional to sin Auly when the FLL has
acquired lock. Since aul; is small cémpared to 1 radian by design

during tracking, a comparison between the two signals can be used to |
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DATA

DETECTED SYMBOL,

[ ™|DETECTOR/ =" SOFT-DECISION
| ONVERTER SYMBOL
%

i 1 = R FREQUENCY ERROR,
350 —™ v psp LOCK INDICATOR
A e AN AN -

2 BPSK TIMING ERROR,

L—————N AL > PHASE ERROR,
NI LOCK INDICATOR
+— DSP
BIT SYNC . TIMING ERROR,
Age—p AN M R LOCK INDICATOR
—
PLL | o PHASE ERROR,
A s LOCK INDICATOR
o AGC ERROR,
> DSP SIGNAL STRENGTH
INDICATOR
Fig. 3.7. DSP Subsystem.
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indicate lock.

3.2.3.2 Data-Aided 2-Phase Costas Loop DSP

Figure 3.9 shows the DSP block required for generating the DAL
errors, Notice that Tl’ T2 and T3 are all derived from the bit sync
clock. T, and T, are the same and Ty is offset from them by half a
symbol. The errors are output at a rate of roughly 10 x the loop
bandwidths. The lock indicators consists of filtered versions of A;,
Ay, and Aj. When the system is locked, A} =0, A, = |cos o, and
Ay = |sin ¢|. Bit sync lock can be indicated by comparing A; and A,
while carrier lock can be indicated by comparing Az and A3.

3.2.3.3 Data-Aided 4-Phase Costas Loop DSP

Data-aided 2-phase DSP from the [ and Q channel are combined to
form the 4-phase DSP as shown in Figure 3,10, For staggered QPSK the I
and Q sampling clocks are the same and the dump clocks from the I
channel is offset from those of the Q channel by half a symbol. For
general unbalanced QPSK (UQPSK) operation, the sampling clocks and dump

clocks for the I and Q channels are unrelated.

3.2.3.4 Flexible Data Format Mode PLL DSP

A novel approach is used for the flexible data format mode DSP for
generating the phase error as shown in Figure 3.11. The A0 and By are
dumped at 4 x the highest symbol rate allowed by the flexibie data
format mode. The (AO,BO) pair defines the phase angle of the signal
vector. The ROM converts this phase angle to a phase error. The rate
is slowed down by t.: output accumulator for the AIRS software.

Figure 3.12 shows the required programming for the ROM. The phase

angle o, defined by x = Ag and y = By defines an address (x,y) of the
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LOCK INDICATOR
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> ACM

PHASE ERROR
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e ACM DUMP RATES

LOCK INDICATOR

o T3=T, = (SYMBOL RATE)™!
o T, OFFSET BY HALF SYMBOL

Fig. 3.9. Data-Aided 2-Phase Costas DSP.
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o DATA-AIDED 2-PHASE COSTAS LOOP DSP FROM I AND Q CHANNEL

!A___,_

1 2-PHASE == 1 TIMING ERROR

I € A, s=me—etye
2 DSP(1) Josamnipee PHASE ERROR

| Ay

:
MTT ase | Q TIMING ERROR
Q3 h— psp(q) [ PHASE ERROR

A3—-—-=-

.

& SQPSK
o ACM DUMP RATES
T, = T, = (Symbol Rate)™*
T2 Offset by Half Symbol
1&Q Dump Clocks Staggered by Half Symbol

e UQPSK
e ACM DUMP RATES
T, = Ty = (1 or Q Symbol Rate)™!
T2 Offset by Half Symbol
18Q Dump Clocks Unrelated

Fig. 3.10. Data-Aided 4-Phase Costas Loop DSP.
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ROM. The content of the ROM at that address is proportional to the
entry in the table shown in the figure. For example, for BPSK
modulation, the ROM content will be porportional to 6= if 9 is in
quadrant B. In general, if the modulation is not specified, then BPSK
must be assumed for DGl and UPQSK must be assumed for UQPSK. It is
interesting to note that a for UQPSK is selected as a compromise between
a l:1 and a 4:1 power split. When A = 45° this is optimal for balanced
QPSK (1:1). When a = tan'1(1/2) = 26.6°, this is optimal for (4:1)
unbalanced QPSK. The penalty in not knowing the power split is an
increase in jitter due to this 9° average offset.

The signal for lock indicator derived from A; is proportional to
|cos ¢| where ¢ is the phase error. The signal derived from A, is
proportional to |sin ¢|. Lock indication can be obtained by comparing
the two signals.

3.2.3.5 Flexible Data Format Mode Bit Sync DSP

In this mode, the bit sync must operate independent of the PLL as )

reflected in Figure 3.13. Notice that the samples A; come directly from
the A/D converter. The integrate-and-dump is accomplished in this DSP
blocks. The dump clocks are controlled by the bit sync synthesizer as
done in a conventional DTTL. The detected data out of the full symbol
ACM is also sent to the data detector DSP.

The full sybmol magnitude is much larger than the mid symbol
magnitude when the bit sync has acquired. They can be used for lock
indication.
3.2.3.6 AGC DSP

The processing block for AGC is shown in Figure 3.14, Every time

the A/D sample registers an extreme value (e.g. 1 or 64 for a 6-bit A/D
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converter), the counter outputs a one. This is accumulated for a number
of samples so that when the ACM is dumped, its content is proportional
to the out-of-range probability. The output rate to the software is
approximately 10 x the AGC bandwidth.

The mean of |A;| is proportional to the signal amplitude and is
used in the software that computes signal strength. The technique is
explored in Appendix H.

3.2.3.7 Data Detector DSP

The purpose of the data detector DSP shown in Figure 3.15 is to
pravide soft (6 bit) and hard decision (1 or 0) detected symbols. In
case of Manchester-coded symbols, the symbol is converted first to NRZ
symbols. This conversion involves an ambiguity. The DSP block is
capable of resolving this ambiguity. The technique used and analysis of
its performance is documented in Appendix dJ.

3.3 Software Algorithms

There are four main functions of the microprocessor software. They
are:

e Loop Filtering

# Synthesizer Control

e Monitor

o Logic
The first two functions are required to close the carrier loop and the
bit sync. The third function is implemented to monitor the status of
the receiver. The last function is used to configure the receiver,
select the appropriate parameters and control the sequence of various
operationa' procedures such as acquisftion or reacquisition,

3.3.1 Loop Filtering
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4; The loop filtering algorithms takes an input digital
sequence {xk} from the DSP subsystem and generates an output sequence by

computing
PR R PRI

The coefficients a, b, and ¢ define the loop order (up to third order
loop' : the loop noise bandwidth., The selection of these coefficients
is done during the setup phase based on the given user

characteristics. They are modified if a better user characterization
can be obtained. e.g., after the receiver has acquired so that there is
a better estimate on the signal level. These coefficien.> are also
changed when, for example, the PLL switches to a third-order loop from a
second-order loop after the initial acquisition. When the DSP loop
error signal samples are available from both 1&Q channels, they are
weighted by the respective power split and combined before they are
processed by the filtering algorithm. This is done for QPSK (DG-2)
signals.

s 2.3.2 Synthesizer Control

The filtered output y, is used to control the frequency (phase) of
the appropriate synthesizers to close the carrier recovery and the bit
sync loop. The filtered phase error controls the frequency of the local

reference used to coherently demodulate the signal in the A/D

subsystem. The filtered bit sync error is used to contral the frequency

of the bit sync synthesizer from which the TS, Tl, T2, and T3 clocks in

.

the A/D subsystem and other clocks 1n the DSP subsystem are generated.

3.3.3 Monitoring

¢ | 9
o[z. nam '
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Lock detector indicators and the signal strength indicator are
lowpass filtered using a recursive difference equation similar to the
loop filtering operation described above. The appropriate filtered
signals are compared to verify lock (see Appendix K). The signal
strength indicator samples are averaged and scaled properly to provide
the signal strength estimate. These operations are performed
continusouly as long as the AIRS is in operation.
3.3.4 Logic ‘
The logic portion of the AIRS software is probably the most
intricate of the software functions. It defines the acquisition,
reacquisition, self-test and diagnostics sequence. It sets the receiver
configuration (hardware, software and parameter selections) as a
function of the set up commands. Currently, it is conceived to use a
tree structure for the decision making., Howaver, the AIRS concept is
well adapted to be implemented as an expert system using artificial
intelligence (AI) tecnniques.
3.4 Parameter Selection
The selection of the AIRS subsystem parameters such as carrier and
bit sync loop bandwidths is pased upon a tradeoff between a set of the
drivers such as: |
® Acquisition time i
e Reacquisition time |
® Mean slip time
e Phase noise
@ Dynamics
e BER
The effects of these drivers have been considered in this report (see
:
o[:'n.@m_
-48- =\
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Vol. 1, Appendices F,L). Fortunately, the AIRS has been designed so
that most of these drivers can be accomodated in a very simple manner.

Typical carrier loop mechanizations require a compromise between
the 1oop bandwidth for acquisition and tracking since the acquisition
performance improves with a larger loop bandwidth while the tracking
performance degrades. The AIRS gets around this problem by using a FLL
to aid acquisition and a third-order loop to minimize the effect of the
dynamics so that the PLL loop bandwidth can be designed based on mean
slip time and phase noise alone.

In what follows, we consider various parameters and suggest values
to be used for the key subsystems of the AIRS. If the operation of AIRS
is compatible with the WDD, the system parameters will be selected on
that basis. However, the AIRS simuiation will be used as a tool to
optimize these selections when the AIRS is ready for a final design.

3.4.1 Frequency-Locked Loop

Tne PLL is first-order since a first-order loop has the best
acquisition performance for this application. In order to acquire the
+4.2 kHz frequency uncertainty within a shert time (~ 1 sec) at the
lowest acquisition signal level, a multiple bandwidth technique can be
used. As an example, the FLL can initialize with a 6 Hz bandwidth,
reduces to 3 Hz at the end of 0.2 sec and further reduces to .3 Hz at
the end of 0.6 sec.

At higher signal levels, the loop bandwidth can be switched
sooner. The actual switching time to achieve optimum performance can be
determined by the AIRS simulation.

When the signal level is high (i;e., for symbol rate > 20 ksps),

the use of FLL does not provide any advantage since a PLL can be
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designed to acquire rapidly and without any possibility of false-locking
to data side-bands. The situation is considered in the PLL discussion
to foilow.

3.4.2 PLL

The PLL is designed to first acquire phase with a second-order loop
configuration and then to switch to a third-order loop for tracking. A
selection of the bandwidth and loop order are shown in Table 3-1. The
symbol rate is the sum of the I and Q channel. Notice that if the
symbol rate is higher than 20 Ksps, a 5 kHz bandwidth loop is used to
acquire frequency directly, without first aiding with a FLL. Again, the
AIRS simulation can be used to optimize these parameters.

The selection of the lower limit of the PLL is based on satisfying
the worst case tracking signal to noise level of C/Ng = 28 dB-Hz. This
will give a rms phase jitter of about 11° theoretically. This will also
yield a slip time of about 90 minutes (see Appendix L). However,
because of phase noise effects, the phase jitter will be slightly higher
and the mean slip time will probably be on the order of 1 minute.
Ideally, the phase jitter can be reduced by decreasing the loop
bandwidth. In practice, oscillator phase noise of the system will begin
to dominate at low loop bandwidths and introduce an additional component
of the jitter which can make the total higher than the 11°.

In Table 3-1, notice that the loop bandwidth selection is
determined by the symbol rate. This, of course, assumes that the signal
level is barely meeting the BER requirement. In many cases, the
transmitter will be transmitting more power than required for certain
bit rates. In this case, the loop bandwidth can be modified to provide

better performance. The AIRS will take advantage of the information
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Tab]e 3-1.

TRACKING

[4Q Symbol Rate (Ksps)*

SR <1
1 < SR < 18.3
SR > 18.3

ACQUISITION

14Q Symbol Rate (Ksps)*

SR <3
3 <SR < 20
SR > 20

*NRZ only. Half for Manchester-coded symbol

E

AIRS Carrier Loop Bandwidth.

Loop Urder Loop Bandwidth
Third 23 Hz
Third (.023) x SR ‘
Third 420 Hz ;
;
l
Loop Order Loop Bandwidth ;
Second 90 Hz k
Second (.029) x SR
Second 5 kHz
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provided by the signal strength estimator for this purpose.

3.4.3 Bit Sync
The bit sync bandwidths can be selected as follows:

Symbol Rate, 1/Tg B Tg (%)
< 10 Ksps 1.5

10 - 250 Ksps .78

0.25 - 1 Msps .39

1 - 6 Msps .2

a
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4.0 AIRS AND WDD CUMPARISON

To a certain degree, tne wide dyanmics demodulator (WDD) is a
predecessor of AIRS. This is exemplified by its digital implementation
and its use of the data-aided loop for carrier and data clock
recovery. In this section, the AIRS and WDD are compared in terms of
their functional characteristics and implementation techniques. This
serves to highlight some of the improvements that are designed into the
AIRS. In addition, some unique features of AIRS are given.

4.1 Functional Characteristics Comparison

Figure 4.1 summarizes the differences beiween the AIRS and the
WDD. The WDD is designed to replace the low rate demodulator (LRD) and
therefore is basically a low data rate PN/BPSK demodulator. The bit
sync and data detection capability is a byproduc’ of its data-aided
carrier recovery loop. The AIRS, on the other hand, is a complete SSA
return receive system that replaces the LRD, the medium rate demodulator
(MRD), and the low and medium rate bit syncs (LRBS,MRBS). Therefore, it
is a dual channel PN/BPSK and UQPSK demod. a*aor and bit sync. It also
interfaces directly with the Viterbi decoder (VD) to form an integrated
receive system.

The WDD is chartered to provide wide dynamics operation. The
technique employed is to use a third-order loop for carrier recovery.
The AIRS also employs a third-order loop. In addition, it performs its
own Doppler compensation, so that in a typical operational scenario, the
Doppler rate uncertainty can be reduced significantly. This further
enhances its dynamics handling capability.

The WDD reacquisition is basically the same as its acquisition

except that the search range is reduced. The AIRS uses a multistep
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DD AIRS
e REPLACES LRD . REPLACES LRD, MRD, LRBS, MRBS
e UP TO 300 Kbps e UP TQ 3 Mbps

¢ WIDE DYNAMICS CAPABILITY o IMPROVED WIDE DYNAMICS

CAPABILITY
® REACQUISITION MODE s IMPROVED REACQUISITION
e SINGLE STEP e MULTISTEP

® ACQUISITION PERFORMANCE ) IMPROVED ACQUISITION
e 15 SEC AT THRESHOLDS e 1 to 4 SECS

e FIXED LOOP BANDWIDTHS o VARIABLE LOOP BANDWIDTHS

Figure 4.1. Functional Characteristics Comparison Between AIRS

and WDD.
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reacquisition strategy to adapt the searching algorithm to the diffusion
of uncertainties as a function of the time from loss of lock.

The acquisition performance for the WDD is comparable to (slightly
worse than) the LRD. The AIRS uses a parallel searchinyg technique
implemented with CCD to speed up the acquisition time at low signal
levels.

Finally, the AIRS uses adaptive loop bandwidths to handle received
signal level variations.

4,2 Implementation Techniques Comparison

A comparison of implementation techniques used by the AIRS and the
WDD is shown in Table 4-1.

4.3 Unique AIRS Features

Features unique to AIRS are shown in Figure 4.2. These features

are not found in the WDD.
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WD

D
PN ACQUISITION )

® SINGLE-CHANNEL SEARCH

o SEQUENTIAL DETECTION
REQUIRES AGC CAL

e FALSE LOCK PROTECTION
WITH VARIABLE THRESHOLD
TECHNIQUE DEGRADES
THRESHOLD PERFOMANCE

PN TRACKING °

e ONLY ONE CHANNEL IS
TRACKED

@ MODIFIED E/L DESPREADER

e FIXED BANDWIDTH

CARRIER ACQUISITION °

e ONE CHANNEL

e SWEEP ACQUISITION REQUIRES
FALSE LOCK REJECTION
ALGORITHM THAT CAN BE TIME
CONSUMING

CARRIER TRACKING .
o ONE CHANNEL
e SECOND/THIRD ORDER
LOOP
e FIXED BANDWIDTH
IF SAMP.ING AT 5 MHz .
REACQUISITION (ONE STEP) e

e FREEZES PN LOOP AND
PERFORMS CARRIER REACQ

AIRS
PN ACQUISITION

® MULTI-CHANNEL SEARCH

® FOR 4-CHANNEL SEARCH ONLY;
NOT REQUIRED WITH CCD
IMPLEMENTATION

e MULTI-CHANNEL OPERATIONS
ALLOWS FALSE LOCK
VERIFICATION AFTER CODE HIT

PN TRACKING

o UP TO TWO CHANNELS ARE

TRACKED (3 dB IMPROVEMENT)
e DOUBLE TAU-DITHERED LOOP
o VARIABLE BANDWINTH

CARRIER ACQUISITION

o BOTH CHANNELS
e FLL IMPLEMENTATION CANNCT
FALSE LOCK

CARRIER TRACKING

e BOTH CHANNELS

e SECOND/THIRD ORDER LOOP
AND DOPPLER COMPENSATION

® VARIABLE BANDWIDTH

BASEBAND SAMPLING

REACQUISITION (MULTISTEP)

o DISTINGUISHES BETWEEN PN,
CARRIER AND BIT SYNC LOSS

OF LOCK COMBINATIONS
e WAIT, MINISEARCH & COLD START

Table 4.1. .Implementation Comparison of WDD and AIRS.
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o INTEGRATED DEMOD/BIT SYNC/DECODER OPERATION
¢ AUTONOMOUS STAND ALONE OPERATION

¢ PROVISION FOR RFI MITIGATION

e DOPPLER COMPENSATION

e AUTONOMOUS (NORMAL)/FLEXIBLE DATA/TEST MODE
e I/Q CHANNEL AMBIGUITY RESOLUTION

e VARIABLE LOOP BANDWIDTHS ALLOWS REAL TIME PHASE NOISE/
THERMAL NOISE TRADEOFFS

Figure 4.2. Unique AIRS Features.
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5.0 AIRS ANALYTICAL/SIMULATION SOFTWARE

The primary purpose of the AIRS simulation software is to provide a
computer emulation of t{he AIRS hardware and the AIRS software
algorithms. The simulation is a tool for checking out and verifying the
soundness of the technique used to implement the AIRS, and for exposing
bugs and problems in the early stage of the design. The software tool
is also used to evaluate and predict the performance of various AIRS
subsystems. Finally, the software tool can be used to select the
various system parameters whenever a tradeoff exists.

Since .he algorithms developed in the software simulation can be
transferred to the AIRS microprocessor software with minor modifications
(perhaps to accomodate the microprocessor computation cycles), a strict
Monte Carlo technique is adopted whenever possible. In the cases where
the Monte Carlo technique is impractical and/or overly time consuming,
the software is supplemented with analysis.

Figure 5.1 shows a typical application of the AIRS software. In
this case, the simulation is used to optimize a design parameter.

5.1 AIRS Simulation So:tware Structure

The AIRS simulation software package is designed to evaluate the
performance of the AIRS in terms of acquisition, tracking, BER and
reacquisition. The software is organized into the following modules:

a. Interface module

b. Configuration module

c. Performance module
The interface module is used to translate the output of a CLASS
execution module, whose purpose is to .define the 1link conditions and

user characteristics such as data group and modes, into a form usable by
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Figure 5.1. DESIGN PROCEDURE BY USING SOFTWARE ANALYSIS T00L
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the succeeding configuration module. The confiyuration module is used

to define the setup of the AIRS as a function of the link and user data

characteristics, under the criterions established by the selected mode

of receiver operation. Finally, the performance module computes and

displays the various desired performance measures.

5.1.1 Interface Module

The pertinent output from the CLASS module defines the data
characteristics for the I and Q components as weli as the received
effective C/Ny. The interface module translates the CLASS outout into
an explicit description of the I and Q channels. They describe:

a. Data format (NRZ/bi-phaie)

b. Data rate

c. Code rate

d. PN spreading

e. BPSK/QPSK

v. Power ratio

g. Effective C/Ng
A summary of the I and Q channel characteristics are displayed as part
of the interface module output.

5.1.2 Configuration Module

The configuration module takes the output of the interface module,
and based on the selected mode of receiver operation, configure the AIRS
signal porcessing architecture. The output of the module is a summary
of the AIRS configuration for:

a. PN acquisition

b. PN tracking

¢. Frequency acquisition
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d. Carrier tracking
e. Bit sync
as well as the associated subsystem parameters.

%.1.3 Performance Moduie

The performance module is a collection of software packages that

are used to predict ARIS subsystem performance. The module uses a
combination of analysis and Monte Carlo simulation as shown in Figure
5.2 .he performance packages that are analytical in nature are:

a. PN acquisition package

b. PN tracking package

c. BER package

d. Decoder package
the performance packages that are Monte Carlo in nature are:

a. Frequency acquisition package

b. Carrier tracking package

Cc. Bit sync tracking packaae

d. Carrier/bit sync %racking package
These pack. es can be ysed to support four main executive programs that
datermine AIRS sytem acquisition, reacquisition, tracking, and BER
performance, The interconnections between the modules and the main
prograns are shown in Figure 5.3. The packages all employ a user-
friendly interactive approach to help the user define the pertinent
subsyst2m parameters.

5.1.3.1 Analyticel Packages

5.1.3.1.1 PN Acgquisition Package

The PN acquisition packa~e determines both ti. mean time to acquire

and the time to acquice wi.% v probability for three PN acauisition
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schemes. Two schemes are based on using CCD PNMFs and one scheme is
based on multi-channel sequential search,

5.1.3.1.2 PN Tracking Package

This package determines the initial pull-in, tracking, and slip
performance of the configured subsystem. The output performance
measures are: pull-in time, rms PN chip jitter, and mean time to lose
lock.
5.1.3.1.3 BER Package

This package determines the bit error rate (BER) for uncoded data
or the symbol error rate (SER) for coded data. For coded data the BER
package also computes the probability mass at each quantization level.
There are two portions of the package. The first one deals with the
transient BER, i.e., during acquisition and high dynamics operation.
For the transient BER computation, the effects of the mean carrier phase
error are incorporated. The second portion deals with steady state
operation. For the steady state BER computation, the effects of phase
jitter and timing jitter are considered.

5.1.3.1.4 Decoder Package

This package computes the aecoded BER for convolutionally encoded
data. It is based on computing the computational cuteff rate of the
quantized symbol.

5.1.3.2 Monte Carlo Packages

The main purpose of the Monte Carlo packages is to duplicate the
AIRS hardwaie/software structure, so that it can be checked for
potential problems. As such, the Monte Carlo packages should not be
used for extensive performance predictions as the computational time

will be prohititively long.
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5.1.3.2.1 Frequency Acquisition Package

This package duplicates the AIRS algorithms. The received signal
is sampled and processed in the manner of a frequency-locked loop. The
algorithm stops once the incoming signal carrier frequency can be
matched to within 25 Hz. This is done by implementing a lock
detector. The output of this package is the mean time to acquire
frequency lock.

5.1.3.2.2 Carrier Tracking Package

This package is used in the Flexible Data Format mode in which the
carrier loop and the bit sync loop must be decoupled. The output of
this package is the mean time to acquire phase lock, the mean phase
offset (which will be a function of time during transient), the rms
phase jitter. The mean time to lose lock determination is partly
analysis and partly simulation.

5.1.3.2.3 Bit Sync Tracking Package

This package is used in the Flexible Data Format mode in which the
carrier loop and bit sync loop must be decoupled. The output of this
package is the mean time to acquire timing, the mean timing error, the
rms time jitter, and the mean time to lose lock. The mean time to lose
lock determination is partly analysis and partly simulation.

5.1.3.2.4 Carrier/Bit Sync Tracking Package

This package is used during normal operation in which a data aided
tracking loop configuration is used. In this case, the bit sync and the
carrier loop acquires simultaneously. The output is the mean phase and
lock acquisition time, the mean phase and clock error, the rms phase and
clock error, and the mean time to lose carrier and bit sy~ lock. The

mear time to lose lock determination is a combination o* 'ysis and
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Monte Carlo simulation.

5.2 An Application Example

Figuare 5.4 shows an application example of using the AIRS software

to determine system acquisition time. Notice that the analytical
portion of the software computes the time spent during code search, code
loop acquisition, and Viterbi decoder node sync. The time spent during

frequency, phase and bit sync acquisition are determined via Monte Carlo

simulation,

LinCom—
-66-

S s e M. ¢ B sl Tom e

LT TR R —— - e nremmmems @i S -.-—M—n . . m_

- . - — T —
T v
Y - -

Ch e — .



[

— =\U~\NNO

i

[ ESP U

oa-— ¥

X

!

L
I PR Qo iV

ORIGIN

- e — e a—

"BWL] UO}3ILSLNDIY SYIy p°G S4nbLy

0T4Y) 3LNOW

|

DIV
INAS 119

e
o<t

-5
11

L <T]

0dY
4300330

QJv
d007 3d02

HJYVY3S 3003

TVITLATUNY

zab Uy |

1%




ar

RN 10 S SRR

[_—o[:'n om

APPENDIX A
RAPID PN ACQUISITION SCHEME> FOR AIRS:
TECHNIQUE, ANALYSIS AND PERFORMANCE SIMULATION

This appendix is a revised and updated version of an earlier technical
report, TR-0484-8211, prepared by Y. T. Su and C. M. Chie under this

contract.
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1. Introduction and Summary

1.1 Introduction and Objective

An Autonomous Integrated Receive System (AIRS) has been proposed by
LinCom to improve the current Tracking and Data Relay Satellite System
(TORSS), ar.d to use as a receiving system for the future Tracking and
Data Acquisition System (TDAS). The object of this study is to examine
in depth three possible code acquisition subsystems for the AIRS, namely,

e serial search using charged-coupled device (CCD) pseudonoise
matched filter (PNMF)
e paraillel search using PNMF
e four-channel parallel search using sequential detect 'nn,
and to develope a software analysis tool for predicting the performances
of these systems.

The software package is to have many useful features, for example,
it can

o generate the operation characteristics for different detector
ccnfigurations, parameterized by SNR and integration time

¢ produce sensitivity curves (or data). e.g., detection (false
alarm) probability vs. threshold, noise power, SNR, etc.

o evaluate the system performance (with given design parameters)
under different SNR environments

e optimize system parameters.,

1.2 Organization of the Report

This report is organized as follows.
Section 2 defines the general PN acquisition problem and classifies
search algorithms, Section 3 describes and motivates the three schemes

to be investigated. Section 4 identifies assumptions needed for
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analysis and summarizes performances of various systems. Conclusions
and some suggestions for further studies are contained in Section 4.
Appendices A to G detail the performance analysis and software
applications.

An executive summary is contained below in section 1.3.

1.3 Executive Summary of Progress and Results

We have developed analytical models for the three acquisition
subsystems mentioned in Section 1.1. Complete performance measures,
e.g., mean acquisition time, time for 90% acquisition, and a
corresponding software package (as one part of the AIRS demonstration
program) which contains the features listed in Section .1 are
obtained. In the course of analyzing system performance, we have
developed analytical expressions, both exact and approximation. For
detection and false alarm probabilities of each detector structure
involved, Efficient numerical algorithms for computations are also
found. To assess, according to merit, the three candidate systems,
numerical optimizations have been performed. As expected, the CCD
receivers out.erform the sequential detection method. For the two
receivers using CCD PNMF, the serial search :s superior to the parallel
search though this advantage dwindles as the reference C/Ng increases.,

The AIRS' current acqui<ition requirements are summarized in Table
1-1. This study has found that these requirements can all be met by
both CCD systems without difficulty, as exemplified in Table 1-2. This

table is evaluated with the following parameters:

Code Epoch Timing Uncertainty $+1900 chips
Reference C/N for One Channel 36.5 dB-Hz
Number of Doppler Bins 3




Table 1-2. Acquisition Performance for Algorithms
Using CCD PNMF
Algorithm Parallel Search Serial Search
Acquisition Time (sec.) 3.95 3.89
Acquisition Probability 0.914 0.925
Number of CCD PNMF's 8 8
Per Channel
Length of a PNMF (cells) 255 255
Required Memory Size (bits) 210 210
for Noncoherent Integration (- 8K) (-~ 8K)
n g7
3 c:JLlll m
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Table 1-1. Acquisition Time vs. C/N0 and Mode Requirements
for the AIRS
ACQUISITION TIMES FOR 97% ACQUISITION
C/N0 dB-Hz 5 SECONDS 15 SECONDS 45 SECONDS
39.5 N/A DG-1 Modes 1, 2A, 3 DG-1 Mode 28
DG-2 Modes 2A, 3 DG-2 Mode 2B
49.5 DG-1 Modes 1, 2A, 3 DG-1 Mode 2B N/A
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y
i Sampling Loss 2.5 dB
: Doppler Loss 0.4 dB ‘
y Data Transition Loss 0.2 dB :
i PN Code Rate 3M chips/sec
T IF Bandwidth 6 MHz
CCD Transport (Sampling) Clock Rate 6 MHz
The inclusion ot the 4-channel sequential detection method serves
to illusirate the suneriority of the CCD receivers. ror example, with .
the same set of parameters shown above, the minimum mean acquisition 1
- times (in sec) for the CCD receivers are 2.47 (serial) and 3.95
(parallel) respectively while that for 4-channel sequential detection is “

at least 6.65. N-t=4 that the minimum mean acquisition times for the '
C.N receivers are - «»verent from the acquisition times in Table 1-2. !
The reason is that the data ovtained in Table 1-2 is based upon the
criterion of minimizing the time required for 90% acquisition.

The above numerical results are snown in part to highlight the
versatility of the scftware analysis tool developed by this study. Not
only the gnals set up in Sec. 1.1 are accomplished but several more
functions are added. Among these additions are the capabilities to:

e Obtain the optimai system parameters under the criterion of
either minimizing the mean acquisition time or the time for 90%

acquisiticn,

o Estimate the correlation loss due to pre-despreading filtering.
¢ Help to decide between performance and complexity (i.e., number
¥ of channels, iength of CCD PNMF's, bin width, ar? bit npumbers).

e ; Deiails can be fourd in Appendix G.
¥

- o[:'nGm -

Y ;. -75-
- D '
-— ) - T - s.— o A M GRF T R,

et e ar m FsT T e ST . : - P



— ill‘ifi)l’l

Z. Background

The PN acquisition problem can be defined as to find a pair of

Doppler and code phase estimate (;d’ ;) for the incoming waveform:
y(t) = v2S d(t) P (t-1) cos[(u +uy)t+e] +n(t) (2-1)

such that

|iog =g | <80, (2-2a)

and |c-t|<sT_. (2-2b)

In the above expression, Pn(t-r) is the received PN code with rate
Tc’l, delayed by t with respect to an arbitrary time reference, d(t) is
the data modulation, n(t) is additive white Gaussian noise with a one-
sided power spectral density Ny. S, w. and ¢ are the carrier's power,
frequency and phase respectively and wy is the Doppler frequency. ihe
requirement of simultaneous Doppler estimate ;d is due to th~ fact that
the Doppler offset must be small enough not to incur too much signal
power degradation when correlation between received signal and local
estimate is performed. Hence, the choice of §w depends not only on the
pull-in region of the carrier-phase tracking lcop but on the Doppler
loss tolerable in obtaining code phase estimate ;. The parameter GTC,
on t' other hand, is typically chosen as TC or a fraction of TC, which
is within the pull-in capacity of the code-tracking loop.

Consider the rectangular time-frequency uncertainty region shown in
Fig. 2-1, where a small éw x 6T, rectangular is defined as a cell. The
PN acquisition problem is now equivalent to find out which cell
satisfies the condition (2-2). Here, there may be more than one such a

cerl because usually we test only one specific point within a cell; see
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also Fig, 2-1. Thus, acquisition algorithms are in fact searching
strategies and can be classified into three categories: serial,
parallel or compound search. This report discusses two algorithms which
fall into the third category and will be called as SPS (serial-parallel-
serial) and SSP (serial-serial-parallel) algorithms according to the wa,
signal is processed. The compound nature of these algorithms, as we
shall see, is due to the usage of the so-called CCD PN match filters
(PNMF) [1] and the low chip-signal energy to noise power density ratio
(Ec/NO) environments. Algorithm similar to SPS has been discussed [2],
though no rigorous definition and analysis are given. Pure serial or
parallel search algorithms using either digital match filter [3] or SAW
device [4] were also investigated recently.

3. Acquisition Algorithms Using CCD PNMF

3.1 An Analytical Model for CCD Detector

An equivalent CCD detector is shown in Fig. 3-1. The received
waveform, after frequency deconversion (mixing), is integrated for a
fraction of the chip time and sampled at a rate RS=1/6Tc (integrate-and-
dump) in both I and Q arms. The sampled taseband I & Q signals are then
fed into an I/Q pair of CCD PNMF's (correlation), squared in each arm
and finally added to yield a te-t statistic R(nTo) at time t=nT,,
where T0 4 GTC.

Denote the sampled siunals at the input of I and Q channel PNMF's
by v{(xTg) and YQ(KTo) respectively. Then the ouctputs of [/Q PNMF's are

M
Rg(nTO) =KZI Pn(zTO) yg[(x+n-M)To], M>n>M (3-1)

where g denotes I or Q (channel).
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Obviously, with the capability of retaining thus reusing the
received information, Y((TO)'S, the CCD detector can produce the test
statistics, R(nTO)'s, at a rate M times faster than conventional analog
I-Q detector. However, this improvement factor M can not be made
arbitrary large due mainly to the presence of the data modulation
d(t). On the other hand, in small E./Ng situations, long correlation
reriod is necessary to get a robust statistic. This dilemma can be
solved by resorting to noncoherent integrations (NI). NI, or post-
detection integration, is a technique borrowed from pulse radar
detection theory [6] referring to the case in which phase coherence
between consecutive pulses is not maintained. In our case, NI is

equivalent to the following summation operation:

Np
IR (3-2)

i=1

where
R, = Rlz(i) + RQZ(i) (3-3)
M . ,
Rg(l) =K£1 Pn[(1-1)MT0 + nTo] Yg[(1-1)UT0+KT0]
. MTg

2 Pt )y (t' + (i-1)aTg)dt’ (3-4)

(i-1)MT, 9

u is a constant larger than or equal to M and aTg = (u-M)TO.

3.2 Algorithm Using CCD PNMF

We are now in a position to define the SPS and SSP algorithms.
Basically, they are all two-stage tecits, The difference lies in the
virst stage test only. The second stage test, or the verification mode

is used to reduce the false alarm rate so as to avoid a costly false

Csif}f2<ifi)l?l'—-—"
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code tracking attempt (usually modeled as a penalty time [7]). A
single-dwell test (SDT) will be used as the second stage test for both
algorithms. As we shall see, the acquisition time is insensitive to
that consumed by a properly designed SDT for the second stage.

(A) The SSP algorithm:

(A.0) Load the PNMF with M samples of yg(t) (initializavion).

(A.1) Fix a M-cell segment of the PN code for local reference.

(A.2) Let the incoming waveform samples run through the PNMF for
MTy seconds and collect serially M test statistics Rij’ (i-1) M
+ 1< j < iM, corresponding to a section of M cells (Fig. 2-1)
in the uncertainty range. These numbers are stored in a first
in first out (FIFQ) register for further (noncoherent) addition;
See Fig. 3.2.

(A.3) Repeat (A.1l) & (A.2) for N mutually disjoint segments of the
local PN code. The test statistics corresponding to the same
code phase are added (i.e. NI) and at the end of the NIth
iteration, only the largest* and its phase are kept in two
registers.

(A.4) Repeat the process (A.1)-(A.3) for all (disjoint) sections
(or bins) in the uncertainty range.

(A.5) The code phase with the largest test statistic is to be
tested by the second stage test and will be used as our
estimate . (see eq. (1-2)) for further code phase tracking if
passes; otherwise, go back to (A.0) and start all over.

The SSP algorithm is based on the maximum 1ikelihood estimate principle

*Here, the largest 1s chosen from the M cells in the section under
a, r.ation and the previous largest one.

- LonCom—

-10- -81-

EEV R N & f’i‘,-. Sl Tw T

A

o atm—— g ———— =

;



e A e e e e b o~ —

+ . G
"JJW WO44 pueuwO) S3I0USQ 0 ¢4WNd QD) Butsn swalsAs uoi3isinboy Nd pidey *z-€ ‘B4 S
~
-,
otn/._
oo}
]
1.
[
T0¥.LNOD .
1nd1no %
aNy \
SER ).
I \
(J0MW) 91901 04.1NOD -, .
avol H19N3T — \
¥IINID
TOY¥LNOD | " S1ig 8 (1-¢ "B14) &
((AINO SdS) (1S394v1 X A
ONY <@—g= 40103130 pebep=y 3HL 3SO0H) SQYOM YOLI7L3T 01 fepmmmenne ,
y ) OTOHSIYHL Y0LYHYdWOD W a5 (3)4 _
YOLINOW v L ! ., 0414
0L “ ;
' (A0 dsS) ¥
' %2070
§ ' . NI TdWYS
Q ov ‘ . )| h—aﬂﬂax sLIg 8 X 2
" S
ﬁi&.

L —4



R IRA

R

T ™M "’

L (4)

— ill(ifi)l?t

te use the code phase which yields the highest correlation value. Such
an atgorithm is optimal in the sense of minimizing the error probability
[8]. Nevertheless, our criterion is to minimize the mean acquisition
instead and hence the cost is time not error rate though they are
related. The second algorithm, taking the above fact into
consideration, is essentially the same as the well-known serial search
algorithms [7] with enlarged cells, where an enlarged cell is what we
call a section (bin) in (A.2) above, i.e., M consecutive cells; see also
Fig. 2-1. Therefore,

(B) The SPS algorithm (Fig. 3.2):

(B.0) = (A.0)
(B.1) = (A.1)
(B.2) = (A.2)

(8.3) Repeat (B.1) and (B.2) for Ny iterations. If the largest
test statistic is larger than a threshold then go to the 2nd
stage test, otherwise go to the next section and repeat this
process (B.1) to (B.3).

The purpose of this algorithm is to shorten the time needed to go to the
second stage if the resulting statistics of a certain section indicate
strongly that a good estimate is obtained.

3.3 Four-Channel Parallel Search Using Sequential Detection

This approach divides the uncertainty range into four equal length
regions. Each region is searched by one channel. Once coarse
synchronization is declared in one of the four channels the other three
sequential detectors w'll stop searching and the system then enters the
code tracking mode. lheoretically, the acquisition time will be reduced

to only a quarter of that of a single channel case, assuming very low

LinCom—
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false alarm rate, since the Hy-cell exists in only one region. Thus it
suffices to analyze the one-channel sequential detection. An analytical
medel of the sequential detection used for PN acquisition is depicted in
Fig. 3.3. The product of the local code and the incoming waveform is
fitered by a bandpass filter which is wide enough to accomodate the data
modulation and the Doppler uncertainty. A sequence of independent and
identical distributed (i.i.d.) observations are then obtained by
sampling the envelope detector output at a rate = 1/231F where Bip is
the bandwidth of the BPF. These observations, Ry, are further modified
by first multiplied by a and then subtracted by b, where a,b are
constants depending on Ec/Ng. The cumulated sum of modified

observations

i.e.,

are fed into the decision logic. There are two decision logics that can

be simply implemented. The first one, denoted by Sl(A,B), uses the

decision rule:

> A stop sampling and decide that H1 is true (Dl)
Sk e(A,B) continue by taking another sample (D)

< B stop sampling and decide that HO is true (DO)

while the second one, denoted by So(B,N.), uses the following rule:
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Sk > B for all 1 < k < Nt D

Sk < B for any 1 < k < Nt o

otherwise D

SZ(B’Nt) is usually a preferable choice hecause:

(1) The truncation time is needed to set an upper bound for the
per cell dwell time so as not to reduce the Doppler range
over which a coarse synchronization can be detected.

(2) The acquisition time is insensitive to the dwell time spent
in Hy-cells. After all, the number of Hy-cells is hundreds
or thousands times as large as that of H,-cells.

Except for the mean dwell time in a Hl-cell, the two tests are
practically the same as far as the performance is concerned.

4, Performance Analysis and Numerical Results

4. Summary of Performance Results

In Appendix A, we show that the test statistics R(nTO) produced
serially by the CCD correlator are independent if § = 1 and exhibit only
very small correlations among neighboring R(nTy)'s if & < 1.
Furthermore, if we define a Hy-cell as one which satisfies (2-2) and a
Hp-cell which does not, H;, the hypothesis that the present cell under
examination is « Hl-cell and Hy its complement hypochesis. Then, as
mentioned in the beginning section, there are more than one Hl-cell in
most cases. Moreover, the number of Hy-cells is much larger than that
of Hl-cells. To facilitate our analysis, we shall make the follc ing '
aesumptions: (1) all test statistics are independent no matter what &

is. (2) there is one and only one Hi-cell in the uncertainty region, (3)

LinCom—
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the code self noise* is negligible, .ud (4) M( in chins) >> 1.
Under these assumptions, it can then be shown (Appendix B and D)
that the detectior and false alarm probabilities, PDI, pFAl’ for the
first stage test are
: | -1a}
(for SPS)
<M ;
Pen, 5] Ply|Hy)dy (4-1b)
Y
and
.7 y Co
Py, 31 Ply[H(S Plx[Hg)dx] “dy (4-2a) f
D1 0 1 0 0 {
(for SSP) ,
|
Pey =1-P (4-20) |
FA1 D1 T
respectively, i
s (Y IN-1/2 ~(y+Ng) , . 1
P(y[H)) = (§5) e Iy (2/TBY) (4-3a)
where
=1 .
- ’-y +
Ply[Hy) = fiyr (4-3v)
;
'
N = the number of noncoherent integrations, Y
i
B = E./Ng, }
Inop(+) = modified Bessel function of order N-1,
Cog = the nutmer of Hy-cells.
Detailed analyses and computational algorithms pertaining to r—‘J1 and
PFA1 are to be found in Appendix B and D. As for the 2nd siage test,
Aprandix C contains the derivation of the operatinn characteristic, PD2
c>l[¢rz(ij;111 -
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‘S PFAZ. The mean acquisition times for both algorithms are (see

Appendix F)

_ 1 1 v ( \
Taca = " * (75 = 2)(%p *Pea o, PracTi - TeINglys (P5) (44
and
- 1oy . -5
Thcg ™ ™0 * P IV ¥1) + g Py /T + PepeT e, (599) (4-3)
where

Pp = Pp. * Pp.»
o = Pp, * Po,

PEa = Pray * PRy
TD = MTC’

TDl = NTD,

awell time for the second stage esu,

= Pen2lty time (in chips),

iP‘
Ny = number of Doppler bins,
Ny = number of time bins.

The analysis details of the sequential detection method are contained in
Appendix E,.

4,2 Numerical Results

Based upon the above analysis, the numerical behaviors of both CfD
algorithms are demonst -~ :ed in Fig. 4-1 through Fig. 4-5., An empirical
optimization rule is adcpted: Pgp must be small enough to offset Tp.

. . _ aneb Lo -
According to this rule, we set Ppy = 1077 such that (Pg, - Tp)T; is o!
the order of msec even with Tp as large as R, The other system
parameters: le' PDZ’ pFAl’ TDI’ D, unless specified, are chosen to
minimize TACQ'

Fig. 4-1 shows the SSP performance as a function of N: and M
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; = = 4 - =
(chips) when E./Ng = -30.5 dB, 8T = .5Tc and p 2 |-t |/T_= .25. An
optimal Ny do exist for each parameter set. The accumulated acquisition

probability FACQ(t) is shown in Fig. 4-2, where we use the formula:

A
FACO (t) Pr[TAcQ<t]
[t/TA]
7 (1-p)™ e (4-6)
= ) -P.) R -
r=1 D D
where
4 r tDZ
= - -?
Tp = IN(CyHL) + L PFAI * Pt Tyl Tes (8-7)

[x] = the largest integer less than x.

Comparisons can be made: between the best case (p=0) and the worst caes
(p=.25), among different M (coherent integration period). The choice of
M's is of course dependent on the data rate.

Performances for the SSP and SPS algorithms as a function of E./Ng
and N are described in Fig. 4-3 and 4-4, which exhibit the importance
of a judicious choice of Np as the EC/N0 varies. This is because Ny has
put an inherent lower bound on the time required to make a decision (see
the flat portions of the cuives corresponding to different Nl's in Fig.
4-3 and 4-4).

Comparison between the SPS and SSP algorithms is made in Fig. 4-5
where N; has been optimized. It can be seen that the SPS algorithm is
superior to the SSP algorithm though this superiority is dwindled as
E./Ny gets higher. The SSP algorithm, however, is less sensitive to the
variation of EC/NO owing to the fact that a threshold for tre first

stage test is 1ot necessary; see Fig. 4-7 and Fig. 4-8.
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The relative insensitivity of 0, to TkCQ can be found in Table 4-1
to 4-3 for both algorithms, where t(0.9) is defined as the time required
to acquire with probability 0.9. Note that this number for the SPS is
an upperbound; see Appendix F.

The above numerical results are computed with the following

parameters:
Ny (Doppler bin) 3
1+Cy (cells per Doppler bin) 7600
6T, (step size) 0.5 chip
Sampling loss 2.5 dB (p=.25)
Doppler loss 0.4 dB
Data transition loss 0.2 dB
Code chip rate 3 MHz
M 512 (chips)
IF bandpass filter bandwidth 6 MHz
Processing gain 30 dB

Evidently, even with C/Ny = 36.5 dB-Hz (only one channel is used), i.e.,
E./Ng = -31.9 dB (sampling loss excluded), we still can acquire within 4
sec with a probability equal to 0.9. The AIRS' acquisition requirement

thus can be met without difficulty. For comparison purposes we include

here the best sequential test performance (Fig. 4-6). The normalized

mean acgaisition in Fig. 4-6 can be converted into TACQ in seconds via
TACQ(sec) = Tu(1+co )Tc. (4-8)

5. Conclusion and Further Sti ‘ies

The main results achieved by this study can be summarized as

-25.- -96-

C:l{}ll(ii;l7l'__——\
,‘jE)‘f



O UUE TURPRN - -
- o o - P ey s | S -

- g e . R T S DU PSRN o -y . . .
- - @

. S
v
] ) _
- >
L
& S
S ~ f
A .
w - i
W v t
™ S~ “
i -
L
a.
(%21
un [%2]
<3 Q
[x2] = .
[ + )
[Fen
[}
w

. 8]
™ -
tas} + ! ‘

' n ©o
— o~
< oA
Q
-
[7e) s

. Ic]
o~J | 5
™ (5~

] JE -y
Q

=

o

w —

. 4+ !
— ] .
e - !

[] 3]

[= X
o
wH
o =~
) !
' <
[+
r—
u.




[ R

T mim - e v

v
b

:
-

Iy

L .
-
T QT
QO — m
N O
—
— W
o o U
= E <
~ “
- OF Ny
N L ]
P nn:mw
JIrt ! =
L. !
FHF L I, sHE o
11 ¥ o1 ')
-3 - 1 et ~
b . H Lot
Ll s ==
{L.ﬁx- = i o
oop Het b .,‘..r\.\tth. e s
= o g > Ao ¥y8=
»

ORIGIM.2

U

OF POCOR Q

570

v
A IR]
—+ o

f

tryyere
T

ESERY
N

+

—r
£

T
T

Heglpant L F T guulagas
T b T HH m\mux\,_ - -+ rFEE R
SR Tttt » 0 1 i
T p 1 dart b by -
HYERLS 55528 g #‘ﬁmw” Li !
R e Py . o T O G ATY O g -1
! .“»vv\, qBFad P LT -

|3

jou

650

Operation Characteristic of tne SPS First Stage Test.

EC/N0= -35.52 dB

br—»rm‘l. X.»r.} .HA
1 DL ekl H o TEEEEE
188 8 JfH EE N [ LT =
196 < LT ! P RARIERE ﬂﬁ?w...n‘ ©
RN R WIRE: RN SERE il TEEETE
V ] | :
NARAHE it e SRR BRI I B ot BRI A TL;
J " i i ,J.T AT oy NS R
N ; _ R BN YO ﬁiii.ﬂb, L i N 000 PUUOE S SLER A SV (8
| e * RN Ty L .:.w“.,h Dl
AR Joapli gy poly o boprgb oo
N ™ <t 1]
] ] ) = o]
L] o o )
-t — —t (=3
=
—
.
LY Ty AN 1 il
Fl x P oo

-98-

-27-

— P rEH

R



RO DR

ORICL.L . _ 3
OF POCR GuaLinf
Py
1.0 .
107!
107¢ 4=
Y/NO
630 650 670 690 710 (NORMALIZED
THRESHOLD)

Fig. 4-8b. Operation Characteristic of the SPS First Stage Test.

<>l(}rz(ij;l1z"""

-28- -90-

e e At



v e
— ill‘ffi)l?l

Table 4-1.* System Performance Parameers for the SPS.

C/Ng (dB-Hz) 36.5 37.5 8.5 395 30.5
TACQ {sec) 2.58 1.65 1.05 0.722 494
v, (sec) 1.4(-1)  9.2(-2) 6.2(-2)  4.2(-2) 3.53(-2)
Ng 700 500 400 300 200

P, 743 794 .908 948 900
PFAl 3.64(-2) 2.94(-2) 3.23(-2) 2.78(-2) 4.52:-2)
Pp, 990 991 992 .993 990

Table 4-2.* System Performance Parameters for the SSP.

C/Ng (dB-Hz) 36.5 37.5 38.5 39.5 40.5
TACQ(SeC) 3.88 2.53 1.65 1.09 737
™, (sec) 8.3(-2) 5.9(-2) 3.9(-2) 2.6(-2) 2.33(-2)
N 700 500 20 200 150

PD2 995 «995 .995 901 993

*Re = 3 MHz, M = 512 (chips), BWjp = 6 MHz, processing gair = 30 dB.

csl{}llzii;lrl"'"'
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Table 4-3.*

Performanc. Parameters for the SPS and SSP

Algorithms when C/Ny = 36.5 dB-Hz.

Algorithm SsP >PS

TACQ (sec) 4,27 2.56

TU (Sec‘) 1.05'-' '1) 1067('1)

2
Ni 1000 950
t(0.9) (sec.) 3.91 3.89
Po 915 .927
c:lf%ll(ii;l1l ‘
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follows.

(1) Precise definitions of two algorithms for code acquisition
subsystems using matched filter type correlators,

(11) Rigorous performance analys%s for both algorithms. This
analysis can be easily applied to other algorithms, e.g., the
fast local code algorithm described below or, the sequential
test algorithm discussed in Appendix E.

(II1) The addition of the second stage test. The improvement due
to this addition is similar to that obtained by a two dwell
system over a single dwell system,

(IV)  Numerical optimizations have been carried out for both
algorithms.

(v) Sensitivities of both algorithms are examined and performance
comparisons are made.

(VI) Development of a software analysis tool (Appendix G) with
versatile capabilities.

We have investigated thus far the behaviors of the SSP and SPS
algorithms i the region which features low E./Njy, long code period and
large or medium uncertainty ranges. This condition, i.e., the
parameters chosen in Sec. 4, corresponds to the worst condition the AIRS
is supposed to operate. Evidently, from a worst case consideration the
SPS algorithn is a preferrable choice.

As to the hardware aspect, it appears that a dual 256-tap CCD
correlator will be aviiable this summer from Fairchild and Ford. The
device is based on a mask developed by S. C. Munroe of the MIT Lincoln
Laboratory [10]. It appears to be directly compaiible with the AIRS

acquisition requirements. Becasue of the size of the bulky substrate

-31- -102-

- d hett  ea D o ?ll’s S Ta .

cal{}llkii;l7l'_—_—

o em——— A r——— = -

;_5)2



e IJL,F
""'t:lfzfz‘if:>trl ’

required, SAW correlators are deemed to be unsuitable for the AIRS

application [11].

An improvement on the acquisition subsystem performance presented
in Sec. 4 can be achieved by minor modification on our CCD algorithms.
The nodifications are made in (A.l) and (A.2) (i.e., (B.1) and (B.2))
{9]. Instead of fixed local code reference segment during every
coh2rent integration period, we let the local code run at a rate N+l
times faster than the sampling rate. Hence, before a new sample
entering the PNMF, N test statistics are produced. The N+l-th one is
discarded because of the concurrent shift of the sampled signal and the
local code. Judging from eq. (4-4), (4-5) and Tables (4-1),

(a-2), can be reduced by as much as N times so long as rDIIN >>

Tacq
max(rD,PFAl-rDZ). The achievable local code rate (N+1)/5Tc is of course

another technology issue. It appears now, for a sampling rate 1/8T. =

a = oA e

6M chips/sec, not much room (i.e., N) left to be improved.
Recently, two systems similar to the SSP scheme have been
reported. The CCD receiver described in [5] used a quantized NI

method: every coherent integration output becomes either 1 or 0,

o

depending on whether it passes a threshold or not. The other one
proposed by Holm [7] used 64 bits digital correlators built by TRW along
with the fast local code algorithm mentioned before. Because of the
digital correlators, hard-limiting on the received waveform is
necessary. Both systems are built to operate in a small uncertainty
region and high (relatively) Ec/NO environment. We hope that the
performance evaluations of these two systems can be accomplished in the
future so that we can make assertions on the losses incurred by

quantizations,

c:l(%’l(ij;l71'-__
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APPENDIX A
AUTOCORRELATION FUNCTION OF THE CCD CORRELATOR OUTPUT

We want to show, in this appendix, that the output samples of the
CCD correlator are (almost) uncorrelated and independent if they are
sampies corresponding to the code phases in the Hy region,

Because of the nonlinear operation in both I and Q channels, the
uncorrelatedress of the Y3 samples is difficult to prove directly from
the statistic of R(t), the correlator output. However, if we can show
that samples before the square-law device in both channeis are
independent then this independence can be carried over to the output,
since the squaring operation is memoryless.

For analytical simplicity, we shall assume that (1)* there is no
data modulation and (2) the sampling value at t = nTy, Ty = TC/ﬁ,'ﬁ =1

or 2. Then the output of the I-channel PNMF is
ﬁ —
Ry(nTy) = cos (awnTy+¢) kzl {Pn(kTO)[/SPn((n—M+k)T0+1,
+ n((n-M+k)T0+r)]AT0} (A.1)
where |t| > T, N> M, S is the signal power and ATy is a constant
related to Tj.

From assumption (2) and the uncorrelatedness between P,(kTy)'s and

n(kTO)'s, we have

*As a matter of fact, this assumption is redundant unless |Tl <T.,
because a binary random data modulation sequence will not alter tﬁe

statistic of Ry or Rg if |t] 2 T see also (n.4).
TN
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E{R (nT, 'R (mT ) o}

SE[Pn(kTO)Pn(zTO)Pn((n-M+k)T0+1)

cos (AwnT +¢)cos(awmT +¢)aT | ) )
0 o*¢)8Tol L L

-Pn((m—M+£)T0+t)]

+ E L E[P(KTy)P, (2T,) JECR((n-Mek) Ty+e)n( (m-tea) Totr) 1)
3

8 COS(AmnT0+¢)COS(Ame0+¢)RI(n,m) (A.2)
Hence,
E{R;(nTg)R(mTg)} = 5 cosLaw(n-m)T IR (n,m) (A.3)
Observing that
E{n[’:-M+k)T0+r]n[(m-M+1)T0+r]}
1 if n+tk = m+g
" Snek,meg T (h.4)
0 otherwise
and
S0 if kx| > W (A.5)

E[Pn(kTO)Pn(zTO)]
w2 then conclude that the second double summation in the bracket becomes

zero if n-m| > m,
In case that the PN sequence {Pn(t)} can be modeled as a random

-35- -106-
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binary (tl) sequence, i.e., MT. << L(Period of {Pn(t)}), then a similar
conclusion for the first double summation can be reached. Furthermore,
in the low E./Ng envirorment, this term is negligible even if |n-m|
< m. Looking back at (A.1), we can see that Rj(nTy) is actually a
Yinear combination of Gaussian R.V.'s and is itself a Gaussian R.V.
Independence of RI(nTO) follows from the uncorrelatedness. As mentioned
before, R%(nTO) are then independent, so are RS(nTO). The independence
between I and Q channel is generally valid, so is that of
RE(nTg) + RA(NTQ) & R(AT ().

Notice that there still exists some "residual" correlations among
m consecutive samples if m > 1, this residual correlation will be
reduced by a factor of N, after N noncoherent integrations, where N >> 1
in all cases of interest. Therefore, for practicl purposes, we can

neglect the correlations among these m (usually, m=2) consecutive

samples.

LinCom—
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APPENDIX B
STATISTICS OF THE FIRST STAGE TEST

We shall derive the detection (PDI) and false alarm (PFAI)
probabilities for the 1-st stage test of the SPS scheme, those of the

SSP search will be discussed in Appendix D. Because
I
S. = _2 R. . (B.1)

where Rij is the sampled value obtained from the i-th coherent
integration at the j-th cell, the statistics of Rij under both Hy and H,
must be obtained first.

Fig. B.1 shows an equivalent coherent integration circuit, where R

and RQ can be written as

R (MT,) = YKMTC) cos ¢ + EI(MTC) cos ¢ + N'(MT_)] (B.2a)

and

RQ(MTC) I(MTC) sin ¢ + ['i(MTC) sin ¢ + N'(MT)] (B.2b)
where

X(t) & x(t) - E[x(t)] 2 x(t) - X(t) (B.3a)

MT

x(t) & (317! I

C -
PN(t+STC)PN(t+sTC)dt (8.3b)

and N'(MT.), N'(MTC) are i.i.d. Gaussian R.V.'s with zero mean and
variance %.ﬁg (note we have a normalization factor 1//'STc in both
correlators)?

At low E./Ng, the fluctuation part of x(t) is negligible, so for a

fix ¢ both Ry and RQ can be regarded as sum of a constant (possibly
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It is now straightforward to obtain* [2]

zero) and @ Gaussian R.V. With this assumption, the density functions

of Rz(t) under both hypothesis are well-known, i.e., they are [1]

2
PR(E)IH ) = (207)7] exp - RLELM 1 (@ g (4)) (B.4a)
- 2
and ’ °
P(R(t) [Hg) = (26°)) exp - Z—(;l (8.4b)
where °
o’ = 3 (E,/M) 3 (B.5a)
C
m = (1-|p|)t/T, (B.5b)
and
p=s5- p (B.5¢)
Define
R(MT ) /267 & 2 (B.6)
2 E
m 2, cyy &
= (1-|P)(zEM 2 8 (8.7)
262 £=MT IP) ("0)
then (B.4a) and (B.4b) becomes
P(zH)) = e~ (2*8)1 (2/57) (8.8a)
P(Z|H,) = e~ (8.8b)
0 .

*P(y{Hy) 1s a version of Chi-square density function of 2N degree
freedom and P(y|H1) is the so-called noncentral Chi-square density with

noncentrality parameter g8 and 2N degree of freedom.
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OF POCR QUALITY Ply|Hy) = T)P'T-T)T e~y (8.9a)

and
iyl = "2 e i) | (8.90)
where
y? sj/zc:2 .
N = NI

PD1 is then equal to

® N-1/2 -(y+N —
) ()% ) | (2 ay

QN(B,Y) (Generalized Q Function). (8.10)

ne»

Two possible false alarm probabilities must be distinguished:

Pel

where

ﬁl 8 one and only one samples in the section (M chips)
under examination belongs to Ho region,

-40- -111-

& prla false alarm occurslﬂl] (8-11a)

Pe o % prfa false alarm occurs'ﬁo] (B-11b)
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and
ﬁ & the whole section under examination belong to

0~ -
H0 region,

It is clear that

- (M ™
PF,I = (§§ -1) PFA'Pf (B.12a)
p =M (B.12b)
F,0 SS FA *

where
P = P {sample value y is the largest |y > threshold,yeHy},

and

® N1
A - -y
"FA‘IY L(_YI‘N e “dy
41 - p(N,y)

2 N-1
Y

= (1 +y +7!—+...+-(—YN—:TT-!-)E-Y

(8.13)

Eq. (B.10) and (B.13) are special cases of Eq. (D.2b) and (D.2a) of

Appendix D where computational aspect is discussed. However, (B.10) or

(B.13) is much easier to evaluate, for example, Parl [3] has a very
stable recursive method for computing Qy(B,Y).

A simple lower bound for PF,l is

M -~
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For large M, this becomes

M 5 .
> 35 Pep = P (B.14)

F,l1 FA F,0

Hence setting

Pea, T PR T PR

the resulting system performance, i.e., T;Cq , Will be an upper bound.

Finally, we like to mention that PD1 in (B.10) is actually an upper

bound also. The "real" PD1 is
PDI = QN(BsY)(l - PF,l) (B.15)

However, PF,l << 1 is oftentime the case of interest, thus

O
Ll

Qu(Bs1) .

For large N and small g8, PFA1 and PDl are related by [4]
RCTTO™ (7 ) % /W7 gy ) - e (8.16)

where ¢'1(-) is the inverse complement error function. This relatin is

obtained from Gaussian app-oximations of P(y|Hy) and P(y|H;). Hence a

rough estimate of required N is

= 87007 Py ) - /725 47 (Pp )] (8.17)
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¢ (PFA1) < V1+28¢ (PDI) .
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1, p. 344, Wiley, New York, 1968.
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APPENDIX C
ON THE DERIVATION OF THE RECEIVER OPERATING CHARACTERISTIC (ROC)
OF THE SECOND STAGE TEST

Consider the test shown in Fig. C.1, where we define

MTc

2
y(MT ) = Io x“(t)dt , (C.1)

and xz(t) has a bandwidth of Wgp, the bandwidth of the BPF before the
squé ing device.
If ﬁ%z << wBP’ T.e., WgpMT. >> 1 then xz(t) can be modeled as

wideband process. Thus under Hy, it can be easily shown (1] that

E[xz(t)|H0] = NoH

BP
4
= mg (C.2a)
and
2,001 _ RY
Var[x (t)lHo] = (NOLBP)
4 2
- 00 3 (C‘ZD)
Hence MT
c
- 2 -
ECy(MT ) |Hy] = fo ECx“(t)Jdt = (NjWgp)MT, (C.3a)
= ne \
VarCy(MT ) [Hyd = NjWoMT_ . (C.3b)
Under H;, the mean and variance of y can be obtained in three
steps.

First, by [2] the power spectral d» -“*v fiL ction of ;(t)* (see

- ' C>l{}ll(:3;l11'_-__
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Fig. C.1) is

where sinc x = sin x/x.

Finally, we have
ECy(MT_) [H,] = [S(1-]P[)% + N W IMT_ & m
AN ] 0"BP ¢

1

VarLy(MT ) [H,1 = [25(1-]P])% + gy INGHT

(WopMT_. >> 1) then yields
BP"'c

*In the absence of noise.

;(f) = (1-]?| L%l)z 5{f) + EEL p2 N sincz(unp)d(f+-¥-)

M=o c
m0
41 2 ¢ . 2 m
+ [?—-P .é sinc”(smp/L)6(f + g [Pl <1
m£0

Secondly, assuming "BP = 2/Tb = ZRD and L >> 1 then

x(F) = s(1-[P)2s(f)  (PSD of x%(t))

A 2
c 9

A Gaussian approximation via a central-limit theorem type argument

-47-
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-1
% erfc (PFA ) + my - ™

2
Py = erfc| }
D, 9
erfc'l(P ) -2 i (1-|P|)2/ET_
FA2 Tq; c
= erfci }  (C.8a)
/ Ec 2
/ fﬁa)n(l-lPl) +1
where
Ty
n & - (C.8b)
c

In the above discussion, we have assumed that the second stage test
(verification mode) use a circuit like that shown in Fig. C.1l which may
be taken from one arm of the tracking loop. On the other hand, we can
utilize the first stage test circuit for the verification mode; in that
case, the ROC is the same as eq. (B.10) and (B.13) derived in Appendix
B.
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APPENDIX D
ON THE COMPUTATION OF Py (AND Pp )

D.1 General Discussions

From Appendix B, we know that the summation of N noncoherent

integrations has the following two different distributions:

N-1
PlylHy) = T ey (D.1a)
and
PlylHy) = (VY2 eI () (D.1b)
where
2 Ec
B = M(1-|P|) T (D.1c)

and Iy_y(x) is the modified Bessel function of order N-1. Since ally
correspond to code epoch in Ho region are independent (Appendix A), we

have, for the SSP algorithm,

e ——————

©
e

FA Pr{one of y in Hy region has the maximum value}

o« y y CO
Cy Io P(ylHo){[jO P(lel)dx][jo P(x|Hg)dx] }dy

([~

w Cn-1
0
o P(y|Hg)FLy[H)F = (y|Hy)dy
(D.2a)

or, equivalently,

LinCom—
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FA™

Peg =1 - P
= 1 - Pr{the y from H, region has the maximum value}
® y CO
=1 - é P(y|H1)[£ P(x[Hy)dx] “dy

@ C
=1 PUlR0 - F O(y|Hy) 1ay (D.2b)

where

(D.2c)

The above equation was shown by Lindsey [8] to have the following

expansion:

1 E (n-l%(N-l)
- o ks

(-1)"(©)exp( - {n=ling)
2 n

oL (V1) Mgy -(Nei-1)

(D.3)

where LéN'l)(-y) is the k-th generalized Laguerre polynomial of order

and ay n is the k-th coefficient of xX in the expansion

It is well known that LéN'l)(-y) can be computed by (4, Ch., 22]

LinCom—
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LSN'I)(-y) =

]
et

L{N'l)(-y) =y +N

LM () = L yameze)n N1 ) (0.4)
s (k2D ().
With the initial condition:
a3 = 1 . l<ncx CN
(D.5a)
@ 1= 1/k! . 0 < k < N-1
ay,n can be obtained via the recursion
min(k,L-1) a, .
Sn ® § Lelal (D.5b)

i=0

For the special case Cp= 1, (D.2b) can be expressed by [1]

-Ng/2 (N-1) (
. e (N+k-1)!
LS AU '("*"I" & Teet) 2V o0

Unfortunately, both (D.3) and (D.6) become useless when N or Cy is
very large. For large N and C=2, Marcum [1] derives the following Gram-

Charlier series expansion for Pcp:

Pea(2) = 5 L1071 (M1 + ¢ 21 - ¢ - ™).l 00

LinCom—
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where
A / N
T =238 T (D.8a)
Cy = - B 573 (D.8b)
2/2N (1+g)
C4 = —1"'2—8_‘2- Y (D.BC)
8N(1+8)
82
C. = s (D.8d)
6 " 1en(1+8)°
1 %2
¢ly) =—e R (D.3e)
on
¢(i)(y) denotes the i-th derivative w.r.t. y and
- y 32
o) 4 Lo e /2, (D.8f)
Von -y
Using the union bound along with (D.7), then
Pea < CoPra2) (0.9)

In case of large Cy® more terms on the Gram-Charlier series may be
needed in order that (D.9) can render useful results.

D.2 Numerical Algorithm

We now proceed to describe a direct numerical evaluation algorithm

for Pgp by use of (D.2b).
~ c ~
First let us define F(y) @1 - F 0(y|H0). Since F(y) is a monotone

decreasing function of y for any fix N and Cy* it is easy to see

-53- -124-

v ——— TR S e gt e

cslf}llttfi;l71 -

e A — r— ————— e =



"""c:l{}rz(:fi)irz

Pep = Io P(y|H,)F(y)dy

=Gpuwﬂﬁww+nm) (0.10)

where

R(a) = | P(y|H))F(y)dy
< Fa) [ Ply|n))dy
[+ 3
< Fla) - (D.11)

PEa can thus be obtained by evaluating the 1-st term on the right
hand side of (D.10) with a truncation error less than E(a).

To have an accurate calculation of the integral
[+ 3 ~
jo Py |Hy)F(y)dy (D.12)

one has to have algorithms to render precise values of P(y|H1)

and F(y) in the first place. P(ylHl) can be obtained from standard routine—] -

(3] with minor modifications to avoid overfloating or underfloating
problems. F(y) will be evaluated by the following algorithm* suggested
by Chie [2].

Let Ky be the integer such that

*SimpTe closed form approximations valid in some region can be found,

for example in [4], or [7].
c:lf%lt(iiLl?l""‘
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X

o

i
X

= max {-l-r} ’
0! 1cicN-1 1!

"

then

~
1}

0 {x] £ decimal part of x

N-1

handle, then

Fly|Hg) =1 &

algorithm for two distinct cases.

Case 1. N-1 < x

1) Let

ORIG'NAL PALE 18
IF POOR QUALITY

x>0

if N-1 > x

if N-1 < x

Let [10°%,102] be the range of real numbers the available computer can

Fy[Hg) = 1 - ey (y)e™ (D.13)
where
y N-1 &k -y
qae” = (1 e
k=1
Ko
< (1) L e < (D.14)
o
Hence if K
0
0y -2
(N-1) i—oTe <10
then

K
Assuming (N-1)y 0e"y/KO! > 1072 henceforth, we shall describe the

LinCom
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2) Compute -

K ORIGINAL PAZC 'Q
s, = § ot OF POOR QUALITY
until

(N-1-K)t,, /S, < 10 or K= N1,

wher~ E is a predetermined positive integer,
3) Let K be the largest integer which statisfies the above
condition and set F(y|HO) 4 1-SE. The resulting truncation error will

be less than 10"E[1-F(y|Hy)].

Case Il. N-1 > x

Let

2) Compute

until

1
(Kg=K)tyy /Sy < 10

or

K, € K

0
3) Let K be the largest integer which satisfies the above condition

and let

CBIf}Ilzii;l12'-—_—
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4) Compute
; 3
S, = t, = S + t; .
R Ko
until
- -Ez
[N-1-2-(Ky-K) 1ty /S, < 10
or

N-l-Ko ‘ (Q-K)
The resulting truncation error, after setting F(ylHo) = 1-S£, where E
is defined similar to R, will be less than

-€
(10

-E
2 ~
+10 )Sz .

1
Observing that %(y) behaves 'ike a step function (see Fig. D.1), we
further split (D.12) into two integrals:
%1
-~ a ~

[ Ply|H))F(y)dy + [ P(y|H;)F(y)dy (D.15)

0 @
where a, is the smaller one between ?(az) = 0.9 and ap = N(148). Each
integral will in turn be calculated according to an adaptive Gaussian
quadratic rule [2].

D.3 Gaussian Approximation

Note that both P(y|H0) and P(y|H1) converge to a Gaussian density
as N+ = (see also Fig. D.1). This fact suggests that we substitute the

following approximations

c>zr}rz<:3;iwi -
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L P(yIHO) = ——exp - (y-mO)Z/ZOS (D.16a)
OR‘L;‘-.” , ) /2“00
cf PLV
Ply[H) 2 =2 —exp - (y-m ) %725 (D.16b)
1 5= 1 1
/2w01
with m1 = N(1+8)
m0 =N
2 = N(1:28) (0-16¢)
2 _
oy = N,
into (D.2b) and change the low limits to -» to get
_ u+f;|)2 _ (u-r‘;l)2
© ~2 C ~2 C
P ] - —L | [e 2 ¢ 0(-u) ve 2 ¢ 0(u)]du
FA —
v2as O
(D.17)
where
- 2
o = gl = (1+28) Y/
- m, -m _
8 10 . /N8
%
u 2
olw) 8 Ly et /2%, (D.18)
n -00
For Cg = 1, (D.17) becomes
~2,,"°2
- -m-/2¢ © . 2,,"2 -
Py = ¢ (D) - e [ p(u)e /% sinh(Zy u)du (D.19)
o 1/2 ¢ 0 o

Cal{}11123;l71'-_-—
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The Gaussian approximations (D.17) and (D.19) are compared with direct
computation Jescribed before.

in Table D.la-D.lc.

Finally, if we substitute the power series

is the Paratolic Cylinder Function.

expansion cannot tell us the behavior of the Ppp explicitly.

Some selected numerical results are shown

L el = 2n+1
= {
Ca e ”; o(u) = 5 + = nzo Pln)u (D.20)
F
P(n) & [1.3-5 ... (2n41)]7} (D.21)
into (3.19), we find, after some manipulations,
(32, - <o)
Poy =5 - — exp|-(—=5 - = )
FA = 2 ‘o 02 8m
- ~ 22 ~ ~2
- 3 D m/c \ - m/o ] 0.2
n);o (ﬂ)[ '(2n+1)(/-2—c- ‘ -(2n+1)( J2C '] ( 2)
where :
|
P(n) = ani/c"t} i
(D.23)
1 1
C=x5+—5
and 2
2 t
Y/ e eyt- =
D (y) &€ [ e t"lgt (D.24)
n r(n) 0

Unfortunately, this series
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Table D.1. Gaussian Approximation, PFA(G)’ for
PEA(E). (a) Cy = 107 ¥ = 512, (b)

False Alarm Probability,
3 -
Cy = 10", 8 = -6 dB.
No

(c) N=25%,8 = -6 cu
Table D.la.
g (dB) -6 -5 -4
pFA(E) 3.50(-2) 1.98(-3) 1.75(-5)
Table D.1b.

N 32 64 128 256 512
PFA(G) 924 .833 bl .270 .028
PFA(E) .958 .891 LJ0S .329 .035

Table D.1c.
Cy 1 103 axio3
0
PFA(G) .533(-2) .270 +376
PFA(E) .511(-2) .330 .460
c>zr}ll(:3;l71
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APPENDIX E
ON THE PERFORMANCE OF SI(A,B) AND SZ(a’b’BO’Nt)

E.l1 Performance of S,(A,B)

Let {Xn,n=1,2,3,...} be a sequence of i.i.d. R.V.'s. Define
Sk 4 nZO Xn, where Xg = xg with probability one, and t
8 infik: S¢(A,B)}, where A >0 > B. If f(x|H;) is the common

probability density function of X , n > 0 given that the hypothesis H;
holds, then

P.(xq) 4 pr{x ed. ] xqe (A,B)

0"%03t

A
PrXy=xy,S;ed;] + jB Pi(z)f(z-xq|H, )dz

A

m.(xg) + IB Pi(z)f(z-xOIHi)dz (E.1)
where
d) & {x: x> A} (E.2a)
dg 4 {x: x < B} (E.2b)
Similarly, if we define
Filxg) = E{t'x0=xo,5tedi} (E.3)
then
A
Eilxg) =1+ IB Ei(z)f(z-x0|Hi)dz (E.4)
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Eq. (E.1) and (E.4)* were given by Anscombe [1] and Kemperman [2]. Two
similar equations were obtained by Albert [3] for analyzing the so-
called generalized sequential test. Kendall [4] then applied Albert's

work to the special case where

X, = aRi -b, (E.S)
and

e-(x+b/a)

!
flx[Hy) =< x> -b (E.6a)

_1 x+b 8
f(lel) = 5 exp-(T- +B)Io(2fr5-(x+b)) x 3 -b (E.6b)
The first set of integral equations, i.e.,

A -(y+b-x,/a)

Pylxg) = exp - é-(A-x0+b) + a'lPO(y)e dy

max(xo—b,B)
B < Xg < A
(E.7)
and
A -(y-x0+b/a)

1
Eqlx,) =1 += ] Es(yle dy
0°0 a max(xo-b,B) 0

(€.8)

were solved by Kendall [4], while the set corresponding to the H; case

has eluded all effort to derive a closed form solution. Nevertheless,

*Both belong to the class of Fredholm equations of the 2nd kind.
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for the case we are interested in, i.e., Py 4 Po(0) << Py 4 p,(0), or,
A > ]B], the so-called Wald's approximations are valid because of the
fact that B < 0 < E(X;) << A. Now, let us look at the solutions of

(E.7) and (E.8) first. They are

<
1]

FA = Pol0)

G[-DB;Db] e-aD(A+b)

~ GID(A-B+b);Db] (E.9)
Ty 2 £4(0)
= e P8ur_0B;001+p(0) {1-20A-B*PDyrp(a-B4b) ;00]}, BOA  (E.10)
where

n , j
6(x;c) 41+ ) Li%}il— ¢ <nc< x< (n+tl)c (E.11)
j=1 )

n j-1 . i
H(x;c) & (n+1)e™® - )} iiﬁ;é%. €c < nc< x< (ntl)c
j=1 i=0 itad
(E.12)

and

« b e Yy (E.13)

The above formulae become useless when (A-B)/b >> 1. Good
approximations utilizing Laplace transformation method were also derived
by Kendall [Appendix,4]. After some rearrangements of Kendall's

approximation formula, we reach the following numerically stable
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equations:

_ (aDb-1)e”B(r-2) (1_y0p)
P = (E.14)
FA" (aDb-1)eD{M*®){a=v)_(1_ pp)

-1 (an)z e-DB(a-y)
TO = (an-l) [mn-—”_l ~-1- GDB] - T_R_——TG‘Y I'YDD

2 D(a-y)(h+b)
aD{h+b)+(aDb) " /2(aDb-1)-1
* PFI\{1 - | ) iDb-i - ﬁ-yDb)(a-y) 1} (E.15)

SDb, y<e<a, and h 8 A-B.

where a,y are two real roots of S = e
Eqs. (E.14) and (E.15) have a truncation error less than
10~ (3+[A-B/b1) ' [4] being the integer part of x. Hence (E.9) and (E.10)
will be used if [A%Q] < N, where N! is the largest real number which
computer can handle, otherwise use (E.14) and (E.15).
On the other hand, Py 4 P1(0) can be obtained through the two-step

algorithm:

(1) Solve the transcendental equation

Efe X7y =1 (E.16)

(2) Substitute the nonzero root* w; of (E.16) into
w,B
p . _l-e ! (E.17)
D le wlB °
e -e
Finally, T& 4 EI(O) is to be computed-by the use of Wald identity:

*The existence and uniqueness of such a wj was proved by Wald [5].
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E1(0) = E(X)/E(X)). (E.18)

£E.2 Performance of S,{a,b,By,N,)

Let
k ~
Sk,z = .Z Ril (E.19)
i=1
R.. = ar® - b if s > 8
iL iL k-1,2 0
= em otherwise (E.20)

where a > 0, b > 0, By < 0 and R}, is defined in (B.1).

Test Sz(a,b,Bo,Nt) is defined by the decision rule:

DO: if Sk,z < B0 V1<e <M
Dl,m if Sk,m > B0 V1<kc Nt’ ( )
D.21
and S = max{Sy ,}
Nt,m . Nt,z
D: otherwise

where

DO 4 accept ﬁo ( see Appendix B), stop testing the present section
and go to the next section.
Dl,m 4 reject ﬁo, go to the second stage test.

D 4 continue by taking anothe. set of samples.

In other words, Sz(a,b,Bo,Nt) is a modified version of the so-called
variable dwell-time (VDT) system analyzed in [6], the modification being
that Dy is not made until all Sk,z have crossed the boundary By and Dl,m

is made at Ni-th noncoherent integrations by choosing the maximum one.
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Fix M=1 PD
Dwell-

Time M=m PD
(FDT)

VDT M=1 PD
52 M=m PD

*Assuming Ppp << Pp.

evident from Table E.1 shown below,

Detection
Probability

Table E.1.

False-Alarm
Probability

Pra
PEA

PrA
MPEA

use the recursive algorithm in [7].

Py = [1-F(N,|H,)]

Pep = (M-1)[1-F(N [H})]

Mean
Dwell-Time

Conceivably, the improvement made by this test will not be so
impressive as that by the VDS over the fix dwell-time system. This is
Other sequential procedures using
CCD PNMF's are considered to be inferior to 52 since each trajectroy
Sk,z is independent of one another, no conclusion as to the
categorization (ﬁl or ﬁo) of one trajectory can be drawn from the

behavior of a group of different trajectories (or a single one).

approximation as described in [6], or, if an exact answer is preferable,

Let n be the random stopping time at which Dy is reached and
F(n|H;) be the distribution function of n under H;, given that M being

equal to one. After obtaining F(n|H;) from (6] or (7], we set*

The mean dwell time can be computed by modifying Wald's t

(E.22)

(E.23)
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ECn|H,] = 21 n[F (n|Hg)=F (n-1{Hy)J
n=

(E.24)
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APPENDIX F
DERIVATIONS OF THE MEAN ACQUISITION TIME (TACQ)
AND THE DISTRIBUTION FUNCTION OF THE ACQUISITION TIME
The mean acquisition time for the SPS algorithm is
straightforward. After the initialization period which takes MT. sec

the acquisition process behaves like that of a two-dwell system with

enlarged calls (bins). Hence

~ 1 1 -
'TAco =1+ (35 -.?)(TDI+PFA1102+PFA-TpTC)NdNt (F-1)
where
TD = MTC’

TDI = Nep = dwell time for the first stage test,

102 dwell time for the 2nd stage test,

TpTC = penalty time,
Pd = PDI'PDZ,

PEa = Pray"Pra,

"

Ng * Ny = total number of bins in the uncertainty region

(number of Doppler bins) « (number of time bins).

Eq. (F-1) is actually an upper bound only since 1 + Cj is not always
equal to an integer multiple of M. In other words, one of the Ny time
bins must have less than M cells, Thus ‘DlNdNt can be reduced to
(1+C0)NTC.

An exact analysis expression for F(TACQ) cannot be found. However,

if PFA1 <« 1, PFAITDZ << TDI' then the distribution function for single-

LinCom—
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[ dwell system derived by DiCarlo and .'eber can be used as an upper bound.
f For the SSP case,
- @ n - )
; TACQ =1yt nzl kél [nTA+(n-k)Tp]Pr{correct detection at the n-th try,
(n-k) false atarms}
: . E [AT .+ (n-k)T.J(1-P-p.,) " 1p{n=K)p
? = A p D "FA FA D
i
é where
! TA = Tyt (CN +1)NTC t 1
0 2
(F-2)
TC = rprc .
After simplification, we obtain
| T T T |
' -1, ‘A u y u p u
Tacg = Pl g [ g - -
: ACQ Dl u-v (l-u)zi (1-v)27 u-v 1-u v T-u
!
; where
i
i u = Peps
: v=1-a- PD - PFA.
If Pep << PD, then
. TA
TACQ = 7 + 1 (F-3)
i' which is eq. (4-5) in the main text.
¢ | .
o&n&m"—‘
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The distribution, ignoring the very small probability mass affected

by pFA’ is
[I;T\—C'Q]
FTacg) ngl (1-py)"'p, (F-4)
where
T'acq = Taco = "

[x] & integer part of x.

(4-6) of the main text is then obtained by neglecting tp .< Tp).

oﬁn@m —
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APPENDIX G

yiven by
1-M/4G
/ p
L =
1-3M/4G
/ p
where
g = code chip rate
p data rate

above data are as follows.

Ny (Doppler bin)

Cy*l (ceils per Doppler bin)
§T. (step size)

Sampling Loss (dB)

Doppler Loss (dB)

AN ADAPTIVE PN ACQUISITION SYSTEM

The advantages of using CCD PN matched filters (PNMS) have been
demonstrated in yreat detail [1]. It was shown that the presence of
data modulation put a limit on the coherent integration period, M.

According to Grieco [5) the expected data transition loss (DTL), L, is

(NRZ encoding)

(Manchester encoding)

Thus the TDRSS SSA service, having a large data rate operation range
(0.1-300 «b/sec), calls for an adaptive coherent integration length.
Using the SPS algorithm, PN code can be acquired within 2.6 seconds

with a probability of .92 [1]. Tne design system parameters for the

7609
u.5
2.5
0.4

-74.
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From (1), a 0.2 dB8 data transition loss is resulted from a data rate of
1.05 Kb/sec.

The RCA TC 1235A CCD correlator designed by Munroe of Lincoln
Laboratory [2] has a proyrammable length of 64, 128 and 2% (chips).
Two suc't correlators in tandem will allow a programmable length of 64n,
1 <2 < 8. For a code rate of 3 Mchips/sec, we propose that the break
points be at data rate = 3 x 103/64n Kb/sec. In other words, the
correspondence between data rates and coherent correlation lenyths is as

shown in the following table.

M 512 448 384 320 256 192 128 64
(chips)
Data g.1 5.9 6.7 7.8 9.4 11.7 15.7 23.4
Rate* 5.9 6.7 7.8 9.4 11.7 15.7 23.4 50.0
(Kb/sec)

*one channel

These break points allow at most one possible data transition during a
coherent integration period and the resulting system performance will
not be worse than the design point, i.e., 90% acquisition time < 2.6
seconds. To show the latter claim, let us consider the worst case when
the data transition occurs at the middle of a coherent integyration

period. Since tne statistics under Hy is not altered by the presence of

Data Transition Loss (dB) 0.2
Code Rate 3 Mchips/sec -
M (chips) 512

c:z{}ll(ii;l1l
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data modulation we shall consider only the detection probability. For

the above worst case, there is at most a 3 dB loss if we assume equally
1. kely tl data modulation. Because then, there is one data transition
for every two periods and whenever there is a data transition at the
middie of that period the test statistic produced at the end of that
period will be no worse than zero which accounts for the 3 dB loss.
Hence, for example, when M switches from 512 to 443 at 5.9 Kb/sec a 3 dB
worst data transition loss plus a 0.58 dB processing gain loss can be
well compensated by a 7.5 dB C/Ny increase due to the data rate increase
(from 1.05 K to 5.9K). With the same M, the DTL increase due to data
rate increase can also be made up for by C/Ny incrase; see eq. (1).
Other cases can be checked similarly.

For data rate greater than 50 Kb/sec, we have to switch to 4-
channel sequential detector which can be easily confiyured with devices
borrowed from code tracking loop (a 2-channel double dither locp).

Based on the numerical results presented in [3], we find, after
necessary conversions, that the mean acquisition at 50 Kb/sec is less
than 1.2 sec for the 4-channel sequential detector. The 90% acquisiticn
time is expected to be less than 2.6 sec then. Two facts support the
above estimation: (1) distribution of acquisition time for serial
search algorithms can be well-approximated by that of a Gaussian random
variable if Cy >> 1 (4], (2) mean and variance of the acquisition time

can be minimized by the same set of parameters (3].
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APPENDIX B
PN COUE TRACKING LOOP

8.1 Introduction

Code tracking is the second step of a two-step code synchronization
procedure. It will be initialized right after code acquisition or
coarse synchronization has been achieved to further reduce the code
epoch offset between the received code and the incoming code and
maintain this state for as long as possible.

Several different types of code tracking loops have been
investigated in the literature, and two of them, namely, the delay-
locked loop (DLL) [1-2] and the tau-dither loop (TDL) [3], are widely
used and thoroughly analyzed. Both of these configurations can be
operated in a coherent or noncoherent mode. For our application, PN
acquisition and tracking must be performed prior to carrier
synchronization, and hence noncoherent tracking is of interest.

One disadvantage of the DLL is the difficulty to maintain a close
match between its two envelope devectors. Gain imbalance problem which
results in tracking error can be eliminated by applying the TDL. On the
other hand, the TDL suffers an approximate 3 dB loss in noise
performance [3] due to the time-sharing of the early and late gates.
Recently, Hopkins [4] proposed a new phase detector configuration called
double-dither loop (DLL) which combines the desirable features of the
DLL and TOL, i.e., the 3 dB dithering loss is recovered with no gain
imbalance effects. By modifying Hopkins® DLL the AIRS'code tracking
subsystem employs a 2-channel DLL (Z-ﬁDL) in order to:

e eliminate gain imbalance problem of the DLL
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e pick up 3 dB dithering loss of the TDL
utilize the weak (I) channel signal energy not used by the one-
channel DDL.

8.2 Analytical Model and Timing Diagram for the 2-DDL

B.l.

DOL:
(1)

(2)

(3)
(4)
(5)
(6)

The 2-DDL is illustrated in Fig. B.1. I (I;) and Q¢ (Q) denote
the advanced (delayed) versions of the local I and Q channel PN codes
respectively. The timing diagram of the dithering signals, $; to 5g is
illustrated in Fig. B.2 where Gy and GQ denote the I channel and Q
chanrel gains. Notice that at any given time if the input signal r(t)
is cross-correlated with advanced (early) and delayed (late) versions of
the local I channel PN code in the upper channel then in the lower
channel it is cross-correlated with those of the Q channel PN code and
vice sersa. The dithering gain signals, Sg» 58 an_ sign signals, S3, Sy
are desioned in such a way that proper gain and sign are assigned to the
outputs of envelope detectors and a proper control signal is formed at

any time.

Following are assumptions made in the subsequent analysis of the 2-

Related system parameters and cefinitions are listed in Table

B_ (loop bandwidth) << 1/T. (chip rate), i.e., code self noise
can be neglected

B, << 1/7, (bit rate) i.e., modulation self noise [ ] can be
neglected !
1/T4 (dithering rate) << 2/Ty (= bandwidth of the BPF).
Long PN code

Zero code Doppler

The time offset between early and late codes is one chip time.
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—
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Fig. B.1.

Analytical Model for the 2-Channel Double Dither Loop

(2-DDL).
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Fig. B.2. Timing Diagram for 2-DDL.
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Table B.1. System Parameters and Definit.ons.

CODE RATE 1T,
DATA RATE 1Ty (=Rp)
INPUT SIGNAL-TO-NOISE RATIO Ep/Ng = STp/Ng

EARLY-LATE GATING A = TC/2
(Half a Chip)

LOGP BANDWIDTH B,

Q:1 POWER RATIO G

DITHERING RATE /T4

CORRELATION LOSS C,

CODE PHASE JITTER o

MEAN SLIP TIME T

NORMALIZED MEAN SLIP TIME 1091 (2B, T;)
-153-
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The 2-DDL of Fig. B.1 can be modeled as that shown in Figs. B.3 and
8.4, given the above assumptions and following a similar argument of
Hopkins [4]. The corresponding dither signals which select appropriate
outputs sequentially are shown in Fig. B.5.

B.3 Code Phase Jitter Analysis

In Fig. B.4, W; is the two-sided bandwidth of the bandpass filter
of the ith bandpass detector BPD;) and B; is that of the low pass filter
of BPD;. A correlator through which the received signal is cross-
correlated with PN sequence AB,ABe{IE,IL,QE,QL}, and four parallel
G-again BPD's in cascade is called a AB-G detector (Fig. B.4). Let us
denote the signal and noise components of the output of BP2; in a AB-G

detector as G°YAB,1 and G'"AB,i respectively. Then it can be shown [4]

that
Ypgoi = Kimllrea ) * v (B.1)
E(nA ,i) = 0 (B.2)
B
2
o : = Var(n, .)
AB,1 AB,I
28,
_ 22,1
- Gl ehe, ) (5.3)
where

all "AB,i are independent of each other

~
1]

j = gain constant of BPD,

=5
'

= dc offset of BPDi

nj = NoW;
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Fig. B.3. An Equivalent Analytic Model for the 2-DDL.
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Fig. B.4. Analytical Model for an AB-G Detector.
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PST A
OF PCUNK Gomn WY

STi 2 TC .
oo = R RelrtgS) i Ay = Ig or g
B’ 0
ST, T
= .__] 2 -—C.. i =
= N, Rc(r -3 ) if Ay I orQ (B.4)
s is the total signal power
and
Tc Tc
RC(Tt'E‘) = E[PN(t)PN(t+r t-i—)] . (8.5)

The output of the 2-DLL phase detector, omitting time and delay
arguments, is

°0 ~ dl{Gl[yIL,l'yl 2 Go[y01,3°’05,4]}

E

+d,GiLyy omyy 1 *60Lyy a¥e 2]}
20171 ,27 ] Q~Q -4 Q.3

* a3l 3 el * Bl 17 20!

E’
+ d4 {GILYI ’4-_Y1 ’3] + GQLYQ ,2.'YQ ’1]} + n(t)
L E L £
(B.6)
where n(t) is the totality of all noise terms. The phase discriminator
characteristic (PDC) is defined as the expectation of eD(t,r), which is

denoted D(1), i.e.,
LY T E(eD) . (8.7)

By the independence of {nAB,1}, «J. (B.1), (B.2), (B.4), and the
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equation E(di) = 1/4, we obtain
-3 202 261 R(c 4 o8 (8.8)
D(x) = 7 (ky+k tkgtky G +G)Re (v - 5=)-Re(x + 57)] - (B.

average of the phase detector output is in proportion to the mean of all
four gain constants.

The normalized PDC or normalized S-curve g(<t) is obtained

D{ 1)

g(7) = R ()]
T T
= 2R% (e - 2)RE (e + 58] (8.9)

which is shown in Fig. 8.6.
The variance of e can be derived from (B.1) to (B.1) and the

identities:

E(di) = 1/4
E(dd) = 1/
tn, .,n. ) = 0, if «C
AgaiCy, Ag * G
2 -2
Ig,i Qi
2 . 2
I ,i Qi
It is found tunat
-159-
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(G7+G.) N
Var(e,) = _%Li_il (afE’iwa,i)] - 3e%(ey) (8.10)

To assess the performance of the 2-DDL and to compare with other

tracking loops, the following balanced conditions are assumed:

\’i = 0
ki = kK
Hi = W
Bi = B, for all i
t=0
Under these conditions E(eD) = 0, all o% j and o% ; are equal,
T T E’ L’

c Cy
R.(t-57) =R (1+5°)=1/2, and (B.10) becomes

_ 2,2 S 2,.2

o)
Normalizing Var(ep) with respect to D'(0) as in the case of E(ep) yields

Var(eD)

"S s "D
[0'(0)1°
2. 2
(64+62) )
= L0 snrg!t [ 2+ smpt) (8.12)
(6, +6)
Q
where
S
SNR, = i3
I o
s
SNR, = >
0 " W
c:l{}lltiji;l11 -
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] Substituting G = Go/Gy into (B.12) gives Cs e
2 146 1.1, 1
9 - z;:g;i (SNRO) [ 5 + §ﬁ§; ] (8.13)

. v

It was shown [4] that the code phase jitter can be determined by

ot g -

replacing 2B with the equivalent noise bandwidth of the loop B, 1f B <

2B. Hence the normalized phase jitter is

; 2 _ 146 A1 -1
:; %.o0L - (1+G)2 (SNRL) [ >+ (SNRI) ] (8.14)

i where

i 2S

; SN, = (B.15a)
f L NOBL

: and

. s
| SNR = N (B.15b)

For comparison, we list the normalized phase jitters for TDL and

DOL below, assuming only the stronger channel signal is tracked.

2 _ -1 1 -1
oL © (G-SNRL) [.905 + (.453 - ETBW) (G-SNR;) ™) (B.16)
: / 2 = (GSNR )'1[ 5+ (G -SNR )]'1 (B.17)
i %oL L . I . .
4
'., !
Vo When G = 1, it is noticed that
-f f
la
2 .12 12
{ %2-DDL 2 oL § ‘oL °
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Fig. B.6. Normalized Phase Discriminator Characteristic (PDC)
for 2-DDL.
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For high input SNR, the improvement for the 2-DDL over TDL is about 3 dB
in terms of required SNR. Fig. B.7 and Fig. B.8 show the normalized
phase jitters for three different loops in low SNR and higher SNR

environments respectively.

B.3 Mean Time to Lose Lock

Given an initial code offset Qs the time to lose lock TL for a

code tracking loop is defined as

T - l':; ft: 0(7)=0, w1y at t=0} (B.18a)

The mean time to lose lock TL is then given by

L E(T | = at t=0) . (B.18b)
Evaluation of TL requires nonlinear analysis of the tracking
system, and, for a first order loop, a general expression was obtained
{5] in terms of a double integral for arbitrary phase detector
configurations. In case 10=0 and the phase detector is characterized by
(B.9), the double integral can be simplified into a product of two
single integrals [6]. Since |tg| < .25 and in general 7y is close to
zero for our system, it is appropriate for use to use the result of [6]

as an approximation. The expression for TL in this case is

3/2 2 3/2 (.f 1y, 2
1 {I e‘[G( E)/O ]de}{fo e[(l(e )/0 ]d€|} (B-lg)

4"2(231.) 0

=i
n

where

6l = J g(ddr,
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g(e) is the normalized phase discriminator characteristic (PDC) shown in
Fig. B. 6 and 02 is the code phase jitter. The value 3/2 is derived
from the fact that the late and early version of the local PN code is
offset by one chip time.
For an arbitrary initial condition s it can be shosn that
3/2 2 1%

1 2
+ -ls'f o6(e)/o i e6le')/a de'de (B.20)
=0 24 -3/2 0

L

)
The normalized mean time to lose lock, loglo (ZBLTL), as a function of

phase jitter o is olotted in Fig. B.9 and B.10 for selected values of g.

B.5 Pull-In Time and Lock Detector

B.5.1 Pull-In Time
The noiseless pull-in behaviors for various types of PDC have been
studied by Spilker [1], Gill [2] and Nielson [7]. In the presence of

noise, the pull-in time defined by

Ty = inf {t: |« < 1; =1 at t=0} (8.21)
P t>0 P 0

is a random variable, and so it is only meaningful to look at the
expectation of Tp:

T, - E(Tp|r=ro at t=0) . (8.22)

However, such an expectation does not exist because there is a nonzero
probability that Tp = =, The reason is as follows.

The noise performance of the normalized code phase error

e(t) 9-1%Ll is governed by the differential equation:
c
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where [ dW, is a standard Wiener process and o2 is the phase jitter. In
deriving (B.23), we have made the assumption that the noise component
out of the phase detector, n(t) of (B.6), is white Gaussian noise.

For small ¢, g(e) ~ e.  Substituting g(e) by e in (B.23) yields
de = -4BLe dt + JggLaZ dNo (B.24)

which shows that {e(t)} is an Ornstein-Unhlenbeck (0-U) process The 0-U
process of (B.24) has a transition density function [8]

-2a4t -yt
P(t,x,y) = ¢(-ﬂl— (1-e o )sxe " 52) (B.25a)

where

—— G

2
Htox,y) = —— e-ly-x)7/2t (8.25b)
P

48

=y
1]

(8BL)1/20 .

%

Eq. (B.25a) tells us that there is a nonzero probability from e = x = 15
to y = 3/2 even with a PDOC g(e) = «. However we have to be reminded of
the fact that at ¢ = 3/2, g(e) = 0, and so there is a nonzero
probability that e will remain to be larger than 3/2 forever.

In order to assess the noise pulf—in performance with a suitable

criterion we neglect the probability that |e¢| > 1/2 and apply the

o csl{}lltffiilrl"""
: -1A9- 9
. LR T a8
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approximation (8.24) for {e(t), O<t<T}, where T is a reasonably large

number, say 10 seconds. That is, Tb is now defined by

T

T = [ tP(t,x,y)dt . (B.26)
P 0

B.5.2 Lock Detector

The lock detector structure of the code tracking subsystem is shown
in Fig., B.11 which is the same as that of a post-detection integrator
used in the PN acquisition subsystem. The operation characteristic of
such a detector has beer derived in Sec. 2, which we now rewrite in eq.
(B.27)

-1 \ t-c 2 ~=
erfc™ (P} - 2 7= (1-]¢| )M
FA N0
PD = erfc| } (B.2s}
/G E£(1 )2 41
pNO -Iel

where PEA = design false alarm probability
LB L, Gl
N, Ng Ty G,
- 9 . .
Gp Tb/TC processing gain
M = integration time (chips) .

Eq. (B.27) i< plotted in Fig. B.12 for Pea = 10'8, E./Ng = -32 dB, 1/°
= 3 M chips/sec and ¢ = 1/4. Note Pp = .99 can be achieved within .085

sec with the above specified worst case.
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t)

] -171-

- S Cam A ?.4"1‘ s

m s emem -

c>l{}lz‘ff:)trz"""

AR, 3. BN mu@ '

o

[}

_l

!

oRic™ " § i
OF FL.o0 o ’
3

H

:

- " i b



(¢y

&r W e

L e e b am———

B T N (a)
~—~ m
o
[}
w ~
—~— o
-
* puct ‘w
L
[ ]
£ - - - @ me == o= - ¢ .- - - -4 - - ¢ - - ¢ - - . - - - .
- ' + i t . 1 { . - > '
. ¢ ' ' ] 4 1 1 | ' -« 9
« [l 1 ' i t 1 ] ) ' . (@] 4
. ] [} t t ) ] ' ' [l < [] M
. 1 ] ] ] 1 t ] 1 t - .
- 1 ' ] | ' ' ! ' [ i
4 1 ' t 1 . 1 1 ' ' — a
« ( 1 ' t ' t 1 v ) (o)
. ] 1 t ) 1 ] ' ] ., L
‘ ] t i 1 ' ) ' .
' ' ' ) 1 ' 1 ' t '
’ 1 ' ' t + ] 1 . ' [S] "
] t 1 ) [} ' [} ) ' ] . — ™
I - - -4 - - . + - . - - - - ) pes
-« ) ] ] | [} t ' 3 | (Sl 3
-« ] ] ] ] ' 1 1 ' ] — ) \
L [} » ] ] t ] [} " | . — A
. o . [l t | ] ' 1 ' o
., .. 1 1 { 1 1 ' ' ' 1 ~ X*
- _. . \ ) ) | ' t ' ' 1 Q N
- [ 3 ] ) [} ) ) 1 [ t t -~
1R | [ ' 1 ' ' . ' 1 ' ] O ’
- [ 4 [} ) ] 1 ] t [} t 1
d (Y ( ) ' ¢ ' ' ' ' i <
F ) [ v ] ' B ) [ t ) il s '
PR "o ' 1 [l ] ] 1 ' ' 1 o N
3 [N ' 1 ' ¢ ' A t ' '
e VOO OV VAU U S ‘- .. (R < ) ‘
' - 1 ' ' | ' i 1 [ '
-.._Dn ' - 1 i 1 ] ' ' ' ' 1 > e . i~
AO I “ ' ( | ' ] 1 ‘ , ) . = - \
[} “ ] ' ] [ t \ ' ) ] <
NO [ . 1 . [} ] [} i . | [ QO ! @
- P ' -« ) ' 1 t ] t ' ] * V- . 4
' - 1 ' ' ) ' t 1 ' )
muA 1 - ! 1 t [) . 1 ' ! 1 tB bd
x 1 -+ 1 ) ' ' ) ) ' < »
(4 ' [ ] ] ' . | . [ U ”
v ’ ) 1 1 . i ' ‘ '
20 ' [y t ' i ' ‘ ' ' ' L Ln .
' i« ( ' ' 1 1 ' ' ' Q.o
@ - m m w4 = - - - PO - ¢ - - .- 4 - - & - +* - * - - 4 - - - - OF
' I < ' t ] 1 ' ' ' ] o
) | * ‘ ] 1 ¢ 1 ' ] o o~
( [} « o« \ 1 i ' i ‘ + . W~ =
) t €1 ] [ t i t ' t o O - ¢
' ( s« ' ' ' ' ' . 1 pracy
1 ] o« [} [} ) i t ] '
) ' ' -« ' t 1 ' « ' ' w C
' ' ' - ' 1 ' 1 . ‘ =
' ' | ] ' t + 1 e
) 1 ) « « ‘ ' ' ' ' ~
' [ ] ) « ' ) t ) ' QU
| i [ 1 "~ + 1 t ¢ ] owv
' ) ' 1 I ' 1 . '
¢ o = mm 4~ - b+ - - -~ - - -4 - - . 4 - @ - * - - - - - - ~
' ' ' ' . - x ' ' ] ' ' 4
[} ' + ' ' « ! ' t 1 ' o .
' ' i t ' ' « ' ' ' [l . o
1 [ ' 1 [} ) - ! 1 ' ] >
1 ' * 1 1 ' U 1 ' e~
] 1 ' ( ' ' [ 1 ' ) .
‘ i ' + ' ] ' ' 1 )
' ' ' + ' ¢ | (R ' ' o]
! ' ‘ ' | \ ] 1 '
' ' . i 1 1 ' 1 « . \
' ' ' t ' 1 i . '
i ' ' t ' t . ' « .
' ' [ i \ ' ' ‘ ' ' « v
— P~ o
3 -
< o ~ — et i ra - o < <2
& =S n r a s < - [} — =~ L
. . . . " . . . . . -
- R o < o - =2 [ o < o
-
— {
i N
A
- R ART pa m it o’ [
PREEY , —a . oae




[UUPRIUEPRFIIG S ST i F P P

‘mmn*“

o
LinC.
 lentom

8.6 Bandlimiting Effects of Pre-Despreading Filter and Bandpass
Arm Filters

B.6.1 Correlation Loss Due to RF Filtering

The model under consideration is illustrated in Fig. B.13 where

rit) /25 PN(t-t)d(t) cos(uyt+e) + n(t)

received waveform

H(w) = the transfer function of the RF bandpass filter which is
centered at wye
r(t) = /25 PN(t-7)cos (uyt+e)
= local estimate
r(t) = the filtered version of r(t).

Let the truncation function fT{(t) be defined by

Itl <T

1
M) = |

0 otherwise

and the cross correlation function between Flt)[f](t) and F(t)FT.(t) by

T i
R(6,4) = }im%TjTE[F(t)r(t)m(t)]dt

whe ~e
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Fig. B.13. RF Predespreading Filter Model.
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Then it can be shown [10] that

n8

R(0,0) = 5’%; T, sinc?(T /2)dw
-8
if
lue | < we
Hlary) =
0 , otherwise

In case the H(w-wo)has a nonlinear phase ¢(w) instead of constant phase

a, then
ST w6 2 ~3
R(0,0) = —5 / sinc“(wl ./2) cos aw dw
--u-B C
where
S = 1y
® 4 |wo0

The number RZ(O,O) corresponds to a signal energy degradation in the
best case where § = ¢ = 0 and henc= is called correlation loss. This
correiation loss, as a function of bandwidth-time produci. is depicted in
Fig. B.14 for the case a = 0. For further details see [9,10].

B.5.2 Bandlimiting Effect in Tracking Loops

The bandlimiting effect due to banipass arm filters in the tracking
loop i< most easily accounted for by a signal energy degradation

0 defined as
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6 = EC(d(t)2
where

d(t) = filtered version of d(t).

It was shown [6] that 0 can be expressed in the following way:

I So(F) | (£)|Zaf

6 = -m
/ ) Sd(f)df
Hp(f) = the transfer function of the BPF
Sq(f) = the spectral density of d(t).

Simon [11] has examined the bandlimiting effects of the BPF for
both DLL and TOL. For TDL, he found the optimal B;/R,, in the sense of
minimizing jitter, lie between 2.5 and 3.0 for 0 < E, /N, < 14 (dB) and
B;Tq = 4.

As for the choice of Ty, Hartmann [3] suggested that B./4 < 1/T, <
B;/2, since, as mentioned before, the dithering rate 1/T4 must be chosen
small enough for the dithered signal to be passed by the IF BPF and, on
the other hand, be large enough such that the sinusoidal component at

1/2T7,4 be out of the mainlobe of the loop filter.
d

c:lf}lltcji;lrl
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APPENDIX C
FREQUENCY ACQUISITION

C.1 Introduction

The implementation and performance of the frequency acquisition
subsystem are described in this Appendix. Supporting software and its
set up can be found in the next two appendices.

A carrier tracking loop does not acquire when the initial frequency

error is comparable to the loop bandwidth. It is thus necessary to

align the received and local carrier frec 2ncies to within the loop

f bandwidth such that IF/or baseband process can take place. To avoid
false lock in conventional frequency searching scheme and to make a

I rapid pull-in from a large initial frequency error possible we adopt a
digital automatic frequency control (AFC) loop modified from Cahn's

{ composite AFC/Costas loop [1]. The remainder of this appendix includes: :

ORI

[ ® Analytic model and description of the AFC loop
e Uiscriminator characteristics and pull-in range
e Simulation model

e Performance analysis

e Performance results

{ e Lock detector and its performance

e Modification for DG-1

C.2 Analytic Model an* -_cription of the AFC Loop

The AFC loop or frequency acquisition loop (FAL) for the AI.S has
the configuration of Fig. C.1. The rrequency synthesizer output is

assumed to be of the form

T I ~

c:l{}rl<i3;112'—"_
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The combination of mixer and low pass filter (LPF) serves as a frequency

difference detector (FDD) which results in baseband outputs of

I(t) = d(t) cos[aut+e(t)] - f(i'dq(t) sin[aut+4(t)] + n,(t) (C.la)

Q(t) dl(t)sin[Aa£+¢(t)] + JﬁdQ(t)cos[Awt+¢(t)] + nQ(t), (C.1b)
where dq(t), dQ(t) are the +/25' valued data stream, assuming filtered
by the FDD without distortion, of I and Q channels respectively, S' is
the I channe! signal power, aw is the frequency difference beilween the
received and local carrier, G is the Q:I power ratio, and nI(t),nQ(t)
are independent narrow band Gaussian process with one-sided power
spectral density Ng-

The sampling and summation combination is the digital realization
of an integrate-and-dump (I/D) filter. The relationship among the
sampling rate (I/TS), the bit rate (1/Tb), the number of samples for
each update (N) and the number of updates per bit time (M) can be

summarized in the equation

1 MN
' i (C.2)
S b

The control signal, ey, which is proportional to frequency error is

derived by

LinCom—
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& = Tea1®% - L (C.3)

where I,,Q, are the outputs of the digital I1/D filters at time t= kTp =
k(Tb/M). The control signal, after being filtered by the loop filter,
will produce a signal to adjust the local frequency synthesizer.

C.3 Discriminator Characteristics and Pull-In Range

The generation of the control signal (C.3) is motivated by the fact

that an unnormalized frequency discriminator can be formed by [2]

(-

5= 18-S (C.4)

Approximating the time derivatives by finite differences over a time

delay Te, we have

6 = I(t-TE)Q(t) - I(t)Q(t-Tp) (C.5)

For I(t),Q(t) the same as those in (C.la) and (C.1lb), ignoring

noise and data modulation, we find

§ = M146)S' sin(adp) v 2S[sin(aul;)]

Since the 1/D filter has a transfer function as

ol
Hw = sincf7?-) (C.6)

where

cal{}’l<:3;l7l‘—_-_
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sinc(x) =
it can be easily shown that the FAL discriminator chara:teristic (DC),
which is defined as the mean of the control signal, is

2 AJ)TF
D(aw) = 25 sinc®(——) sin(aul;) . (C.7)

D(aw) will be normalized with respect to D'(0) henceforth,

Eq. (C.7) is shown in Fig. C.2, from which we see that the DC is

mTF

A
negligibly small when | 5 | > 2.0; see also Fig. C.6. The arrows on

the curve indicate directicn of frequency error variation with time in a

noiseless environment. It is clear that the noiseless pull-in range is
IAwTFI < n

or (C.8)
IAfTFI < 1/2

where aAf = Aw/2m.

In the presence of thermal noise, the pull-in range is of course
expected to be narrower and dependent on actual input signal to noise
ratio (SNRI). Fig. C.4, C.5, C.6 are three typical frequency error
trajectories for AfTF = .42, .525 and 1.05, respectively.

C.4 Simulation Model

According to the analytical block diagram shown in Fig., C.1 we set
up the foilowin, simulation model for the AFC looup; the corresponding

system parameters and their definitions are summarizeu in Table C.1.

N N
1 I I 1 I I
I, = % Y(s, ) = ( Is ,}J+n
k N <1 ky2 Kk, N =1 K, K
I I
4 S * N (C.9a)
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Table C.1. FAL System Parameters and Definitions.
Bit Signal to Noise Ratio Ep/Ng = STp/Ny
Bit Rate 1T, (Ry)
Q:1 Power Ratio G (1 <G<4)
Sampling Rate T,
.0op Bandwidth ?L
Accumulation Numbe-~ for the I/D Filter N
Up<-te Speed Tp (=15/M)
Control Signai at t = kTp e
Output of the I/D Filter I (I-channel)
at t = kT Q {Q-channel)
Signal Component of I, (Q) Sé,z (58’1)
ot = (k=1)Tp+(2-1)Tg
v se Lumponent of [, (Qy) n:(nS)
Original Frequency (Phase) Offset awy (6g)
Frequency Error at t = kT; ry (¢)
e
c:l{}fz‘zj;ilwz"“"
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Q =7 L (s g b= (g L s ny
=1 =1
A .Q Q
) .
Sep " Gldlkcos[ ‘t\<+A"f<("'1)Ts]-GQko sin ‘k"“"k(l'l)Ts] (C.10a)
Q _ . .
Sk,,: = ;Id:k sm[q(nuk(z-l)TS]'rGQko cosi q(uuk(z-‘.)TS] (C.10b)
wi.2re ni,ng are i.i.d. Gaussian random variables with variance
Ko/ (2sTg), 6% = 1//I*G and G = /G/1+G. The difference equations

governing the control signal ey, the local frequency and phase
estimates ;k’ak ard the state variables, Ik’ g and Ay, for a first

order FAL are

e, = Ik—IQk - Ika-l (C.13)
;k+1 - ;k ey (C.14)
o - & 9
By T By - ;l(*l-l (C.16)
%+1 = Qa1 :\-vl (C.17)
Be1 = Aob(k+1)TF t g . (C.18)

C.5 Performance Analysis

C.5.1 Freguency Jitter: Steady State Analysis

From (C.14) and (C.16), we obtain

*Note the G and GQ defined here are square roots of those defined in

Appendix 8.
C -3
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By T Ay - Y€

A“k = YE(ek) = Y[ek'E(ek)] (C°19)

For BPSX signaling, (C.19) becomes

Mgy = By - 1D(m.k) + ';k (C.20)

where

K = 'Y[ek'E(ek)]

=
|

r I I I
= Il yagengnd ) + (s ey stsind nsd )
= -y[(noise x noise) + (signal x noise)] (C.21)

Assuming aw Tp << 1, i.e., D(as ) = awlp, we obtain
buyyy = duy(l-vg) + ';k‘
Letting a = 1-yIg < 1, the above equation becomes
By T 28y * N (C.22)

Before we can proceed, a few observations and assumptions are reeded.

First, we notice that

E(Jk) =0 (C.23a)
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Var(nk) = E(nk) = l(ZsTF) + ZsT ] (C.23b)
and
E(ﬁiﬁj) =0 ifio2j (C.23c)

Hence {ﬁk} is a sequence of uncorrelated and identical distributed
random variables. Moreover, Ay and ﬁL are independent because of the
independence between Awy, the initial frequency error, and ﬁb. Next, we

observe that

E(ay) = E(a“ay+ a7l + a4 e q )
= akAub
and
E(ay)?) = a%El(ay_p)%] + 2a€(aq ;) + E(RL_))
2k
= (Allb) + E("k 1) 1 a

The second equation has used two observations mentioned above, i.e.,

E(ag_yf,_y) = Elag_p)E(R_)) = 0 ¥
and

= E(nz) = E(nk 1)

Now, if K >> 1 such that ak ~ 0 then

-188-
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C-l
or Ti-T o -
E(ﬁhk) = Os
~2
E(n, ;)
E[(Auk)z] = —%1-—, (C.24)
-a

and the autocorrelation function is found to be

"

E(AmiAmj) G,E(Am‘.zi)

a'E(ﬁ?_l)

= ——%— R i= jte. (C.25)

1-a

As has been expected, Ay, is asymptotically independent of tuy, and Aw
and aw; are uncorrelated if |i-3| = £ >> 1. We shall establish (C.24)
by another approach through which our simulation result on frequency
jitter is to be justified. Let us form a new sequence {ay } from the
sequence {Ank} by the sampling rule:

)

By = A
(C.26)

—-te
n

ki + kg

where n and ko is such that

k
E(AmiAm.;+j)/ .E(Au?)E(Au%ﬂ) ~0and a® 0.

For analytical simplicity, we assume {ﬁk} are Gaussian so that the
uncorrelatedness of {ﬁk} makes them i.i.d. The difference equation

governing the new sequence {Au&} is similar to (C.22):

B,y = A'dg *fy (c.27)

o[:'nc)om -
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where a' = aJ and

~_ J-1~ J-2~ Y n,
gt M-l et Mkan)g-2 T M(ke1)ge1

It is clear that Awi and ﬁ; are independent and ﬁ; are i.i.d. Gaussian
with mean zerc and variance equal to %E%;z Var(ﬁk). The uncorrelated
sequence {Ami}, beinyg driven by a white Gauss;an sequence, is itself
white Gaussian. This and the choice of kj (a 0=0) imply that {Auﬁ} is a
stationary white Gaussian process.

Since Ami has finite mean, by the strong ergodic theorem [3], the

sample mean
(C.28a)

converges to the E(Au"() with probability one. Furthermore, if {r;"(} is
ergodic itself, then the sample variance

a, N 2 w2y B
(N-1) (K_Xl(Au"() - ny) 2 osy (C.28b)

converges to Var(ay] with probability one [3]. In summary, if {ﬁi}
is an ergodic, stationary, white Gaussian sequence then the sample mean
and variance will converge to the assemble mean and variance with
probability one. This will be our underlying assumption about {ﬁi} in
the subsequent discussions, Summarfzing Aui fromn 1 to N and dividing by

N, we obtain, from (C.27),

p—t

= nk.

N
a
7 e, = &
ki Tkl N

p—

N ;N
By *+ &
Lok

K 1
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For N >> 1 and stationary {au } i .
OF FGU!\‘ Qun;‘; ‘l’

N N
z AI = 2 A L] .
S B G T
hence
N .
m,(l-a) ~ = ] n' . (C.29)
N N bk
Now, substituting the identity
N N N
2. 2 2 ' 1 =2
1 8 =a' J ag“+2" ] agn + Jon
CRA k1 K k71 Kk K
and (C.29) into (C.28b), we find
. 2 - N _ N ~
(N-1)sy = (1-2'7) [ 2 o ta'} agn -—ms ( z "k) ]-
K=1 K=1 (1
Denoting the frequency jitter by oiF’ we have
s
oiF = lim L
Now 49
N CN (Ing)
1 1 2, 2 1 k
- ; hm[ I nf+ S 7 oAyl - 1) )

By ergodicity, and independence of aAw'y, and E&, it is easy to show

that

1 No-e -
lims= ] n° = Var(n')
Nao N-1 K=1 k k
- 2
Vim __(__)_(Z ) (Zn P = 0
N+ N(N-1 N-Nn N
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1im Nfﬁ k - 0
N
and so
Var(ﬁ')
aiF s (C.30a)
44 (1-a2'")
i Var(ﬁk)
4:2(1-a%)
. L [+ g ]
a2(24T-2T8) " 2(swr, )2 SMRy
FY Tf I
= [.S(SNRIZ) . sua}l]
4y TF(Z-yTF)
where
ST
swe, & F |
I Ny
(C.300)
2
BF - I/TF .
If yTg << 1 then
2 B 1 1
o = + ] (C.31)
& g2 [SNRI Z(SNRI)Z

From the simulation efficiency viewpoint, however, (C.26) is not a

good sequence to work with, especially when a ~ 1, i.e., B Tg << 1, We
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would rather use the sequence [Dk, given by

Dy = duy - 3bwy ) =0y,
i = k+ KO’ k >1

It can be easily proved that

E(DiDj) =0 ifiez]
and

= Var(ﬁ.

2\ _ -2
E(Di) = E(n; 1+k0) .

)
1+k0
Hence °§F can be obtained by first computing the sample variance of the
white Gaussian sequence {Dk} and then dividing it by 4n2(1-62). For
other modulation format, oiF can be derived accordingly by substituting
the corresponding D(aq ) and Var(ﬁk) into (C.28). We have found,

however, that they are all equal except for SPQSK which renders

L A W
g2 LRy

] (C.32)
aZSNRI)
where @ and «p are functions of M(=Tf/Tb) and N(=TS/TF). When both M
and N are large, say > 10, then o~ = 1.

So far, we nave assumed a NRZ signsl format and ignored the data
transition loss caused by a reverse of the control signal at the bit
junction whenever a data transition occurred. It can be shown that the
average loss for a BPSK/NRZ signal is L75/M and 3(1+GZ)/16M for

UQPSK/NRZ. Because the Manchester .»ding guarantees a sign transition
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during a bit time the average loss fc~ BPSK is 3/2M and and 3(1+262)/8M
for UQPSK. It is the consideration of such a data transition loss

whence a median (> 5) or large M requirement is derived. A more
2
9
by SNRi r DgSNRy, where Do is the data transition loss described above.

€C.5.2 Acquisition Time: Transient State Analysis

accurate estimation of should replace SNR; defined in (C.28b)

C.5.2.1 Noiseless Behavior

The noiseless acquisition time, TAQF' is defined here as

TAQF = 128 ft: Amt-O} R (C.33)
i.e., the first time the frequency error becomes zero.

There will be no attempt to address the nonlinear FAL analysis
here. Throughout this subsection discussions are restricted to the
linear operating region of a FAL, that is, au is always assumed to be
such that agyTp < 1/6. In this region, the continuous-time version of
the FAL shown in C.1 can be equivalently modeled as that illustrated in

Fig. C.3. For a first order loop,

F(s) = 5—117 .
Hence the closed-loop transfer function becomes

K K.F(s)
1+KrKUFlsi

1
(C.34a)
1+1T1/KrK055
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Fig. C.3. An Equivalent Continuous-Time Model for the FAL of Fig. .1.
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Compared with (C.22), we obtain

ORICh Ll = L2 S
“F PCUR QUALITY
TI =1
Kr = a
and
K0=Yo

Defining the loop time constant as

TL = TI/KFKO = 1/ay (C.34b)

and taking the inverse Laplace Transform of (C.34a), we obtain

-t/T

By Act'l(H(s)) = Ayl L (C.35)
Therefore TAQF can be estimated via
A
t = TL In -:il (C.36)
Buy
so lony as By *Buy, > 0.
C.5.2.2 Noise Performance .

Eq. (C.33) is used to define the so-called noiseless acquisition
time because the behavior of {aw , k=0,1,...} in a noiseless
environment, being well-approximated by the deterministic equation,
(C.35), of its continuous-time version, is a deterministic and
decreasing function of k. As a noise performance measure, (C.35) is of
course not appropriate any more, due to frequency jitter. Hence, we

define the ¢§-P irequency acquisition time as

LnCom—
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TAQF(G,P) = l’l@ {IAutl < & with probability P} (C.37a)

Usually, § << Auy) and cTF is in the linear region of D(Aw), SO Gaussian

assumption is valid and (C.40a) is equivalent to
Tage(&P) = inf{laf,] < s erfe(cE) < 15 (C.37b)
t50 OpF

Even with the assumption of 100% acquisition probability, TAQF(G,P)
does not necessarily exit, due to the fact that the inequality

8 1-P
erfc(——) < —— (C.38)
GAF 2

cannct always be satisfied. A more feasible performance measure is the
mean acquisition time, TAQF = E[TAQF(G,P)], given (C.38) and 100%
acquisition probability. An approximation of TAQF is dericed as
follows.

In the presence of noise, we have

d(ag) = -D(ay)dt + ynlt)de ,

and in the linear region of D(aw ) it becomes

d(aq) = -yTp wdt + y n(t)dt
where

A = A
and

n(t) = ny
t=kT,
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If we assume a(t) is an additive white Gaussian noise with a one-sided

power spectral density ﬂo, where
. 2var(n,) a1 [ng{ﬂz \ Ny |
0 2 FLi2si. 2sT
YBF r F

then {Amt,t>0} becomes the well-known Crnstein-Uhlenbeck proress [4)
which is also an approximation used to compute the mean pull-in time for
the PN code tracking loop discussed in Secti:n Y. The mean acquisition
time, assuming a 100% pull-in probability, is thus to be evaluated by

- T
T tP(t, aq),0)dt = J Pt 00dt  (C.39)

wher e
T is a large number
02 -2qt -at
P(t,AmO,_y) = ¢(—2—u (1-e ),Awoe Y )
1 =(y-x)2/2t
o(t,x,y) = -—e ,
t
_ / 0
g = Y ?" ’
and

a = 'YTF °

Eq. (C.39) is in fact a conditional mean only, The ‘real’ TAQF does not
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exist, followed by a similar argument given in Sec. C.5.1. In case of

SQPSK, &U is replaced by

- 1 1
N +
0 o; (SMR.) 2(a, SR, )

- o1 | 51 - (C-40)

This complete our linear analysis of the FAL for DG2.

C.6 Performance Results

£.6.1 Simulation and The -etical Predition

Judging from (C.29), frequency jitter is controlled by the triple

(vsB,SNR{) or equivalently by (B s TpsEp/Ng,M) since

Y L?
BF = l/TF’ (c.41)
ST, T E
b F b ,1
SNR T e ae = ._) . (C.42)
1T, TN,

The above fact suggests that a small By and a large Te (small M) be
used. On the other hand, a larger Tp implies a smaller pull-in range
and a small B will delay the acquisition time; see eq. (C.8) and
(C.35). One solution to this dilemma is to apply a multiple-stage

strategy. More specifically, (B, ,Tg) will not remain constant but will

initially, and B (T¢) be switched to smaller (larger) values at some
predetermined time. Such a multiple loop bandwidth and update speed
system allows us to enjoy the advantages of both fast pull-in time and
small frequency jitter in a wide dynamic range environment. Befo:
givine our design proposal based on odr worst-case assumption for DG-2

we like to go through a verification-by-simulation test on the analysis
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yiven in the above two subsections.

To begin with, let us demonstrate three typical frequency error
(A“t) trajectories in Fig. C.4, C.5 and C.6 for AfOTF = .42, .525 ana
1.05 respectively. Notice that each trajectory converges to a stable
operating point according to the directions of arrows shown in Fig.

C.2. Nevertheless, this is not to say that given an initial operating
point the dynamic behavior of Aw will follow Fig. C.2 and converye to a
predetermined stable operating point with probability one. Shown in
Fig. C.7 is another trajectory for afgly = .525, which turns out to be a
successful pull-in. These all have been predicted by eq. (C.37a) which
tells us that the trajectory of aw is drifted by a time-varying force
-YD(Awt) and, at the same time, perturbed by the variance term yﬁ(t).

Roughly speaking, whenever the drift is overcome by the variance,
which occurs with a nonzero probability in the presence of ﬁ(t), the
trajectory will not follow the phase diagram shown in Fig. C.2
anymore. Simulation results show that successful puil-in can be

achieved with high probabilities for E,/Ny > 8 d8 at 1/T, = 1 KHz if

|afgTe] < 1/4 (C.43)
which is larger than the linear region of D{aw).

As mentioned before, both frequency jitter and acquisition time are
in proportion to B . Fig. C.8 is the sample variance trajectory
computed from Fig. C.4b. The horizontal straight line is the frequency
jitter estimated by (C.31). The simulation result is very close to the
theoretical computation. By eq. (C.3db) and (C.35), it is predicted

that at t = TL, the frequency error will be reduced to e™* of the

-200-

o[:'n&m - )

O T

)



¢

™ M

Aft(Hz)

4. Tela
ceazBEecs

L -iEeld

AR

Slad*2d
T.TaEedd
C.aikeRd

<IvEeS

_—ognCom

'
)
1

6 nem——— s—
I
1
L]
)
]
)
]
]
[l

- e -
]
]
‘
L]
+
]
)
]
'
]
]
1
[l
- *
L]
]
]
'
]
)
[]
+
+
]
]
]
]

- -
]
'
1
1
]
]
1
]
]
)
L)
+
L]

*
]
]
]
+
]
]
]
]
1
i
)
)
)
- .

- - =
]
1
(]
'
]
1
]
]
]
1
]
[l
'
*

[

\
............. B

'

v

'
'
'
'

vt
'
)
)
'
1
'
1]
»
'
I
)
I
'
1
’
'
]
)
'
'
'

.- - -

5 X ' ' t
Mﬂ*u\{k[“‘nun'»n\ )hhhﬁk&;hhAﬂi’hhhll[:hAAAllhﬁh!t

t (sec.)

Q.uud v.3% 0.792 1.1u8 1.5U4 1.9780

Fig. C.4a.

A Sample Trajectory of {Awt}; Afo = 4.2 KHz, AfOTF = 4.2,
Eb/N0 = 15 dB.

)

- —— -



<.xQE*03

v.32EeC]

.........................

~.i"Een]

............................

u'\li\__. B (O ¢
N .
(HZ) OF PCUQ LW PN
--------------------------- DR e el i e TR AP
v . t
L} i .
t t
1 t
---------------------------------------- L it bR L P IR,
' '
) L} »
'
t
---------------------------------------------------------------------
L} )
1 -
0 1
[ [
--------------------------- R itk b E L T SRS pEO R SIS
t
L}

...............

Fig.C .4b. Another Sample Trajectory of {Amt} when AfOTF = .42,

-202-

t (sec.)

LinCom—



7

nce.om

ORICT: = = .
OF PCTR Q. -2 7Y
f, (M
sf, (Hz)
£ed3 docomea e L A= MAbeemcom oo .
: toaTe e aae '
[ . ' LYY A :
: }l l\ .
e I Rttt L b r Rm=mmmmceeana R I3
3 Y.L . A
FWLAY: - My

<T3EeC]

ServEeds

to.mEe 3

C.olEeQs

-13E+04

CeTdLe0d

«aSCEeR3

V.4nE*QY

Fig. C.5. A S.mple Trajectory of {aw} When IAfOTFI = .525.

...........................

..........................

--------------

..............

..............

..............

..............

t (sec)

LinCom—

-203-

P

D g



Fig.

A-t
e s '-

eeaITl

JLLLEe0Y

< IJEeQY

GLIGESCS

VL10Ee0S

CLlvEeS

J.I0Ee0S5 -

CLOiCEeYS

Afo = 10.5 kHz '

......

......

--------------------------- o
v

| '

' 1

]
--------------------------- -
!

[ t

R { '
| S S .

Jodv

C.6.

' ) l ] A
1 t i 1
------------ D et et L L L ----2‘— ~ A
' ] 1 ' &
' 1 v ] zﬂ‘ '
. ' ' ' £ a ¥
1 1 1] 1 ]
t (sec)
0.3% 0.792 1.188 1.%u4 1.y89

A Sample Trajectory of {Awt} When AfOTF = 1.05.

oﬁn&m -

-204-

o wemm s B

3



[TY;

¢ - - - - - ¢ - F S PO T R P ldl.l..lﬂln‘..vl
] ] [] t 1] 1 | 1 ] -« &K
s ' ' ' ' i . | ' od
' ' ' 5 ‘ ' ' ' +
' ' ' ' ' ' \ ' '
| ] ' ' ' 1 ' ' [ !
' ' i . i ' ) ‘ o
' § ' ' t ‘ ' ‘ <"
' ' ‘ ¢ ' ¢ 1 ' «
) ' ' ' ' ' ' ' 1 |
i 1 + i ' ' ) ' ' \
1 ] ' ' ' ' ) ' ¢ '
' . ) ' t ' 1 ' '
' ' i ' ' \ t ' ' '
P = e = - * - - L R I R A - BN N U R I L
t [) 1 ] b ] ] ' [ ]
) ' ' i ' 1 ' + '
' ' 1 ] ' ' i ' ' ]
' ' ' ' { ¢ ) ' ]
- ' t ' ' ' ' ' ' [ '
' i i ' ( ' ) i ' ' x4
. 1 ) ' ' ' ' « ' ] '
' ' t ¢ ' 1 ¢ ' ’ '
) ' ) i ' I ' ] + «
' t [} ) i ] i « ¢ \
] I ] i [ [} ] ' ] | -
t + ] | ' ' 1 ' ] T«
' ] i . ¥ [ i i ‘ ‘
# e == 2§ mmme $mmme pmm e b e fgmamm e —m e 4 == -
' 1 + ) 1 ' 1 i '
1 i ' 1 ' . ) ‘ ]
. [ ] 1 [} [ ] ¢ [} [}
' ' i ' I ' ' t 1 '
* [] ] ] ] t i [} [ L q
- i i [} ' i i 1 ] .‘/l [}
. \ | ) 1 ' ¢ 1 ' Cenmndge=: =}
b ' 1 ] [ ) + ] (] [} 1
QLA ' ] 1 ' . A 3 ' —
v - 1 ' ] ' ' 1 ] t I i
. Ly ! } [} t ] ] ] ] ] ‘
Nb.n. ! ] ] 1 ¢ 1 . ] )
. ' I ' ' 1 ' ‘ ¢
) B ommm e e e e e b m e dmm e g mmm o ... b - & - -
' ' s ' 1 1 ' ' 1
] | t ' 1 + ' 1 ] '
' ' t 1 ' | ' 1 [
' ' i . \ ' { ] ' | b
4 [] ] [] [} 1 [} 1} et v it
' ' ' t ' ] ' ‘ t
t ' 1 ' t ' ) ' |
| 1 i ] ] i ¢ ' [ 1
' ¢ 1 { § ' ' ' HER
' ) ' ' [ ' i ' ) toe
' ' t ] ' 1 ' ‘ ' .
1 1 ' ' 1 1 ‘ ) ' «C
' ' ' ' 1 ' ' ' ' '
I B B T T T e T T S - - -
‘ ' ] ) ] i L] [} + )
' ' ' . 1} 1 i | ] t\l...\.\‘.Vx
1 ) ' ' ' 1 ' [ ' -
] ' ! ] 1 ' ' '
) ) ) ] ) [} t 1 1]
N " 1 ] 1 [] ] ) 1 "
' ' ] ¢ ) t i
N 1 ' ' ' ] 1] f ' ) QIA
~ ' ' ‘ . ) ' ' ' ! v
13 ' ' ' ' ' ' )
e ' 1 ' i ' ' + ‘ '
1 1 ' i ' i ’ i ¢
1 1] ] ) ' d

».

980

1

1.188 1.544
o[:'nC)om '
-205-

s 792

0.39
A Successful Pull-In Trajectory of {Bwg} When AfOTR = ,525,

1

L4 r L4 - T L - o] () £
ed 4 s > =4 s 4 e "a il
. . . . . * . . - -~
tad bt () t w [} W ta ] 1]
oy 1 - [ - H r [ 3 Pe}
L t ~ [ [} ~ - » - —
. . . . . g .
- " s . 5 ) - ‘

Fig. C.7.

i
k
I
-w



e e e tam

LinCom—

—~
o
[«F}
(&) .
— L
<
= .
. . ¢ - - - = 4 - - 4 - - 4 - = = - 8- - - ¢ =~ - + 4 = - = - 4= - - . .
s - ' t ' ' ¢ ' ' ' ' 0 o
' « ' 1 ] ' ' ' ' ' i < o—
] ] ) ) t .
1 : H , , m ' ' ' . . [y L
i PR : i ] i , ‘ ' ‘ =
[} . ' ' [ [} ] ' ' 3 ] o
s u " " " “ " “ " £
' aV.. [ ' ' ] i i i | .
' « ' ' ' ' ' ! ! ! !
N E " " ; . . . . . g
@ - o € 8 m i e e e e e 4o xlovlll‘llllulll A. ﬂ|!||w|| - % (3]
1
R | : m " " ; " | 2 5
. A‘A \ 1 “ 1 | i ] 1 ' — o
] - ’ + } L] “ “ " “ " m
" an .. . n " ‘ + ] | 1 o
] e f ) ] ' ' t ] ] ( (&)
! | : : . “ : ! “ n
.. #q “ " n \ \ ‘4 1 | >
' « 1 ' ' 1 1 ] ' ' —
] -« 1 ' ] ) t [} t ] (o]
P PSP S 1TV 18 o
“ b4 V S ' i ] “ . i t I “
1 - ' C 1 ) 1 ] ) ] .
N D = ' : ‘ : ' : : - —
) « (VY] ] ’ “ " “ “ “ m
1 - U t )
f - (=4 : : ' ' ' ' ] —
' - ) ' 1 ' ' ' i
' _LVQ o ' ' | 1 1 1 t =
o i ol “ ! " " “ " S
R TR AR I tc---t----12 3
/ ‘ f\/mn : i ) ) ) ' ' ® <
' « ' [ ' ' 1 1 1 .
e 1 « = ' ¢ 1 ' 1 =] —
P t =k QO ! i ' ' ' ' 1 >
| ¥ = " " u " " n g
- 1 - [0 s ) 1 ' i ' ' [om]
o 1.3 o " " " " ! “
25 o U
' a&.“" a ] ] m _“ i ! p —
ul-hﬁahl..lto-......hlnlnu_xlll0|l||00‘| ‘. ullllull - 3 m-
) « ' 1 1 1 ] 1 ' ' o
i « ' [ t 1 ) 1 ] 1 - <
P et “ : “ “ " ; “ “ X %
' *’J‘Alk ' t ' ' ' ' i ]
' ‘ ' [ \ t [ ] ] +
' ' « ] ' ) ' ' ] ' ' .
] 1] [] ) ] t ] ) ]
! L " " | " " “ . 3
) '
= | “ ! ! ! " " “
1 1 ] 1 1 L} 1 . ‘ L}
[
o .
Led) il ~ ™ - " ~ “t ! i —c g
] N o - c < < ° o < ©
. . Y Y . . - - Y - v o
w w w W w w s [¥] w w e [T
] 'R el < ~ r —~ - 2 ~ S
“1 T (&) L] - - . T (2l ) —
) < © < =) o o c o o '
' \
«\4Amuz<Hx<> A1dWVS)
Jat
e  WORIE

T

-206-



M

o s ot nBin e s

~edde Soo-

R

— inCom

original freguency offset awy. Fig. C.9 and C.10 exhibit two different
cases: in Fig. C.9, afgTp = .42 while in Fig. C.10 afyTg = .042.
Obviously, the prediction based on (C.35) is too optimistic for the
former but quite accurate for the latter. The reason for the
discrepancy in Fig. C.9 1s simple: the operating point for the former
is in the nonlinear part of D(Aw) and the derivation of eq. (C.35)
assumes a linear D(Aw), which implies a much larger D(aw) at afyTp =
.42, and zero noise.

C.6.2 Design Procedure for DG-2

Our design proposal is based on the assumption that the available
Ep/Ng at /Ty = 1 KHz is at least 8 dB and the largest frequency
uncertainty is t4.2 XHz. In order to operate in this worst-case

condition, Tg must be such that |Tgafy| < .25, which implies

Te < 6.0 x 10'5 (sec)

or (C.44)
M > 4|Afc|Tb - 17

Our second requirement is that noiseless Aw be reduced to within 25 Hz

in 0.2 second. From (C.3€), the loop time constant is

Since T = 1/4B the required loop bandwidth is given by

A
B = ()7} 1n(?:l) . (C.45)

Substituting t = 0.2, awy = 4200 and aw, = 25 into (C.45), we obtain

LinCom—
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BL = 6.4 (HZ) .
The third design criterion is to have a frequency jitter less than 10
Hz. By (C.31) this requirement is translated into
2
Z(noAF) TF

B, = : (C.46)
Lo pesmy) tecastry )T

If M = 20 then we require

B, =~ .012 (Hz)
and if M=5 then B, =~ .36 (Hz).

With B = 6.4 Hz, M = 17 the frequency jitter is about 186 Hz
according to (C.31). Assuming 100% pull-in probability and a Gaussian
distribution of aAf at t = 0.2 sec, the above jitter implies then that
| af| < 211 Hz (one o point) with probability 0.68 and |af| < 30 Hz with
probability 0.02 only. An equivalent statement is that |Af‘ will remain
large for a very long time; see Fig, C.11 and C.12. To get rid of this
undesirable phenomena at least one intermediate stage is needed. If M
and B in this stage is such that the worst af, assuming to be the 3¢
point 583 Hz at t = 0.2 second, be reduced to 5 Hz (noiseless) when t =

0.6 second. Again by (C.36) we obtain

BL = 2.974 (Hz).

Using M = 5, OpF is found to be 28 Hz.

In addition to the above three considerations, the accumulation
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number N must be large enough so that (1) the loss due to the data
transition is negligible, and (2) the digital implementation of the
[/0 filter has a performance close to an ideal analog I/D low-pass

filter. For this, we demand that

The above seemingly ad hoc desiyn approach can be stated in a more
systematic way, i.e., as a mathematic programming problem, as foilows.
(1) Civen Ty (Rb)’ Ep/Ng and afy

—> decide initia} stage M via

M > 4] afg|T,- (C.44)
(2) Given °iF
= decide final stage B, and M by
2
2(no )T
B, gy F (C.46)

L(shRp~Le(2snr?) 1
and

Ep
SRy =GR -

(3) Given the number of intermediate stages, NS
—»decide the corresponding B, and M such that TAQF(G,P)

defined by (C.37b) is minimized.

Qur approach for solving (2, described above is mathematically
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unsound and clearly incomplete. An estimate using Gaussian and 100%
acquisition assumption shows |af| < 46 Hz with probability .9 at t = 0.6
sec. However, simulation results (Fig. C.13-14) are better than what
has been predicted parhaps because of the discrete nature of the AGC
loop.

For high E /Ny, two-stage loop is often good enough and the design
procedure can be summarized as that in Table C.2.

C.7 Lock Detector and Its Performance

Lock detector (LD) is an auxiliary circuit used to provide a
recognition signal when the frequency error is reduced to a preset
level. Conventional LD algerithms for Costas or squaring lgops do not
work for FAL because of either large pre-sampling bandwidth
(hence IE+Qi fails) or inappropriate indication signal
(since Ii-Qi a COoS ¢k).

A good LD for FAL has to take into account the fact that the AGC
may not be able to respend appropriately when the frequency error is
large. So the design philosophy is to avoid comparing with a signal-
power-dependent tnreshold. This consideration lead to the following LD

algorithm: Define

A
Ck £ Iklk_1 + Qka—l (C.47)
Accumulate ‘Ck| and |ek| for My times, i.e.,
. k0+M0
k=k0+l
LinCom—
-214-




e

|=I: ~ G

- i e

Eb/NO =8 dB -

...........................................

Fig.C.13a.

o ' '

.' '

N\ 3 A ViN ! ot (SEC)
.I" N,.4e n AN l o (%]

| SO — . —

A Sample Trajectory of Af for a 3-Stage FAL.

-215-

P



MY S

F_"o[:'nam

..................................................................

...............................................................

: '\ .......................................................
v
- ( /\_:‘\’
A )
L Y B, T Y I .. C-e
Ly froern o
/\‘! ‘ P- “! “‘h . LR
- ~-- T-\{-IA .- * l ------------------ L: ----- ;;} -------
) V t (sec)

Fig. C.13b.

0.501 D.0dn 5.730

The Enlarged Part of {___ in Fig. C.13a.

LinCom—

-216-



R

T e

-
s

o ey

S ag
. .

ey 9

" in(znn

iz

Af (HD)

t : E /N, = & dB

\ -
- \ see Fig. .1l4b
\r :
~l.‘/'\ e remn 1
! + N\ \

Fig. ¢ .14a. A Sample Trajectory of af for a 3-Stage FAL.

-217-

AT s feme e .

R



['_o[:'nC)om

af (Hz)

fm e et e~ me= s - ae=

...............................................................

Ah .2 R e P

EERUOE ¥ B

................................

________________________________________________________________

...........................................

................................................................

.....................

vig. € .14b.

(L a."~7 N, <l N. a6 N,

The Enlarged Part of . in Fig. C.l4a.

-218-




.......‘_.

PPN

-

pre——

8- "

. .
ill(:f:)lrt

Table C.2. FAL (2-stage) Design Procedure for High E,/Ng.

SYSTEM PARAMETER

First Stage Tp (M)

First Stage B

Second Stage TF(M)

and BL

Accumulation Number

N

= g S PR
B = (4t)7" 1In ™y

B

DETERMINED BY

1

TF  aTar
M > 4] afy|/R,

M>5

A4

Z(noAF)ZTF

[(suai)'1+z(snni)'2]

E

b

' = t—
SRNI N

-1
- (M) "0,

> 10

RELATED DESIGN
PARAMETER

| afg]| =
Pull-In Range in Hz

Data Transition Loss
t = Noiseless Pull-
In Time (sec.)

by = Pull-In State

= Design Frequency

Error at t

Oy = Frequency
Jitter (Hz)
WE = Bit Signal-to-

0 Noise Ratio

DO = Data Transition
Loss
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R k0+M0 J
v )
Xo - —'L Iek ] (Co48b)
k=k+1
0
Then declare acquisiition if ;
CRICH
X1 > )(0 . OF P

In (C.48), kg is chosen to be ‘arge enough that eé and CL are in steady !
state. The relation between (C;,eé) and (C,,e.) is the same as that i

between Auﬁ and Aw, ; See eq. (C.26). It can be shown that

aul
E(C,) = 25 sinc?( : CYcos (aq T) - (C.49)

L4

Thus for AmrF <1,

U

E(Ck) = 25 cos AakTF
Let Ck be written as

C, = E(C Jaq) + [C -E(C,, ] aq)]

é -
Ck + Ck.

It can be shown that Ek and Ck are uncorrelated and so

. —— ————— 4

E(C) = E(T) + E(C)
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o ) - -af2/2d
Cri = == JE(cklAf)e d{af);
JZnGAF

moreover,
2, o =2
£(c2) = E(CH) + E(CY)
2 © 2 -Afz/ZozAF BF
= —=< | E (Ck|Af)e d(af) + 8 (5~ -2)
V270 0 L
oF
s o (C.50)

where

g 2 2("—;’5)2.

and E(CklAf) is given by (C.49); replacing Awby 2naf and x by 1. We
notice in steady state |afTg| << 1; thus Ek“ 1 and |fk| = 1. This can be
Justified as follows.

The assumption that |afTg | << 1 in steady state with a high
probability is derived from the small frequency jitter and large B

(small TF) assumptions. Under these conditions, i.e., °iF/BF <«<1, B

« 1,
=2 R "‘fz/z"iF
E(C) = /—5— [ cos(2nafT )e d( af)
'I'IUAF 0
-4
-1 V)
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and g, << 1, By Bp << 1,

dominated by the first term, E(ﬁf); so C = fk and

C A

E(jc,|)

As for ey the same

E([S.])
2,,2

fo— @ -5 /20
/ 22 [ cos(2uafT.)e AFd(Af)

'IIO'AF
o v

CHii.

1. OF Fo.

assumption leads to

& = 2ol af + e,

whare ék is defined .n a way similar to Ck. Based on (C.7) and the fact

that af being a Gaussian variable, e, written as

The right hand side of (C.52) is apparently !

€k k *
has a mean E(ey)
E(ek) E(ek) + E(ek) = 0
and variance Var(ek)
—2
Var(e,) = E(82) + E(&)
-222-
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2,,2
© -Af /20’ 8

/2 / Ez(eklAf)e AFd(Af) + ev(B—F-)
0 L

v 2
10,¢

>
N

% (x.52)

Hence

)
S—
>
(1]

dx +

E(le |) —
-® Y2q 00 0 7/21100

dx

T
| S
>
&

(C.53a)

and
var(le ) = S-2d=0-23 & & 3 (C.53b)

Notice that by taking absolute value of ey, the variance is reduced

by a factor of (1-2/1;)"1 = 2.75, Var(ek) is of the order of (STF/NO)'1
2.75ST
while Var(|ek|) = 0((—77——Ji)'1). Similar reduction between Var(C,) and
0

Var(|C|) is also obtained. Define

2,,2

2 Lol . 2 'Af /ZO'AF
= /-—7;— fo sinc (ﬂAfTF)COS(ZuAfTF)e d(af) (C.54a)
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For My >> 1, x; and x5 can be approximated by Gaussian random
variables, using a central limit theorem type argument, with means Moups
. 2 2 .
Mgug and variances M0°1’ M0°b respectively.

The detection probability of the LD is then given by

PDL = Prix;>x;}
Prix;~xy*0}
Uy B
= erfc( 0 )
v (01+U(2))/M0
> 1/2 (C.55)

The.inequality, PDL > 1/2 is derived from the fact that wp > yg which is
obvious from observing (C.53a) and (C.54a). Of course, PDL is still a
function of SNRy, though a very insensitive one (Fig. C.15), but the AGC
sensitivity problem has been eliminated.

C.8 Modification for DG-1

r.8.1 Modification in Loop Structure

PN sequences are used in DG-1. In the receiver, code
synchronization must be established before frequency acquisition
subsystem is initialized. For mode 1 and 2, the I and Q channel
modulating PN sequences are derived from the same generator but the Q
channel sequence is offset by x + 1/2 chips relative to the I channel
sequence where x > 20,000, It is appropriate to model them as two
independent PM sequences as far as performance is concerned since Tg/T,
<< 20,000 in all practical cases. To'utilize signal energies from both

independent channels, like the 2-DDL case we ‘'enhance’' the FAL of Fig.
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Fig. ¢.15.
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; Eb/ivo (dB)

10.000 12,000 14.000 16.060

(—) and DG-2 (==x-—).

Lock Detector Detection Probability for DG-1, Mode 1
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C.l to that of Fig, C.16. Statistically, the control signal from the

upper pair of channels is the same .s that from the lower ones, except
for a scale factér. It is thus proper enough to discuss the upper ha.V
only. Unless otharwise specified, it is henceforth understoud that the
signal and noise under consideration are from the upper (1) channels.
To simplify our notation, the argument for distinguishing upper and

lower channels will be suppressed if there is no danger of confusion.

For this 2-charnel FAL, (C.10a) and (C.10b) should be modified to be-ome

I ~1
Sk, " Gldlk coslo + ag(e-1)T ]+ n

~1

Al
2 Sk,z + g (C.56a)
Q - ; _ ~Q
Sk,z GIdIk s1n[¢k + Amk(z l)TS] + nk,z
s & ~Q q
2 Sk,z + g (C.56b)
where
~1 _ . .
My © '"PNGQ s1n[¢k+Auk(z-1)TSJ
Mg = "PNGQ COS[¢k+Auk(Z-1)TS]
T T
L0 117 e t)dt
"oy C T f d(t)PNl(t)PNz(t)dt =1 j d 1(t)PNZ( )
s 0 s 0
(mode 1 and 2 or mode 3, Bi-¢) (C.57a)
T T
=1 J d(t)PNl(t)dt o f dPNl(t)dt (mode 3,NRZ)
s 0 s 0
(C.57b)

LinCom—
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d(t) is a +1 valued data stream, d is a 1 binominal random variable,
T
and PNy (t), PNZ(t+ 25-) are two independent PN sequences offset by half

a chip time (TC).

C.8.2 Noise Model for DG-1

Mathematically, eq. (C.57a) and(C.57b) are equivalent to

, 21 /T, 0,
oy ST L T (C.58a)
i=1
ORIGHAL T T I
cor Q- - s ¢
OF P =.t. .21 by (C.58b)
i=

where b; are independent equally likely ¢1 valued binominal random
variables and T /T 8 s assumed to be an integer. We can rewirte

(C.9a) and (C.9b) for DG-1 as

N
A 1 1 ~] I
s +% ¥ (n, +n )
k N R,:l k,!. k,l
A ol I
£ Sk + nk (C.59a)
and
N N
1 0 1 -Q Q
Q =x (1 S + 5 (n, ,+n; )
k N (z=1 k,z) N 221 Kyt K,2
s N Q
= Sk + L (C.59b)
o[:'nC)ln_""
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It is well known that npy approaches to a Gaussian variable as TS/Tc
goes to infinite. For finite T/T., ‘% <an be shown [Appendix I, 5]

that the rms approximation error e, de ned by

2 _ 2 ;-
e = ] [P (K)-P(K)]F <F.
k=0 9 OF
where
A L -L
Pb(k) - Pr(nPN=K) = (&)2 ’ ‘L < K < L
2
31 K+ %' K- %
P (k) =3 ferf(—) - erf(—=)]
9 /2L V2L

is less than 3% if L > 12 for mode 3 or if L > 6 for mode 1 and 2.

Based upon this, ni and nz

mean Gaussian variables with variance equal t»

will be approximat>1 by two independent zero

I 1, 1 N
Var(nk) =5 (ZL‘(1+GY’+ STF) (mode 3,NRZ)
(C.60a)
N
1 1 0 .
7 GUr(reey *sr;)  (otherwise)
and
Q, _ 1
Var(nk) = Var(nk) (C.60b)
if
L' =ML > 6 (mode 1 and 2 or, mode 3, Bi-g¢)
(C.70)

> 12 (mode 3,NRZ)

C.8.3 Frequency Jitter

Forming the control signal e, by adding the error signals from the

LinCom—
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and that from the lower ones eL

upper channels e PR ELIR
_ .\ L
e, = e +te.,
Crtl e T
IF PSR Lwme -
the frequency jitter is found to be
2 _ B 1462 1 1

S —— - +

[s] { T + ]
Foog2 2 agL'2(1+G)2 LT(SNR}) (SNRI)2

2
1+G 1
+ + } (C.71)
aOL.(1+G)2 ()NR)I

where

a5 = 4 for mode 1 and 2 or, mode 3 with Bi-¢

2 for mode 3, NRZ.

For L' > 1,

B 1 1

2
o [ + ] -
& g2 2(SNRI)2 SR |

(C.72)

If 77! = 3 M bits/sec, M = 20, 1/Tg = 1 k bits/sec, then L' = 1.5 x 102,
and if M=5, L' = 6.0 x 102,

In both cases, L' > 1 and 1/L' << 1/SNRy sc¢ the design parameters
in C.6.2 remains good for DG-1 if the design criterions are the same;
see Fig. C.17 for a comparison. Suppose only the lower channels, i.e.,

the stronger Q channel signal is tracked, then (C.71) becomes

2

l 1+G 1+G
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For large L'
2 *BF[ 1,1
¥ gl 2(SNR(I’)2 SNR?
where
Q . 6_
SNRY = (SWR[) 73 -
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APPENDIX D
INTRODUCTION TO THE APPLICATION OF AIRS DEMONSTRATION PROGRAM (APD)

D.1 Purpose
The AIRS demonstration program (APD) described herein is a FORTRAN

language software package capable of analyzing and simulating the
performance of various subsystems of the AIRS. It is an interactive
software package developed by LinCom for NASA/Goddard Space Flight
Center to run on the Perkin-Elmer computer, and will be used as a
software analysis tool for the AIRS. This appendix and the one
following discuss the organization and applications of the APD.
Definitions of input and output parameters are documented, and, for
explanatory purposes, a sample run is included at the end.

D.2 APD Design Philosophy and Architecture

The functional guidelines which were followed in the course of
designing, developing the APD are stated below:

(1) APD will allow a great deal of flexibility for any system
change and expansion.

(2) It will serve as a engineering analysis tool in both system
design stage and system operation stage.

(3) It should be easy to understand, use and maintain.

(4) The outputs should contain all the information necessary for
system performance assessments.

(5) The powerful capability of the existing software packaye-CLASS
should be utilized.

(6) The computation time should be kept as a minimum.

As a consequence of the above requirements, the APD is organized in

a logical and structural modular form as shown in Fig. D.1l, basic

-234-

- e e M a0 P pE T DmT 7w T

LinCom—



hll ™ B Yy T T

— ir:<:3:7111

CLASS
]

H

ORIGINsY .

OF POCR Cor 4
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CLASS - APD
INTERFACE ROUTINE

1

APD

CONTROL ROUTINE

PN PN | 7 PLL { BIT
ACQUISITION [TRACKING iACQUISITION SIMULATION ! TIMING
RNALYTICALg ANALYTICAL| 'ANALYSIS/ | |PACKAGE gIMULATION(
PACKAGE ; PACKAGE iSIMULATION . PACKAGE !

; B | PACKAGE | j
| t
|
; ‘\\
BASIC
e ROUTINE
USER
INPUT/OUTPUT
Figure D.1. Current Architecture of the AIRS Demonstration

Program (ADP).
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routines referring to those used in more than one configurations within
one subsystem and/or in several subsystems. Detailed architectures for
the PN acquisition system are shown in Fig. D.2 and Fig, 0.3. The PLL
and bit sync simulation package are discussed in Appendix E.

In order that the PAD be able to communicate with and thus utilize
the CLASS an interface routine is included.

D.3 Properties and Parameters

D.3.1 The Acquisition Subsystem

There are fourteen system parameters of the Acquisition Subsystem
to w specified:

(1) C/Ny (dB-Hz)

(2) Data format (NRZ or bi-phase)

(3) Data rate (kHz)

(4) Code rate (M chips/sec)

(5) 1 and Q channel power ratio G, 0 < G < 1

(6) Designed false alarm rate

(7) Search step size {chip)

(8) Doppler loss (dB)

(9) Data Transition loss (dB)

(10) Number of Doppler bins

(11) Number of chips per Doppler bin

(12) Length of the CCD PNMF (chips)

(13) Number of the noncoherent integrations (lst stage)

(14) Integration time (K chips) fo the 2nd stage test, three options
to be chosen from:
(1) Receiver configuration {SSP or SPS)

(2) Optimization with respect to parameter 13 above

-236-
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Fig. D.3. Current Software Architecture
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(3) Performance criterici - minimizing the me.:n acquisition
time or, minimizing the time for 90% acquisition
probability.

Note that the minimization is carried out by choosing the optimal
detection (& false alarm) probabilities of both stages. For the second
criterion, a 90% detection probability per cell is assumed. Besides the
evaluation of the acquisition time the APD also offer operation
characteristic analysis for various detector structures.

D.3.2z Code Tracking Subsystem

Though a 2-DDL is proposed and found to be superior to other
existing code tracking loops, the performances of DDL and TDL are also
presented., The effects of the pre-despreading RF filtering and IF
filtering in both I & Q arms of the tracking loop are considered and
modeled as signal energy deyradations. Lock detector is part of the
code tracking system and its performance evaluation is included in the
task of APD. System parameters pertaining to> the code tracxing are
summarized as follows.

(1)-(6): same as (1)-(5) & (7) of the acquisition subsystem,
(7) Loop bandwidth (Hz)
(8) Cut-off frequency (normalized by data rate) of the arm BPF
(9) Chip time - bandwidth product of the RF filter
(10) Phase nonlinearity of the RF filter
(11) Designed fa'se alarm rate for the lock detector (LD)
(12) Integration time (chips) for LD.
Two options dc¢ exist, namely,
(1) Loop configuration (2-DDL, DDL or TDL)

(2) Choice of the IF filter (ideal BPF or 3-pole Butterworth).
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Code phcese jitter, normalized mean slip t me and mean pull-in time for
the ?nc order loop are calculated, where a 2 dB degradation from the 1st
order loop in jitter square is added to the 2nd order loop. Ore-delta
loops, i.e., one chip delay between early and late gates, and zero
original code phase oifset are as-umed in all computations.

D.3.3 The Frequency Acquisition Subsystem

A digital 2-channel, multiple-stage, 1st order automatic frequency
loop is investigated. The maximum number of stages in a AGC loop is
limited to be three. Besides (1)-(3) and (5) in D.3.1, there are eleven
parameters to be determined, namely,

(5) Original frequency error (Hz)

(6) Number of samples per update (N)

(7) Number of upuates per ~it time for the 1lst, 2nd & 3rd stage

(8) Loop bandwidth (Hz) for the 1st, 2nd & 3rd stages

(9) Switch time (sec) from the lst (2nd) to the 2nd (3rd) stage

(10) Seed (a double-precision :eal) for random number generator.
To control the frequency error tra_ectory to be plotted, three
parameters are added:

(11) Number of points (at most 100) in a curve

(12) Sampling interval, i.e., number of updates between 2 points

(13) Plot-starting time (sec).
By using proper vailues in {11)-(13), we can examine closely both
“global" and "iocal" behaviors of the frequency acquisition process.
Parameter (10) is used to generate different and independent
trajectories by entering different values.

D.4 Accessing and Running APD

To access the APD simply type the system command
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*RERUNRFI/G AIRS
and APD will respond with a series of options-and-parameters sections to
guide the user, in a page by page procedure to obtain the numerical
resulcs he or she needs. To terminal APD, a user needs only to choose
the "ENDING (APD, OR PN ACQUISITION, etc.) ANALYSiS" command in the
control routine. The application of the APD in desiyning an optimal
system f . 5 a standard recursive process as shown in Fig. D.4. All
the related system parameters are determined in at most three sections,
where each section is designed in such a way that it will fit one
screen. T facilitate the usage of APD, all system parameters are
defaulted to some values and users can have options to change or not
change any of them for their design purpose. For a better understanding

of the APD we include beiow a sample run of it.
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0) *= ¢

=2 LI AN

PIT 2PATE(MHZ)

B1T RATE(KYZ) ?

QII FOWER RATIO (BETWEEN 1 & 4) = 4

1

(3 I I 1Y)

FOR PN ACQUISITION SURSYSTEM ANALYSIS
FIXR PN TRACKING SUBSYSTEM ANALYSIS

FOR RIT SYNC oS
FOR PLL A&S

(L B0 SR IVIR R
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S1TION SUBRSYSTEM ANALYSIE ORIGINAL PAGE I8

et .

OF POOR QUALITY
1 AR ACCUISITION TIMIS SUALUATION
DOECR ROVR, DPERATION CHARACTERISTIC INVESTIGATION

THE FOLLOWING IS A LIST OF FARAMETERS TO BE DETERMINED
T.IMELY S/NOUDE) = 38,5
4. BN EODE RATE(M—CHIFS/SEC. ) = 2,00
S. AU (TION ALSORITHM =

t => SPS(SERIAL SE ARCH)
4 = SEP(PARALLEL ZEARCH)

Lo DEZIGN FALSE ALARM RATE = 0.10D-04

.o NEARCH =TEP ZSYZE(CHIP) = .50

. ROPPLER LOSS(DR) = .40

‘ LRATA FTRAMEMISIION L2a2s(DB) = .20

# OF DOFPLER BINS = =

# OF CHIPS PER DOPPLER BIN = 320+04

# OF NONCOH., INTEG. FOR THE CCR DETECTOR = S00

LENGTH OF 0D PRME(CHIPS) = S1d

INTEGRATION TIME(K-CHIFSG) FOR THE 2ND STAGE TEST = 100,
AUTO-COETIMIZATION ON THE 2D STAGE TEET = 2

1 => VYEZ
2 => NO

J0. PERFORMANCE CRITERION = )

! => MIN, THE MEAN ACOUSITION TIME

2 =3 MIN., THE TIME FOR 207 ACOUISITION
THE PARAMETER NUMBER TQ BE REDEFINED

0 TF NO PARAMETER CHANZE IS TO DRE MADE
NEW VALUE FOR PARAMETER 1€&

THE PARAMETER NUMBER TO BE REDEFINED
0 IF NI PARAMETER CHANGE IS TO BE MADE

NEW VALUE FOR PARAMETER 19

THE PARAMETER NUMBER TO BE REDEFINED
O IF NI PORAMETER CHANGE I3 TO BE il

NEW VALLE FUR FARAMETER 14

THE EARAMETER MIIMBER 70 DE REDEFIN:D

ENTER O (F re1 PARAMETER CHamne (3 7O BE MabE
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OF POOR QUALITY

SURIVETEM FARAMETERYS fARZ @

T IMEOE C/NO(DR) = [R5
w. BNOCOOE RATE(M-CHIRS/SEC, ) = 2,00

ACOUIESITION ALGORITHM = 2
1 => SPS(SERIAL SE ARCH)
2 = ZERP(PRRALLEL =eARLH)
L. DESICN FALSE ALARM FATE = Q. 10D-04
.o REQRCY ITER SYZE(CUIPY = 50
o ROeO VR LOSS(DB) = L 40
. DATA TRANZMISSION LOSS(DR) = ,20
O, 8§ OF [MERLER BINS =
Y. 0F CHRPS PER DOPELER BIN = | 32D+04
AL # OF NMONCOM, INTEGE, FOR THE CCD LETECTOR = AQD
TS0 LENGTH PR CCL PNME(CMIES) = 511
e INTEGRATION TIME(H-UHIPS) SOR THE 2ND STAGE TEST =
e AUTO-RTIMEZATION ON THE 2N STAGE TEST =
1 => YE&
2 =2 NO
T, PERFORMONCE CRITERION = 1
1 => MIN, THE MEAN ACDUSTTION TIME
2 => MIN, THE TIME Fo 0% ACAUISITION
SMIER U FOR PRINTING OUT RESULTING PERFGRMANCE
2 FOR TABULATED PERFORMANCE VE. PARAMETER
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0, SIF2INH00
0, 2246210400
Q.922710+00
Q272170400
0, 27140400
Q39541 D4+00
Q. 22220400
Q. 2eo220+00
O, 2971 04Q0
0, wySRSN+Q0
QL 500
O, 9P D+00
Q. 299390+00
G, 100000+0]
Q. 100000+ 1

ORIGINAL PAGE &
OF POOR QUALITY

WHEN
WHEN
WHEN
WHEN
WHEN
WHEN
WHEN
WHEN
WHEN
WHEN
WHEN
WHEN
WHEN
WHERN
WHEN

A o o o | o o] o o | et

TIME= 0, 409240+01

FROB, = Q,395290+00

TWELL TIME ON THE 2D STAGE
“HALEZE-ALARM FRORB, (15T
HSLSE-ALARM PROB. (ZND
=ALSE-ALARM PROB.= 0. 10000D-04

ool N NN

[{y

FERFISMANCE WITH THE ARQVE SPECIFICATION

0.2432050+01
0.426150+01
Q. 729220+01
Q. 972220+01

0, 121540402 ¢
Q. 145240402 ¢

0.170150+02
Q. 194440+02

Q,218740+02 S
0. 242070402 ©
Q. 267220402 ¢
0, 291680+Q2 €

CAN BE sumMakl 7en

0, 218990+02 SEC,

Q. 280200+02

U, 264600+02 ¢
cEC.

TEET= 0. 1304670+00

BTAGE)= 0.4047: 1400
STAGE Y= O 2870%[.-N0A

PRORB. (18T STAGE)= (,S95292D+00
PRUB. (2ND STAGE)= ¢, 100000+01
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SAIEE 1 Sk SNDING ANAL Y S, 2 FOR CONTINUA T ION

ORIGINAL PACT 1
OF POOR QuA' -

Nz ITTEEFE PR RS S LS L ESS TR SR LS 2 B LSSl L E bt L Lt b

AT tinEaY nTA CHARACTERIST DS ARE ¢

v, B =1
) tND tInit—-1,2)

SEERS

1OONLY (DE1-2)

3llﬁ“u

ﬁ o v

ONOME (DMGR)
Mo SORMAT(OR BIT SORMAT I UNCCODRED) = |
0 O a1
1 =7 nRZ
2omle UINENMOWN
fe MONME ATION FORMAT = 2
0 = BPTr (E2)
1 =3 SOtk (DG
2 o=k APCE®2 (INE])
4 =3 benteaoin (RG2D
! OO Kare = g
O =7 LINCODED
1 => RATE 1/2
2 => RATE /3
3 =7 LINENMOWN
fe I PIT RATE(KHL) = 1
J. 0 BRIT RATE(KHZ) = 1

i+ /1 SORER RATIO (BETWEEN 1 & 4) = 4
hNTCR THE PARAMETER NUMEER TO BE REDEFINED
TMTER O IF NOQ PARAMETER CHANMGE 1S TO EBE MADE

s

ENTER 1 FUR PN ACGAISITION SURSYSTEM AMALYSIS

FOR PN TRACKING SUBSYSTEM ANALYSIS

FOR FREDUENTY ACOUISITION LOOP ANALYSLS & SIMULATIONS(ALS)
FOR BIT SYNC A%S

Fre eLl. ALS

A W N
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ORIGINAL PAGE 19
PN TRACKTNG SUBSYSTEM ANALYSIS OF POOR QUALITY

THE FOLLIWING IS A LIST OF PARAMETERS TO BE DETERMINED
1. INPUT C/NO(DB) = 26.8
. DAYA FORMAT (1 FOR NRZ, 2 FOR BI-PHASE) =
e DATA RATE(KMZ) = 1,00
“. PN OODE RATE(M-CHIPS/SEC. ) = 3,00
Y. SEARCH STEP SIZE(CHIP) = 50
L LGP BANDWIDTH(MZ) = 0.3
<Ee CHOICE OF LOOPS(# OF CHANNELS) = 4

1 => TAU-DITHER LOOP

2 => DOUBLE &DITHER LOOP(DDL)

4 =3 2-CHANNEL DDLU
M7, CHOICE OF BPF = 2

1 => IDEAL BPF
2 => 3-POLE BPUTTERUWORTH

. CUT-DRF FREQ, (DIVIDED BY DATA RATE) OF THE BPF = 2,0
. FRED, (DOPPLER) OFFSET(HZY = 0,0
. PHasE NONLINEARITY OF THE PRE-DESPREADING FILTER = 0,10
20, TIME(CODE CHIP)-BW(PREDESPEADING FILTER) PRODUCT = 2.0
Gir. INYECRATION TIME(CHIPS) FOR LD = 00100040646
4. DESIGMNED FALSE ALARM RATE FGR LD = 0.100D0-07
. Tig POMER RATIO (G, 0K0GC=1) = 0.280
LMfcR THE PARAMETER NUMBER YO Bc REDEF INED
sMTER O [F NO PARAMETER CHANGE [T .Q BE MADE

')

SNTER 1 FOR PRINTING OUT RESULTING FERFORMANCE
2 FOR TABULATED PERFORMANCE VS. PARAMETER

"t
- a

°CQ¢ORHANCF WITH THE ABCVE SPECIFICATION CAN BE SUMMARIZED
N Ry

A1GMAGL DEGRADATION DUE TO BPF = -0,.94 0B

CORELATION Luss = -1,27 DB

CORE PMASE MTYER(XL) = 1,069 & 1.199 (2ND ORDER LOOP)

MURMALTZED MEAN SLIP TIME = 0,3240D4+02 & 0.340D+02 (2ND RDER !

MEAN PLULL=-IN TIME = O,932D-01 & 0., 111D+00 (2ND ORDER L)
LETECTION FPROBARILITY FOR LD = 0,973E+Q0
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ORIGINAL PAGE 1§ 1N
OF POOR QUALITY 1
K
M) ’ E‘

ENTER 1| FOR ENDING ANALYSIS, 2 FOR CONTINUATIUN -

-
B2 26 3 346 D26 2 95 36 36 2 26 3 6 36 W 6 36 361 35 36 28 3526 2636 b 20026 36 2 I 36 56 A8 I 36 W W 6 S0IE 6 W W 262 e F I B 253696 S - R u'_
SE
THE CURRENT DATA CHARACTERISTICS ARE @ re
— 1, 7%

. PN USE = 1 SR
0 => N0 (nG1-1, z> ]
1 =3 f ONLY (D13 =
2 => NONE (32) 1 &

'« SYMBOL FORMAT(OR BIT FORMAT IF UNCODEDR) = | .
0 => BI-PHASE e
o=k LRI :‘ -

H. MODULATIUN FORMAT = 3 ol
0 =% SPSK (DG2) o
1 => SOPSK (DG2) @ i
3 => BRSK#2 (DN31) 8
4 => UNKNOWN (DG2) .

. CONE RATE = 1 M
0 => UNCODED {8 ﬁ;;;
1 => RATE 1/2 [

i 2 => RATE 173
3 = UINKNCWN

te 1 BIT RATE(KHZ) = 1 X

7. 9 BIT RATE(KMZ) = 1 £ b

28, /1 FOWER RATIO (BETWEEN 1 % 4) = 4 o

ENTER THE PARAMETER NUMBER TQ BE REDEFINED N

ENTER O IF NO FARAMETER CHANGE 1S TO EE MADE T

20 1 F

EMTER 1 FOR PN ACQUISITION SUBSYSTEM ANALYSIS i

2 FOR PN TRACKING SURSYSTEM ANALYSIS 1 F
3 FOR FREGUENCY ACOUISITION LOOF ANALYSIS & SIMULATIONS (A%ES)
4 FOR BIT SYNC A%S -
5 FOR PLL ARE .
e L
) ® | 2 )
.- l:nam b
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OF POOR QUALITY

%QPWA'W ﬁ&“ﬁi“??ﬁ@% Looe ﬁﬁﬁt?“l“

(HE SOl O NG Iﬁ A LIsT PARAMETERS TO BE DETERMINED
INPOY E/NOLDE) = *&«ﬁ
FREOUENCY ERRBOR (H7) = 0,4200404
# OF SAMPLEZ PER LFDATE = 10 o
§ 0K URDATE / BIT TIME(12] STAGE) = (7
hﬁﬂm BW (MZ,1ST STACE) = 6,800 :
&?ﬁﬁ?wﬁ ZBIT TIME(SND STAGE) = &
BW(HZ) FOR THE dﬂ?%i%?ﬁﬂﬁ!ﬁ‘ﬁ?ﬁi STAGE = 2.974
O 0 IF ONLY 2 STACGEE ARE Usel)
)ﬁiffﬂ TIME(SEC.) ﬁkﬁﬂ IQ? TO ZHI STAGE = ﬁ*ﬁ&ﬁ
oo UPDATE / BIT TIME FUR THE FINAL(ZRD) mYﬁLb
;i&ﬁ* 10 ¢ IF ONE-TTACGE FAL 15 USED)
Lol BW(MZ) FOR THE 2RD STAGE = 0,380
(”ﬁT TO 0 IF ONLY UNE STACE I8 LGED) -
SHITOH TIME(SEC.) FROM 2ND TO FINAL STAGE = 0,400
o, # OOF POINTE(C 100) 1IN A CURVE = 8O,
1. SAMELING INTERVAL(H OF UPDATES SETWEENM TWO POINTS) = 100,
o, %?ﬁﬁT*?LﬁTT)ﬁﬁ TIME(SEC.) = 0.000
”ﬁ‘ SEED FOR RANDOM GENERATOR(L.D3C <1.016) = O,3710+41
ENTER THE PARAMETER NUMBER TO PE REDEFINED -
EMTER O IF ND PARAMETER Pﬂéﬁ@ﬁ 15 70 BE MADE
=1
MTER HEW vAalLUE FOR PARAMETER

ENTER THE FARAMETER MUMBER TO BE REDEFINED
~ ENTER O IF NO PARAMETER CHANGE 1S TO BE MADE
«1&3 / :
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OF POOR QUALITY

THE CURRENT Fol, SUBSYSTEM PARAMETERS ARE @

1, IMEBUT C/NHDRY = 28,0
70, FREGUEMCY ERROR (HZ) = 0,4200404
i, o8 LRCSOMBL ES DER LIPDATE = 10
Ta. % OF LPDATE 7 BIT TIMECGIET STAGE) = 17
TEL LGP bW (M7, 09T STAGE) = 4,400
4. 8% 0F URDRTES JBIT TIME(OND STRAGE) = 5
B, LOE BWIMZY FOR THE ZMNDUINTERMIDIATE) STAGE = 2.974
CSET TO © IF OMLY 2 STAGES ARE LISED)
Jh, SWITCH TIME(SED, ) FROM 157 70 2HD STRUE = 0,200
27, # FUPDATE /4 BIT TIBE FOR THE FINAL(2RD) STAGE = @ &
(SET TO O IF DNE-STAGE FAL 18 LSED)
« LOE BUWIHZY FOR THE SR STAGE = O, 3460
(2ET 10 0 (F ONLY ONE STAGE 12 USED)
R, EWITOH TIME<SEC, ) FROM 2ND TO FINSL STAGE = 0,400
W, % OF POINTS(L 1003 IN A CURVE = 50,
Hl, mambl IHNG JHTERVALIGE OF UPDATES PETWEEN TWu POINTZY = 100,
. START-PLOTTING TIME(SEC,) = 0,000
. ZEED FOR RANDOV CENEROTOR(I.DEC <1.014) = 0.5710+11
UHTER 1 FOR PRINTING OUT RESILTING FERFORMANCE
2 FUR TABULATED PERFURMANLE ViZ. PARAMETER

Hie
Ak

SIMIATION RESULTE WITH THE ABOVE SPECIFICATIUN CAN BE SUMMARIZED
#is FOLLOWE,

aﬂ!%&l‘f:ﬂﬂ%
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OF POOR QUALITY

MO, vime oy Oeos
FREG, MTTER(MODE 2,NR7Z) = 0, 1150403 § (OTHERW (56
CETECT IUN RO, FOR LD, = 0, %498+00(MODE SaNRS

Bk &ﬁ«?&é‘{%#«%%%%%%%%%%%%%%%%%%ﬁ%@&%%%%&%%%%%%%«%%%%&i«%ﬁ*ﬁ-%%% W e ol e
ENTER 1 FOR ENDING AMALYEIS, 2 FOR CONTTNUATION

1
END OF FREGUENCY ACOUIZITION % ANALYSIS
e G R T I R

EMTHR 1 FOR END OF Alw
2 FOR COMTINUATION

Enboor ape
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APPENDIX E
DATA-AIDED LOOP SIMULATION

E.1l Simulation Software Organization

The data-aided loop simulation software is organized into eight
main subroutines as shown in Figure E.l. These subroutines are modified
slightly to accomodate different types of modulations. The main program
handles the input question and answer session whose purpose is to define
the simulation parameters. The main program also controls the flow of
the program execution. The main loop in Figure E.1 starts with SAMPLE,
which generates noise-corrupted signal samples. The sampling instants
are determined by the timing error of the loop at that point in time.
The phase error of the loup is used to rotate these samples. The number
of samples generated correspond to a symbol time. The data symbol as
well as the noise samoles are generated using pseudo random
techniques. Therefore, the DAL is a strict Monte Carlo simulation.

The gener .ted samples are processed by DSP to detect the symbol and
to generate the dynamic bit sync error and the dynamic carrier recovery
loop error. The dynamic errors are filtered by FIL to control the
carrier and bit synth synthesizers modeled by SYNTH. The SYNTH routine
computes the current phase estimate and the sampling clock estimate.
These estimates are used in the DOPPLR routine, which models the Doppler
profile, to generate the phase and timirg error for the next call of
SAMPLE, This completes a simulation cycle.

The five routines SAMPLE  n<0, FIL, SYNTH and u.”PLR are designed
to duplicate the AIRS functinrs ¢t a one-to-one basis. Hence, the

software can be used to realistically model the AIRS operation and
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DETECT
FIL
STAT2
PPLOT
DOPPLR
Figure E.1. Simulation Flow Diagram.
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predict its performance.

Aside from these routines, there are three additional ones that are

used to perform housekeeping functions. Subroutine DETECT keeps track

of the SNR estimate and the BER. STAT2 keeps track oi the means and
variances of the phase and timing jitter. Finally, PPLOT plots the
timing and phase error transients during acquisition.

E.2 Sampled Signal Model

The incoming signal is represented by
s(t) = JiPl dl(t) cos gt + JEPZ dz(t) sin gt
where d,(t) and dz(t) represent unity amplitude (t1) baseband symbol
sequences with data rates 1/T; and 1/To(t) respectively. This
discussion assumes that NRZ formats are being used and can be easily
modified for Manchester format. The received signal is a noise-
corrupted version of s(t) given by

r(t) = s(t) +n(t)

where n(t) is an additive white Gaussian noise (AWGN) with one-sided

spectral density Ny watts/Hz. Figure E.2 shows the front end processing

of the AIRS receiver used to convert the received signal to digital
samples. The received signal is first converted to its I,Q baseband
components via the coherent demodulation process. The phase tracking
error of the local carrier recovery is modeled by the phase error ¢.
The [-Q ba..oand components, ignoring the double frequency terms, is

given by

e W e wAREp ey s——

poom @b o aTlia s W a7 @ e a0 et
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(L2

r(t) = A7 d)(t) cos g+ B, d,(t) sin ¢+ n(t)
rQ(t) = -Jﬁ; d,(t) sin ¢+ JF; dy(t) cos ¢+ nQ(t)

where nl(t) and nQ(t) are independent baseband AWGN processes with one-
sided spectral density Ng watt/Hz. The baseband processes are lowpass
filtered and sampled according to the local clocks f; and fz. The

~

nominal clock rates of tk and f; are integer multiples of the bit rate
given by N;/T, and N,/T,.

In Figure E.2, the vectors x(t) and y(t) denote the two components
of the lowpass filter outputs for rl(t) and rQ(t). Similarly each of
the vector samples_gy and y, has 2 components.

For convenience, the lowpass filter is modeled in the simulation by
a moving window integrator as shown in Figure E.3. The gain in front of
the integrator is selected so that the signal samples x, are nominally
of unity amplitude level. The lowpass filter for rq(t) is analogous.
When the bit sync is perfect, the local sampling clock coincides with
the transmit data clock (defined by the transition insta ‘) every Ny
samples. If there is a bit sync error ¢= t-f, then some the samples
will not be of unity amplitude as shown in the last example in Figure
£E.3. In this example, the local clock leads the transmit clock so that

e< 0.

The components of the vector samples x, and Y, are given by
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ri(t)

xl(t)

ORIGINAL PAGE 1S
OF POOR QUALITY

: N,  tea/N
r.(t) 1 ,1 ) xl&f)
I — ™ A I X

t

t

(Perfect Bit Sync)

H“IJ'» HJI o
T Pertect Bit

—-} l—— Bit Sync EPror < O = e —e e

LLLL: = [P

~(Bit Sync Off)

.._...J TTo o

- e e e

. Figure E 3. Samphng Model (N1—4 $=0, n(t) 0)
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e

X = aik cos ¢+ P /P &, sin ¢+ fp,
Xop = -aik sin ¢+ P,/P, d, cos ¢+ Ak
Vg ° -51752 au sin ¢+ 3'2,' cos ¢+ in
Yop = IPl/Pz'Jucos ’*322 sin ¢+Fu
where
N, t N /T
1 sk 1071
& = 7 J- d;(t)at
1 t
N, t N /T
T = 2222
d;, = T, ]t. d;(t)dt
L
for i=1,2. The noise samples are Gaussian with zero means and variances
given by
~2 - ~2 -1
ELAY ] = ELAG] = (N/2)(PyTy/Ny)

W - o

-1
(N,/2) (P, T, /)

The sample pair ("Ik’"Qk) is independent as well as ("Qz’"lz)’ The
sample pairs ("Ik’"lz) and ("Qk'"Qz) are correlated. Notice that the
samples for the filtered data waveforms are noma2lized to unity as shown
in Figure E.3.

E.3 Loop Parameters

In the DAL simulation, tne loops are characterized by its order and

'! -lll o B )
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its one-sided loop noise bandwidth. In a digital receiver, the loop

action can be described by a difference equation*

W1 = & - Flzle (E-1)

Presently, we have ignored the Doppler offset as it has no bearing on
the loop bandwidth characterization. In this equation, F(z) describes

the action of the loop filter and is given in z-operator form as

F(z) = Gl + -1 (1-z‘1§2
For a first-order loop, GZ = 63 = 0. For a second-order loop, 63 = 0.
A third-order loop .ias all nonzero gains. In the simulation, the
filtering is performed in the subroutine FIL. The error ek is generated
in the subroutine DSP and is normalized so that E[e,] ~ ¢ while
tracking.

To determine the loop bandwidth, noticed that (E-1} '

approximated by a differential equation
b= =(8)/T + 6,/T%s + G/Ts0) (E-2)

where T is the time between update of the loop phase error, typically
equal to a symbol time, and the correspondence (l-z'l) = sT is used.
The loop bandwidth for the analog loop described by (E-2) is well known

and is summarized in Table E-I. Loop bandwidths used in the simulation

*We concentrate presently on the carrier-recovery loop. The bit sync
will be treated later on,
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Table E.1. Filter Parameters in Terms of One-Sided Loop Noise

==

[

. VS

Bandwidth B, . (For a Second-Order Loop, the Damping !
! Ratio £ = ~0.707 is Used. For a Third-Order Loop, ;
! the Wiener Optimum Filter is Used.) i
i
é
LOOP-ORDER FILTER PARAMETERS é
]
| Gl = 4BLT
8 1
- 4
G =387 1
2 i
_ 1,8 2 i
| 6 =7 (3 BT) i
f - _4
| A2
! 3 62 (3-BLT)
|
| 1,4 2
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is defined in this manner.
For the bit sync, the determination of the noise-bandwidth is
similar except that (E-1) is replaced by the difference equation

governing the normalized timing error samples
el = A F(z)ek (E-3)

The DSP routine normalizes e, so that E[ek] = ) for small A . This is
defined for 50% transition density with NRZ data.

.

E.4 Effect of Data Modulation

For a single channel operation, i.e., data appearing only on the I
or Q channel, the determination of equation (E-1) is trivial. In that
case, T is either the symbol time for NRZ data or half the symbol time
for Manchester-coded data. For DG2, the situation is a little
complicated. If the data rates are equal and coherent, then T is the
symbol time and e, is the average of the error signal provided by the I
and Q channel., For unequal data rates, the loop error signals are
produced at irregular intervals. Figure E.4 illustrates this point.
The DAL processes the error signal samples as they become available.
Therefore, instead of (E-1) we have two simultaneous difference

equations, namely,

he1 = & - Flz)ey (E-4a)
be1 = ¢, - Flz)eg, (E-4b)

where k and g denotes the indexes of two different sequences of epochs

in time. According to the optimum MAP estimation, the ratio of
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E[elk]/E[er] must be equal to PI/PQ = 1:Q channel power ratio. The
subroutine DSP is set up to normalized e;, and eqk S0 that E(e, ] ~

§/L1+(Po/P ) (Ry/R )] and Eleq,] ~ (Po/P ) ¢,/L1+(Py/P ) (Ry/R;)] for
small small errors. (We use RQ/Rl to denote the symbol rate ratio of (
to I channel.)

We can combine (E-4b) with (E-4a) by increasing the update rate of

(E-4b). Then since in one I-symbol time T, there are only RQ/RI parts
of error signal on the average from the Q channel, we have,

approximately,

R
hot T & PR ey gl eg,) (£-5)

It is easy to check that the average value of the bracketed term in
(E-5) is proportional to ¢. Hence, we can use Table I to determine the

loop parameters.

E.5 Sample Runs
Figures E.5 shows a typical run using the command RUN BPSK.
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_ ENTER EB/N®(DB), SAMPLE/BIT,DATA RATE (BPS) i
'S, 8,2192 o
e ENTER DOPPLER(HZ), DOPPLER RATE(HZ/S) Pd
)@, 765 ;4
™ ENTER LOOP ORDER AND BW FOR PLL b
03,70 i
ENTER LOOP ORDER AND BW FOR BIT SYNC b
- )2, 34 ;)
OPTION: ENTER 1(RCQ), 2(TRACK), OR 3(BOTH) ] 2
1 P
_ENTER #ACQ SAMPLES ((=10@), INC STEP(BIT), #TRIALS S
) 100, 3, 1@ o
. ENTER @(RANDOM DATA), 1(8Q@),2(ALL1), 3(ALLD) L
Y. ;
; ENTER INIT TIMING, PHARSE ERROR(BIT,DEG), SEED b
: Y2,8,9 L
o, .
= H
\]
| »
PHASE ERROR(DEG) AND TIMING ERROR(%BIT) b
VS TIME(BIT) P
: i
1 32.55 + PPP + + + +
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A ! ! ! PP P! ! !
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. 000 59. 989 119.979 179. 968 239. 957 299.947

Figure E.5. A Typical Run by Using RUN BPSK.
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APPENDIX F |
AIRS AUTONOMGUS DOPPLER COMPENSATION

Summar.

Techniques for autonomous Doppler compensation for AIRS are
proposed and their performance are evaluated. A first-ordef
compens:tion technique is shown to be capable of reducing the maximum
Deppler offset error to less than 800 H, during a powerflight if the ' .E

Doppler compensation is applied once every second. The duration of

maximum Doppler rate js also reduced from 9 sec to 1 sec. The o éﬁ
performance can be further improved by reducing the time between Doppler

compensations, Tpe An approximate relation is that the duration of

maximum Coppler rate is Tp, and the maximum Doppler error is the amount

of Doppler accumulated over Tp due to the Doppler rate. 4

1.0 Introduction o

Figure 1 shows a functional diagram for the AIRS Doppler
compensation scheme. During acquisition the ADPE Doppler predictions :
are used to control the downconverter synthesizer frequency, nominally

at 335 MH,. After the AIRS has acquired and the carrier recovery loop

is in lock, the AIRS takes over the Doppler compensation. The AIRS
accomplishes this as follows. First of all, the frequency of the

recovered carrier is generated by the AIRS tracking unit. This f}

recovered carrier frequency, nominally at 35 MHz» IS krown. The actual -]

[ ___J :’
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Doppler on the received SSA signal is the difference between the sum of
the recovered carrier frequency and the frequency setting of the
downconverter frequency synthesizer at the particular time instant, and
the nominal frequency at 370 Mi,. This Doppler frequency is sampled
periodically and the samples are used by the AIRS to extrapolate the
Doppler frequency to the next sample point. The AIRS then uses this to
control the downconverter synthesizer until the next sample is
obtained. 7 .is function is perfurmed by the downconverter synthesizer

control unit and Fiqure 2 jllustrates this technique.

2.0 Extrapolation Techniques

The problem of parrorming AIRS compensation can simply be statedias
follcus. Given a me -4 Coppler profiie f(t) between 0 and t, what is
the tesi way to extrapolate, i.e., determine an ectimate ;?t+r) for
f{t+r) at a later time t+r? Because of practical constraints, we only
wish to measure the Doppler and perform extrapolation &t regular time
intervals separated by Tp secs. The problem then reduces to: given fg,

T1s «ees fy where f is f(kTD), how can one predict f,,?

2.1 First and Second Order Extrapolation

In what follows, we consider two ways to perform extrapolation.
The first method is exact if the Doppler profile is linear but there is
a constant error if the profile is quadratic. The second method is
exact i7 the profile is quadratic but there is a constant error term if
this  rofile is cubic. In either case, the constant errecr term is

proportional to Tp. the interval between Doppler measurement updates.
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2.1.1 First-Order Extrapolation

The first order extrapolation is given by
fk"’l = 2fk-fk‘1 (1)
The associated error is

s1~ ko1 Tke1™

Note that the error term (2) is the second increment of the Doppler
profile. Note also that two measured Doppler samples are needed for the

extrapolation.

2.1.2 Second-Order Extrapolation

The second-order extrapolation is given by »

r

~

f,  ,=3F -3f, .+f (3)

k+1 "'k k-1 "k-2

and the associated error is

ey
tn

f . q,-3f +3f

ke1-3F 31 T2 (4)

Ce1”

Notice that the error term is the third increment of the Doppler profile

and three measurements are needed for the extrapolation.

3.0 Performance Examples "

Tc see how the extrapolation .echniques perfor.a, we select an
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example from .he WDD dynamics profile us2d to test the cycle slipping
performance during an uncompensated powered flight. This is shown in
Figure 3 where a 765 H,/S Doppler rate (AIRS spec maximum) is applied at
t=4 secs. Since the ADPE may be off by 9 secs, the current system
Doppler error associated with the ADPE controlled downconversion is the
difference shown. Figure 4 shows the extrapolated Doppler used by the
AIRS downconverter when the first and second order extrapolation
techniques are used. For simplicity, the frequency of the downconverter
is linearly interpolated between Doppler updatesJZé seconds in this
case). The Doppler seen by the AIRS carrier tracking unit is the
difference between the actual profile and the downconverter frequency
profile and is shown in Figure 5. Note the marked improvement.

The doppler compensation error can be further reduced by decreasing

Tpe Figure 6 shows that the peak error is roughly linearly proportional

to the Doppler update period Tp.
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Figure 3. Doppler Profile and Associated ADPE Prediction Error
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Figure 4. Extrapolated Doppler
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DOPPLER ERROR, HZ

n Com
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7858, 8,_
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/ \

-‘
é
?
/ \ I
\ i
/\Current ADPE \ !
Prediction Error \ [
3228. 8. , (9 sec delay) \ -
i // A \\ :
18680.8 . 2nd order Prediction -
./ I —Frron /_\_ \!
! - \ \
oo
-1880.8 1st order Prediction > 4
Error \
-3988, 8 1 1 N [ 1 i
88 S8 18.8 - 15.0 8.8 a.8 338
TIME, SEC
Figure 6. Comparison b.: .een ADPE and AIRS Doppler Compensation.
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APPENDIX G
TECHNOLOGY ISSUES INVOLVING CCD AND SAW DEVICES FOR AIRS

SUMMARY

It appears that a dual 256-tap CCD correlator will be available
next summer from Fairchild and Ford. The device is based on a mask
developed by S. C. Munroe of the MIT Lincoln Laboratory. The device
appears to be directly compatible with the AIRS acquisition
requirements. Because of the size of the bulky Substrate required, SAW
correlators are deecmed to be unsuitable for the AIRS application.
CCD Devices

The attached paper describes work performed by MIT Lincoln
Laboratory on the development of a 256-tap CCD correlator prior to
1982. Subsequently, they have develored a mask for an improved version
of the TC1235A device to be transferred to Fairchild [Contact: David Wen
(415) 858-6166] and to Ford Aero [Contact: John Roschen (714) 720-6151]
for commercial (military?) production. The device should be available
by next summer. ' ‘

The new chip has an area of 50,000 mi12 and is based on 4 um
technology. A lot of the external functions shown in Figure 3 of the
paper will be incorporateu into the new chip. The new chip will be a
dual correlator accepting both the I and Q signals and can correlate 256

camples (512 1&4Q) simultaneously. The inputs to the new chip are the
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reference PN code, the associated clock and a latch signal. The
reference PN code is clocked sequentially into the chip and the latch
signal controls the timing which determines when the PN chips will be
loaded in parallel to form the fixed binary weights for the
correlation. While the correlator chip is performing the correlation,
it can accept the next set of sequential PN code reference input. Since
the latching of code weights takes place within 400 ns, there is no
problem in updating different sections of the PN codes in sequence.
This simplifies the hardware requirements since we do not need another
device for setting up the next set of weights. The output of the chip
interfaces directly with an A/D converter.

For the AIRS application, it is anticipated thét up to 1,000 PN
chips will need to be correlated. This means that 8 of these devices
must be used in parallel, each matched to an appropriate portion (128
chips at 2 taps/chip) of the total section of 1,000 chip code. Since
the A/D operates at a relatively slow speed of 3 MHz, accumulating the 8
outputs does not appear to be a major hardware problem.

SAW Devices

A programmable SAW tapped delay .ine consists of a single
piezoelectric substrate with an interdigital transducer at one end which
Taunches a SAW toward an array of interdigital tap transducers. Each
tap transducer is wire bonded to a substrate containing integrated
circuit switching chips which combine the taps with their respective
polarities chosen to match a selected code sequence. Typically the SAW
travels at a velocity of 3x10° cm/sec which corresponds to a delay of
3.3 ps per cm of substrate. Correlating a 512-chip sequence for the 3

Mcps TDRSS chip rate (171 us) requires a 52 cm length of substrate.
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This size is difficult to grow and handle. Even though se :.al
substrates can be cascaded to shorten the individual substi;ate lengths,
the SAW implementation will be bulky and awkward in terms of size.
Therefore, it appears that the SAW tapped delay lines are not suijtable

for the AIRS application.
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UNCLASSIFIED

THE USE OF CCD CORRELATORS IN THE SEEK COMM
SPREAD SPECTRUM RECEIVERS! (U)

s. C. H:J;oe o 6;-3?}L42)

M. ! T. Ltncoln

borato: ;

P.O. Box 73
Lexington, Massachusects 02173

(U) ABSTRACT

(U) The SEEK COMM radio uscs e pair of
Charge-Coupled Device (CCD) correlators to detect
the dehopped, psevdo-noise msodulated signals in
each of three recejver channels. Developed jointly
by M.I.T. iLincoln Laboratory and RCA, the TC1235A
analog-binary correlator had specification goals
wvhich were strongly driven by SEFK COMM system
requirenents. With winor exceptiont our expecience
with the device performance, interface
requirepents, and the total analog-binary
correlator board have been very favorable. 1In
teras of performance and practicality the TC1235A
is a wajor advance over earlier correlators. The
correlator boards have been designed to permit
plug-in replacement of the CCD correlators vith e
single, one~time gain trim. To date, howvever, not
one TC1235A has been replaced due to faf.ure. The
minor deficiencies in the device have been
sufficiently characterized, and are well enough’
under: ‘ood, to be either minimized or eliminated in

the next generation chip.
TABLE 1

B (U) CCD CORRELATOR SPECIFICATIONS

System Requiresents

Device Length: 512, 256 points; propracmable

CCD Clock Rate (> 2X chipping tate): & MHe

Program (Reference) Register Lead Rate: 5 Midz
Reference Latch Update Time: ¢<3.1s (:yombol 1-~ngth)

? 40 d3 (fuil length wode)
Y 35 d8

Dynamic Range®:
Signal-to-Noise Ratio:
Distortion: “Low”

Code Incensirivity (to code balance, distribution)

Device Interchangeahilicy
Low Power Dissipation: ¢ 2W

Keasonable off-chip support circuicry

(U) INTRODUCTION
(U) CCD correlators were chosen and developed fo
use in the SEEK COMM receivers primarily because
the advantage analog-binary correlators have over
all digital correlstors in a jamning environmesnt,
Rather than dvell on device design and develop:ew
which have been covered previously, {1,2,3], the
eanphasis here will be on CCD correlator systea
requirements and device performance, interface
requirements, board level performance, and
experience galned.

-~

(U) SYSTEM REQUIREMENTS AND DEVICE PERFORMANCE
(U) The design of the SEEK COMM receivers placed o
.mber of requirements on the correlators. Many ¢!
these specifications were translated directly inte
design goals for the RCA TC1235A CCD correlator.
Table 1 sumparizes both the system requirements az¢
the actual device perforzance. The following
comments apply to that table.

TC1235A Performance
512, 256, 128

> 10 MHz

> 10 MMz

= 5 ys

> 50 dB

> 35 d8

= 12

No code-dependent bias, some
devices sensitive to distribution
of 1's and 0's.

Yes ~ with one-time

gein trio.

900 oW

Yes
UNCLASSIFIED

Signal) frput at pax. output

'Dynnmlc range defined as

1This vork wvas sponsored by the Department of the Afr Force.

20 l0810 Signal finput at min. detectable output

The views and conclusion: contained in this

document are those of the contractor and should not be interpreted as necessarily ~epresenting the offictal
policies, either expressed or fmplied, of the United States GCovernment.
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UNCLASSIFIED OF POOR QUALITY

(3) The nred to sirinize intermndulation between
stgasl and jasmer re the distortion
epecilication.
(2) Mhe code-insensitivity issue has two aspects.
e first 18 the sensitivity of the corrclator to
tenalances in the nuabers of 1's and O's in the
Tersreoce code I}, In the TC1235A this probles
o.a been designed out « The second aspect 1s
sensitivity to the distribution of 1's and 0's in
tbe reference code. The source of this subtle and
enmsapected problen, which reached unacceptable
{evels in only a ‘ew correlators while in the
fell=length sode, wvas traced to differences
Setwveen the first and second halves of the
sewices. These nonuniforoities can occur because
the chip 18 folded at midpoint and .ara
teglstration errors parallel te the CCD channel
offect the first and second halves differentially.
3y oliminating several extresely asymmetrical
sedes and including the rurrelator in an auto-zero
loep the prodlea has been nypassed in the SEEK
Crtt radio. With the understanding of the
sechanisa gained from the TC1235A it should be
possible to icuuce code senaitiv ity to negligible
l~vels in the next generation CCD correlstors.
(C) Figure | 1s an oscillogram showing correlator
perlormance while single saopling a 3VP‘P’ 8 MHz,
33%die, cyclic H-sequence As expected, 8 single
tecrelacion spike occurs every 32 ps. While there
1s some nonuniformity sur++{ nosed upon the
€oastant clock feedthroug! in : e baseline, its
value 1s consistent with t}. . .1cc being
sleastched to the tyrlic code oy 1 bitc (256 vs 255
Mte). In terws of peak-to-sidelobe ratio, )
therefore, the TCI1237A approaches the theoretical
telue for cyclic M-:equences.

T o m—
(R TS IS

TC1235A CCD CORRELAT OR

UNCLASSIFIED

r
18- 1. (V) TC1235A CCD correlstor.

6.3-2

(U) Figure 2 i3 a photomicrograph of the TC1235A
pounterd and bonded in a 64-pin ceramic DIP. Ag
can be seen not all pins are ured, and some of

the bonded pins are redundant. The chip is

folded at .hc aidpoint, thereby producing mirror
image symnmetry about a ceitral horizontal axts.
Although the chip is large it was fabricated with
"8 ve design rules. If fabricated with today's &
ys rules the area would more than halve, naking it
conparable in area to a 64 Kbit DRAM. Design
changes contemplated in some circuits for the next
generation wil. shrink #:.:, power, and pin count
still further while enhancing performance.

e e SRRy
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Fig. 2.  (U) TC1235A CCD correlator chip.

(U) SEEX COMM A/D SLICE

(U) The analog=-binary correlator L-:rd in the

SEEK COMM radio is often referred to as the A/D
slice because all signals routed to the board are
analog, wvhile all those leaving are digital.

Figure 3 is » block diagrar of the slice. Due to
the I and Q nature of the signals two correlators
are required per receiver channel. For dfagnostic
reasons analog svitches have been placed be.ore the
correlators so that « test input can be routed to
either or both device~. This feature facilitates
rapid isolation of f..i.s. .
(U) The CCD off-chip ».pport circuit -y consists of
the following. A single ZOVP.p CCD shift rigiste-
transfer clock and BVy_p input sampling (strobe)
pulse are generated in ore circuit. The load logle
circultry controls loading of the reference code
and updating of the latches. The on-chip prograe
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FEEDRACK LOOPS

£2
sonm Ny 1 ? :
SIGNAL | =
1C1238A
1| CORRELATOR
N
4 4 4
TEST 2 '3
eyt &
TRANSFER 104D LENGTH
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Fig. 3. (U) TC1235A analog-bdinary correlator board block diagras.

register clock driver is used here, and both the
input reference code and clock input to the on-chip
driver are TTL cenpatible. Length control switches
enable the correlator to be either 512 or 256
stages long for sync or data wodes, respectively.
A very important support circuit consisis of two
feedback loops per correlator which coapletely
stabilize the devices a2gainst threshold volrage and
teoperature variations. These coapensation loops
enable plug in replaceaent of the correlators with
only a one-tiwme gain trim perforwed during board
calibration. 1If an emitter resistor can be
justified to stabilize a single bipolar transistor
against wide variations in 8 then surely a dual op
asp and 2 few passive components can be justified
to stabilize an IC with nearly 10,000 transistors
and many orders of magnitude more signal processing
capabdbility. Incorporation of this automatic
cozpensation circuitry, vhich consuees little power
Or areca, was a major step toward the goal of a
“tweakless™ A/D slice. When the CCD correlators
are in producrion status, so that the “abrication
conditions are more uniform, the 2101 paximum gain
variations seen now sthould be reduced considerably.
Once the maximum correlator galnm variations are
less than about %52 then eveon the cne-time gatn
trim can be eliwinated, therdby resulting in a
compictely adjustment-free board.

(U) The post correlator processing circuitry begins
vith the transformers, which provide scaling and
level shifting of the differential correlator
outputs with high common mode rejection. GCain

ad justoent 15 effected by tricming potentiometers
on the secondaries of the transforsers. Fawse,
precision rectifiers comvert the bipolar

6.3-3

differential inputs into easily surmed unipolar
current source outputs. The combined currents a-e
fed to a fast op aap for voltage conversion and
scaling, vith the result routed to an &-bit flast
A/ converter after modification by a

not linearity. The purpose of the nonlinearity ic
to expand the low signal end (by 2X) and coopress
the high end (by 2X), thereby achieving 9-bit
resolution. Finally, an auto-zero loop forces the
A/D output to be a digital zero for the zero
analog signal condition. Our experience has beez
that an auto-zero loop would be necessary even 12
the correlators were perfect because of the
teaperature—dependent input offsets of both the
fast op anp and the A/D converter. Houever, the
auto-zero loop could be simpler, and the functicc
implenmented less frequently, 1f the correlators
were outside the loop. By reducing the
sensitivity of the next generation of CCD
correlators to asyammetrical codes it should be
possible to do this.

(U) Figure 4 1s_a photograph of the SEEK COM
analog-binary correlator board. In the upper lei:
corner are the 1,4, and test inputs, together vt
tvo analog switch 1C's. The two CCD correlators
are 1n the upper right gquadrant. Nearby are the
feedback conpensation loops, length, and progria
register control circuits. In the lowver center &
the transfer and strobe clock circuitry. The &/
corverter and support clircuitry is in the lower.
left hand corner, while the digital tioing chalz
i1s in the lower right. For comvenience the
Tectitiers, fast op amp, nonlincarity, and
auto-zero circulitry have been placed on a davgice
board mounted behind the correlators.
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ANALOG-BINARY CORRELATOR
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Pig. 4. (U) TC1235A avalog-binary
correlator board.

{T) The A/D slice boards are completely
::::f::Ange-blc. and dissipate about 12V typical.
-'-<lfxe exception of pover and dynazic ran;e the
o ‘bo.:a;lons for the board are almost fdentical
The vore fsted fa Table 1 for the TCI235A frself.
N case dynamfc racge measured for some
bl ; about 35 4B, down from about 50 d3
—— or the device alone tested with cyclic
A ::t;- The typical dynamic range is about
‘-“;'N(: highs near 50 dB. One factor

heard 1o l:K to the dvnanic raoge reduction on the
eretodse :daore severe test conditions of
ltuacion :1 €3 which are not M-sequences. This
fo aeyme luainates defects such as sensitivity
"9'([((:|tltal codes. Another factor is

Clecuteny °n: in the post correlator processing
"'f!-ely..; 0 any case, elimination of several
Perlormance Ymetrical codes rendered board-level
(0) tocn bo.-)l‘e than adequate for the radio.

o ﬂt'lle:: and CCD correlator reliabllicty have
*Movioy board - Figure 5 s an oszillhp.am
€gica) oue performance after comversion of the

‘°'Dtttdp:: to analog form by a D/A converter.
ot one cure llh Fig. 1, vhich shovs performance
theo 4 .c‘l!e ator alone. {t is clear that other
""'itnce : change the ooly significant
-ou..nxfo".nn the waveforms 1s the Increased
™, lnt‘e"z :n the baseline of the board output.
'°°ll.¢..,,, 8 dve primarily to the fatentional
level o on the board which amplifies low

gosls by 2 facror of two. .

BT,

S 2 [=Sns SRR IS
bR s I |

INPUT

g

ANALOG-BINARY COARELATOR BOARD
UNCLASSIFIED

Fig. 5. (U) TC1235A analor~binary board.

(U) SLOURY
(U) The TCI235A is an analog-binary CCD correlator
developed jointly by RCA and MIT Lincolo

Laborat .y for use in the SEEK COMt receivers. It
1 a third generation device which exhibics a
Guantus leap in perforsmance over earlier
correlators. When used with proper support
circuttry the TC1235A displays reliability and
capabl 1ty more than adequate for use in spread
apectrun receivers. Its few flaws, which are
relatively minor, have been characterized and are
undersiood well enough to be significantly reduced
or el!mpinated In the pext generation.

(UY RCFERENCES
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‘ Prctlea in Prograsmable CCD Correlators,”
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APPENDIX H
OPTIMAL GAIN CONTROL FOR ADC

H.1 Introduction

Gain control is required to match the dynamic range of the input

signal and the analog-to-digital converter (ADC) to minimize distortions
introduced by the A/D system. Here, a techniuqe for generating the
required feedback to adjust this gain is described. The technique also
provides a way to estimate the received signal level.

H.2 System Model

Figure H.la shows a system model for analysis. The incoming signal

is modeled by

s(t) = d(t) + n(t)

where d(t) is a /5 NRZ waveform with bit time T and n(t) is white with
density Ny/2. The purpose of the low pass filter is for antialiasing
and 1s assumed to be ideal with bandwidth B Hz. It is also assumed that
8T >> 1 so that the signal is undistorted at the filter output. The
gain in front of the ADC is adjusted so as to minimize the probability
of error at the output of the digital integrate and dump (summer).
Figure H.1b shows the model used for the ADC. The output of the
gain controlled amplifier is sampled and then clipped to the range of
(-v/2,V/2) where V is the dynamic range of the ADC. The clipped signals
is then quancized to 2" levels where n is the number of bits used by the

ADC. The normalized converter characteristics is

LinCom—
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2"'1+k for (k-1)a<y <ka
k=1’oo.’2
-k+} for kacy < (k-1)a

n-1

Q(y)

2n-l

where A = 2°" is the normalized quantization step size of the ADC.
Assuming the I&D clock for the summer is coherent with the data
transition, i.e., perfect bit sync available, the input for each I1&D
period is a sequence of signal samples of the same sign. Without loss
of gererality we assume that a +/5 signal is sent.. Then, the input to
the clipper is a Gaussian sample with mean = G/5 and variance G2 =
GZNOB. The probability of the sample x, at each of the levels of the
! ADC output can be computed easily. In particular, the probability of
: assuming the lowest (1) P , the highest (2") level Py, and the sum of

the two, P,,. are of interest as we shall see shortly. They are given

by
P, = 1 erfc[(1 -a8)/v117p
H Z 7 vilve
p. = Lerfcl(3 -a)/v117
L 2 3 e
. P = P, + P

out H L

o 2

where y = G/S/V, p = S/2<3 and erfc(x) = /2/= / e X dx. After computing
X

the probability of each ADC output levels, the probability distribution

of the summer output can be easily determined, for example see [1]. The

'
e

probability of making an error, i.e. Pgp can then be obtained.

oﬁnam -
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H.3 Dependence of Pc on A/D System Parameters

The resultant probability of error is a function of the ADC input
signal-to-noise ratio, the integration length N, the number of bits n

used, and the setting of the gain G. Figures H.2-H.5 show the

performance of the digital 1&D system compared to an ideal analog I&D
system. The degradation, in terms of signal-to-noise ratio loss at a
fixed Ey/Ny, is plotted vs the normalized gain y/p as a function of
different combinations of E,/Ng, n and N,

In a practical system implementation, one must somehow use

curves in Figures H.2-H.5 unfortunately are related to the system
parameters in a complicated way so that th2y can be of limited use for
error signal generation. Intuitively, it is reasonable to assume that
the ADC outputs, regardless of the A/D parameters, must be

“statistically preserving" of its samples, in order to optimize the

degradation is plotted against the aut of range probability P, for a
variety of input signal conditions and integration length with n fixed
at 6 bits. From this figure, it is obvious that if Pout is restricted
to 279 = 1/32 or less, the degradation is less than 0.02 dB. The
approach suggested by Figure H.6 to adjust for optimal gain is to keep
track of the occurrences of the highest and lowest samples and adjust
the gain G so that P,,. =~ 1/32.

H.4 Analysis of Proposed AGC/Signal Strength Indicator

normalized gain v//p = % ¥2 o with varying system parameters Ep/Ng» N

. -288-

information from the ADC outputs to adjust the gajn G. The last set of

system performance. Figure H.6 shows the performance degradation of the

digital I&D system in a form motivated by this intuitive reasonin The

Figure H.7 shows the out of range probability as a function of the
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ORIGIAL #rnt 1T
OF PCOR QUALITY
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Figure H.6. SNR Degradation vs Pout'
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and n. It can be observed that P, 4 can serve as an error feedback to
adjust the gain. For a fixed Pout ‘na system parameters, it is shown in
Figure H.8 that the mean output of the ADC m is a good estimate of
signal y = G/S/V. If one measures the mean output of the A/D, then one

can estimate the input signal amplitude /S via
S = ‘é em
Since V is a known hardware purameter and G is the steady state gain of

the AGC system. Figure H.9 shows the algorithms}rgquired to implement

this AGC/signal strength indicator system.

Reference

1] C. M, Chie, "Performance Analysis of Digital Integrate-and-Dump
Filters," IEEE Trans. Comm, Tech. Aug. 1982, pp. 1979-1983,
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APPENDIX I
BASEBAND VS IF I-Q SAMPLING

Figure I.1 shows two approaches to obtain inphase and quadrature
(14Q) samples of an IF signal s(t) = /2P a{t) sin gt The first
approach is straightforward, it uses two A/D converters td sample the
demodulated baseband outputs after the mixing operation. The second
approach samples at 4 x the IF frequency and yields 2 pairs of [-Q
samples every IF cycle as shown in the example in Figure 1.2. Notice
that the I and Q samples have to be inverted alternatively because of
the sign change of the IF carrier every half a cycle.

Obviously, the IF approach saves hardware, namely, 2 mixers and 1
A/D converters. However, there are disadvantages. First of all, the
sampling speed is currently a technology constraint. Given a fixed
sampling speed the baseband technique offers two times more samples,
hence two times more resolution in time. Secondly, in the IF sampling
scheme, the samples must be taken precisely at multiples of =/2 of the
IF carrier. However, for data detection purpose, the system performance
can be enhanced if the samples are taken coherent with the data clock as
done in the baseband scheme. This advantage becomes more apparent as
the number of samples/symbol decreases.

Let us consider an example. A state-of-the-art commercial flash
A/D converter has a conversion speed of about 60 MHz. For 6 Msps
operation there are 10 samples/symbol. With the I-Q sampling, there are
only 5 samples per channel. Even if the bit sync can operate perfectly,
the inherent time quantization error has a peak-to-peak value of 1/5 =

20% since the sampling instants are forced to be coherent with the IF

-298-
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s(t)

‘ s(t)

(b)

OR.L. .. -
OF FC27 ¢

*

N x Data Clock

I

A/D > Q

sin uof

€oS yuat

(a) Baseband I-Q Sampling

ALTERNATE -
D [ MO
. INVERT —% q

4 x w0/2ﬂ 2 x w0/2n
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Figure 1.1, 1I-Q Sampling (s(t) = V2P d(t) sin uot).
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carrier instead of the bit sync. This also affects the integrate-and-
dump detector performance. On the other hand, since the sampling clocks
in the baseband technique are controlled and adjusted* by the bit syncs,
the quantization error can be made to be very small.

Of course, at low data rate where there are many samples/symbol,

the IF technique becomes attractive.

*To the resolution of the synthesizer providing the clock, which can be

made very fine.
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APPENDIX J
MANCHESTER SYMBOL AMBIGUITY RESOLUTION

When the baseband data is Manchester-coded, there is a need to
resolve the ambiguity associated with the symbol alignment. Figure J.1
illustrates this problem. Depending on the bit alignment, the symbol
stream can be interpreted either as all ones or zeros in this example.
If the data symbols are correctly aligned, there is always a transition
in the middle of the symbol. If the data symbol is purely random, then
the occurrence of a transition in the middle of the misalignment symbol
is only 5S0%.

By keeping track of the number of transitions using the two
different symbol alignments, one can resolve this ambiguity
statistically. Let us assume that we keep track of M = N symbols and
see which symbol alignment yields the most mid-symbol transitions. Let
pc be the probability of error in making a correct decision on the half

symbol so that
Pe ~ %erfc /%ES/NO

A transition is declared if the first half of the detected symbol is
different from the second half. Given that the correct symbol alignment

is used, we can easily determine the following probabilities

Pp o= (l-pc)2 + pﬁ

9 = 1-n
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of detecting the transition (p;) and not detecting the transition (ql)
at the middle of the symbol. The probability of detecting a transition

at the wrong symbol alignment is
pz = pT‘pl + (l-pT)ql

where py is the probability of having a transition. Notice that py is
related to the data transition density of the symbol pattern, p, via py
= 1-p;. We also use qp = 1-p, to denote the probability of not
detecting a transition. -

After observing tor M = 2N symbols, the probability distribution of

the number of observed transitions k, at the correct alignment is

Pk = G P

And for the incorrect alignment,

Pte) = (e *

The probability of picking the incorrect alignment based on the number
of observed transition in both cases is the error of the ambiguity

resolution process and is given by

©
n

E Prob(k<e)

% § P (k)P,(2)
K
Freen bt
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Figure J.2 shows the probability of incorrectly aligning the Manchester
symboi. This is computed for the worst case data transition density Pt
= 0.125 per the TORSS requirement. As an example, for a worst case
E,/Ng = 5 dB, P. < .05 so that the ambiguity can be resolved with an

error probability less than 1079 if 1,000 bits are used.
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PRCBABILITY OF INCORRECT RESOLUTION

Pt = 0.125

ORIGINAL PAGE 19
OF POOR QUALITY
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1 i .

PROBABILITY OF ERROR

MANCHESTER SYMBOL, P .-

Figure J.2.

10 11 12
LOG2 (NUMBER OF SYMBOLS EXAMINED)

Manchester Symbol Ambiguity Resolutinn Performance.
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APPENDIX K
LOCK INDICATION

Since the AIRS operation requires switching to different
configurations at various stages of the receiver operation, means must
be provided to monitor and verify whether what stage is the receiver
operating at. This is the task of the lock indicators. In AIRS, lock
indication is derived from comparing two signals, (selected to be
insensitive to other system conditions), of which one signal will be
high relative to the other when the system under eonsideraiton is in
lock, and vice versa. This avoids, for example, the need to establish a
fixed absolute voltage reference, which may be difficult to maintain
during acquisition,

As an example, the lock indicator for the carrier loop is obtained
by comparing the in-phase output (proportional to |cos ¢|) and the
quadrature output (proportional to |sin ¢|) of the A/D subsystem. Since
the gain of the receiver is identical for both signals, the relative
magnitude of the two signals is independent of the receiver power level
or whether the AIRS is in the acquisition or the tracking mode.

Figure K.1 shows the signals to be compared for lock indication.
The signals used for the FLL is proportional to |sin AuJFl and |cos
AuIFl where TF is the update speed. Before the FLL acquires, both
signals are of comparable value. After the AIRS has acquired, |sin
adp| is very small compared to |cos adlg|.

For the bit sync, the signi.> are comparable if the bit sync is not
locked. Once locked, the full-bit ACM output is much larger than the
mid-bit output.

CBI{}IIkii;I11‘_-_-'

o e el e s s or = e smmm b e -

A Y - AR



RN
E .

e

i ol TP&I Base e
¥ hd t

. +

.nllll.sssammuv~\ﬂhwnu

s

OF POOR QUALITY

ORIGINAL P

uoraouny o jou sy M0y sianamMoy faweUIS PIOYSSIYI PaXTS D AT[DSY..

e ! b e et

il s R p—- B e

Ceam e .

4 ——< PR - N

e

*swa3sAsqng SYIy 404 S|eubLs aojedLpruj Y207 1Y 94nbL4

*SUOT1TpUOD 1ndut JO

'*sSdf} W PaID[NWNIID SUDIY,

AL1T19Yd0¥d 39NVY 40 LNO @INSIS3A SA Q3UNSVIW

»=J9V

|WOV LI19-QIW| SA [WOY 119-77nd| INAS 114

T4+ T4 sa (T4Ph-To%07M |

d001 %307 AIN3ND3H4

|¢ UIS| SA |¢ SOI| d001T ¥31Y4¥VD

e

STYNIIS »Q3IY3LTI4 NOSTYYdWOI

3dAL d0O1

~0\AMNUV~§u

~-308-



A

o ——

B T L. M N

— 4

. ‘! .
inCom

The lock indicator signal for the AGC is a little different. The
signal measures the probability that a A/D sample is out of range. If
the AGC is set incorrectly, then this probabil. ; will be different from
the design value (e.g. 1/32). If the gain is too high then the
probability will be greater than 1/32, and vice versa. When the system
is in lock, then the measured value will be within a prescribed range
around the design probability.

Analysis

The performance of these lock indicators can best be determined via
analysis than via a Monte Carlo simulation since the latter is very time
consuming in the range of interest. Tne analysis is not difficult and
is straightforward. Figure K.2 shows the analytical approach applicable
to AIRS. These procedures can be followed during the final design phase
of the AIRS. Because M is usually large, the law of large number
applies and § |A| and ] |B| can be replaced by Gaussian random
variables., In that case, the analysis can be simplified further. As a
matter of fact, standard results can be used and are fcund in radar

literature under the topic of noncoherent integration.
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APPENDIX L
MEAN SLIP TIME

The mean time to first slip t for a CW PLL is given by [1] the

approximation

2aCOS ¢
. £33

ABL cos ’ss cosh =8

*2 B’SS

where a = linearized loop signal-to-noise ratio, ¢ is the steady state
phase error, and g = asin §.. If we approximate the BPSK and QPSK
loop S-curves by sin 2¢ and sin 4 ¢ respectively, then with a simple

substicution, the mean time to first slip can be shown to be

_2_29,;05 No ot %E Nogs
neN
-[ =
4BL(cos N’ss) cosh =g/N

2

where g =y sin N’ss and N = 2 (BPSK) or 4 (QPSK). For simplicity we
can assume that ¢, is zero since it is negligible with a third-order
loop for the TDRSS Doppler profile. It is instructive to express a in
terms of the steady state rms phase jitter oz’. Then we have an

approximate formula for the mean time to first slip

= X
t—4Be

L

2/N2 u?0

where N is the number of phases in the modulation scheme and oi is in

radians.

As an example, let BL = 50 Hz. Then to achieve a 90 minute mean

time to first slip, we require

LinCom—!
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N oZ. < 2/1n(48 Ux)

or o, < 22.79/N. Hence BPSK requires o < 11.39 and QPSK requires -

9, 5.70 to meet the slip time requirement.
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