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ABSTRACT 

Th1 s paper presents the resu1 ts of a survey of app11 cat1 ons of 
mathemat 1 ca 1 programm1 ng methods to 1mprove the desi gn of hell copters 
and the1r components. More spec1f1cally, app11cations of multivaria­
b1e search techniques in the finite d1mensional space are cons1dered; 
opt1ma1 control theor1es and the1r app11cat1ons are not 1nc1uded. 
Five categories of helicopter design problems are considered: concep­
tual and pre1 imi nary design, rotor-system des1gn, a1 rframe structures 
design, control system design, and flight traJectory planning. In 
add1t1on, key technlca1 progress 1n numerlca1 opt1m1zat1on methods 
relevant to rotorcraft applications are summarized. After pub1icatlon 
of the f1rst paper by Stepniewski et a1. (Stepn1ewsk1, W. Z.; Ka1mbac, 
C. F. Jr.: Multi-variable Search and Its App1icat1ons to Aircraft 
Design Opt1m1zat1on, Aeronaut. J. R. Aeronaut. Soc., vol. 74, no. 
713, 1970.) in 1970, Wh1Ch included helicopter design optlmizatlon by 
means of mathemat1 cal programmi ng techni ques, cont1 nued interests in 
this area had been sustained, and there has been slgn1ficant research 
1 n the 1 a st 2 to 3 years. Th1 s paper is 1 ntended to put these newer 
activities 1n a proper perspective from a V1ew of a design optimization 
eng1 neer. 

1. INTRODUCTION 

The term loptlmizat1on" has a wide range of mean1ngs, but th1S 
survey is limited to studies that are directly or 1mp11cit1y related 
to he1 i copter des1gn problems formu1 ated 1 n the standard mathemat1ca1 
programming problems w1th the fo110w1ng form. 

Minimlze (or Maximize) F(X) 
SubJect to: Gj(X) i 0 

Hk (X) = 0 
j = 1, 2, ••• J 
k = 1, 2, ••• K 

(1 ) 

where X = (Xl' x2, ••• xn) is a vector of n scalar variables, which are 
usually cont1nuous and real variables. These varlab1es are called 
independent design variables and are not functions of t1me 11ke the 
control variables that appear in opt1ma1 control problems. The function 
F(X) is a scalar functlon that prov1des a quantitative measure to rank 
the proposed designs, such as Xl' X2, •••• and is called an obJective 
funct1on. The funct10ns Gj(X) and Hk(X) are also scalar functions; 
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they are called inequality and equality constra1nt functions, res­
pectlVely. The sets of X that satisfy the conditions G (X) < 0 and 
Hk(X) = 0 are called feasible designs and can be visua1ized-uSually 
as a part of the n-dimensional space. 

Numerical solutions for the problems expressed in the form glven in 
equat10n (1) were studied extensively, by investigators engaged 1n the 
general f1el d of operations research, as early as 1940s. However, the 
f1rst paper pointing out that this formulat10n and Solut10n methods 
could be applied to engineerlng design problems was published by Schmlt 
1 n 1960 (ref. 1). As he stated 1 ater (ref. 2), he recognlZed that the 
essence of structural design for minimum weight was conceptually similar 
to scarce-resource allocation problems, which had been studied in opera­
tions research. It turned out that a significant class of engineer1ng 
des1gn problems could be regarded as general resource-allocation prob­
lems, and thus could be formulated in the form of equation (1) and solved 
by means of numerical techn1ques called, collectively, mathematical 
programming methods. If the number of variables that is changing simul­
taneously is small, say fewer than 3, and the number of constrai nts is 
al so small, human judgments w1ll be adequately effect ive 1 n organizi ng 
data to improve the des1gn. However, 1f the design problems 1nvolve 
more des1gn variables and constraints, solution of problems 1n the form 
of equation (1) requires the high volume data-processing capabil1ties of 
mode rn canputers. 

Applications to rotorcraft design problems were first suggested by 
Stepniewski and Kalmbach as an example 1n their paper that addressed 
general concepts in applying numerical multivariable search method to 
a1rcraft des1gn problems (ref. 3). That paper may be recognized as 
having made the first contribution indicating practical applicability of 
mathematical programm1ng methods to helicopter rotor design. Ten years 
after publication of reference 3, Ashley documented a comprepensive 
reVl ew of II Aeronaut 1 ca 1 Uses of Opt i mi zat i on II with 177 references (ref. 
4). But no contr1but10ns to rotorcraft des1gn or operational problems 
were referenced by Ashley probably reflecting the fact that the amount 
of research and development effort in rotorcraft applications was very 
small compared with the vast amount of work done on alrplane and space­
craft applications dur1ng 1970s. 

There did exist a few excellent publications that considered hel1-
copter des1gn optimization problems in 1970s, but the U.S. helicopter 
canmun ity started tak i ng the pract i ca 1 importance of thi s technology 
more seri ous lyon ly in the 1 ast 2 or 3 years. The current interest of 
the helicopter industry may well be reflected 1n the organlzation of a 
special panel seSS10n at the national forum of the American Helicopter 
Soci ety in 1983. It appears that the rotorcraft industry started 1 ate 
but began to accept this technology more readily than did other indus­
tries. Although a great deal of research and development work will be 
required to transform research activities on mathematical programm1ng 
into practical tools for helicopter design, design optimization will 
st ill pl ay i ncreasi ngly important rol es in 1mprovi ng the performance of 
future rotorcraft. 

One canmonly expressed concern about the use of design-optimization 
methods in helicopter design applicatl0ns is the availability of adequate 
analytical techniques. For example, in order to design a rotor system 
that app 1 i es mi nimum vi bratory forces and moments to the hub, it is 
necessary to be able to estimate dynamic air loads for a given and for 
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mod1fied rotor designs, but the theoretical pred1ction of dynam1c air 
loads is st i 11 a subject of research. Under such C1 rcumstances, is it 
reasonable to postpone design optlmizatlon and to concentrate on the 
development of prediction capabi11ties? 

There are various ways to approach to this problem. The first 
is to mod1 fy 1 ntermedi ate properti es that affect duectly the responses 
that are of interest and that can be obtained w1th more re11ab1e 
techniques. For the vibration problem mentioned above, natural vibration 
frequenc1es and mode shapes of the rotating blade may be regarded as such 
intermediate properties. This approach is a variation of approximat10n 
concepts descr1bed later in this paper, and the quality of the design 
depends on the quality of information carried by the 1ntermediate 
propert i es or approxi mate model. For exampl e, the consequence of the 
des i gn depends on the effectiveness of the vi brat i on reduction by means 
of the p1 acenent of natural frequenci es and tuni ng mode shapes. Thi s 
type of approach can be found frequently in traditional design procedures; 
hence, it might readily be accepted in practical applications. But 
i dent ifi ng effect i ve i ntermedi ate proper-t i es and mak i ng adequate use of 
then may be difficult and will require highly skilled engineering Judg­
ment. 

The second approach, which appears to be practical at th1S 
moment, is to build a design-optimization system with modular program 
architecture, so that the system can accommodate alternative analysis 
programs. This architecture also makes it possible to replace obsolete 
modules without affecting other parts of the system. One can visualize 
this system as a framework with1n Wh1Ch a des1gn-optimizat1on program that 
works with the best available technology modules can be built. As is 
described later, incorporation of approximat1on concepts makes it poss1ble 
to include large-scale comprehensive analys1s programs as one of the 
component modul es. The program archi tecture wi 11 requi re an effi ci ent 
engineer1ng database management system and a flexible, high-level control 
1 anguage. Fortunately, recent trends in computer eng1 neeri ng i ndi cate 
that such capabilities will be available for engineering purposes, 
together w1th higher data processing speed and more affordable, large 
memory capac1ties. Realistically, most of the best technical modules 
now available are written by engineers, not by programming specialists, 
and they are constantly be modi fi ed throughtout thei r effect ive 1 ives. 
The key idea of this approach is to build a system that can keep up the 
with advancenents in the technology, by taking advantage of tools 
supplied by modern computer software. 

The third approach is a variation of the second, but in the 
event that reliable analytical capabilities are not available, or if the 
accuracy of analytical results is questionable, test data for the 
corresponding design are used in place of analytical results. Design 
optimization based on experimental data could be an effective technique, 
as shown in reference 5, 1n achieving better designs with fewer function 
evaluations than are required by any of the traditional approaches. 
The key idea here 1S to recognize that the only prerequisite to working 
with mathenatical programming methods is that the functions F(X), Gj(X), 
and Hk(X) be evaluated for a given design X. It does not matter whether 
the response quantities used to evaluate these functions are obtained by 
analytical methods or from experiments, as long as they are reliable. 
Funcion evaluations through the experimental data-acquisition process 
will be slow and expenslVe. In industry, however, if an extremely high 
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payoff is expected, systematlc design optlmization based on test data _ 
could be an effective and realistic approach. Theoretical analyses and 
experiments may work together to canplement each other or they may com­
pete against each other withln the design procedure. 

Rotorcraft designers are confronted wi th a number of chall engi ng 
problems. For example, external noise reduction may be one of the key 
factors that will eventually make possible expanded roles for helicopters 
in public transportation systems. A1thought it may be posslb1e to 
decrease noise by changing operational procedures or flight trajectories 
or both, it should be more effectlVe if the rotor components that are 
primary noise sources can be designed to generate less noise without 
degrading performance. This is clearly a multidisciplinary problem, 
aspects of which are related to, for example, aerodynamics, rotor perfor­
mance, aeroelastic stability, vibration, and handling qua11ties. Funda­
mental concepts of design optimization with mathematical programming 
methods wi 11 be useful in organi zi ng thoughts and sol uti on strategi es 
for thi s type of problem. Engi neers have been the only means by which 
analytical and test results could be linked with engineering design, 
and they will remain the prlmary factor in the design process. But 
automated design optimization based on mathematical programming methods 
will becane a powerful tool and will revo1utiona1ize the tradltiona1 
parametric study techniques. 

2. NUMERICAL OPTIMIZATION TECHNOLOGY AND SOFTWARE DEVELOPMENT 

Mathematlca1 programming methods are numerical techniques for 
solving optimization problems formulated in the form of equation (I). 
They are c1assifled elther as linear programming (LP) techniques or 
nonlinear programming (NLP) techniques. If all the functions involved 
are linear with respect to the design variables X, linear programming 
should be used, because it is the most reliable and mathematically 
rigorous method and because it always converges to the global optimal 
deSign, if such exists. However, most of the englneering deslgn problems 
involve nonlinear functions and, furthermore, important functions are 
usually not explicit functions of design variables. For example, if the 
fundamental natural frequency f 1 of a structure must be hi gher than 
20.0 Hz, a corresponding inequality constraint is expressed as 

1.0 - fl / 20.0 ~ 0.0 (2) 

The 1eft-handside of inequality (2) is not an exp11clt function 
of the design variables; instead, it is a function of a system response 
that must be canputed by dynami c analysi s of a structure described by 
the design variables, X. This implicit relation among deSign variables 
and objective and constraint functions makes the solution schemes more 
difficult and expensive. But there have been Significant research and 
development efforts to find efficient NLP algorithms and, as a result, 
many programs are available. Because these products will be sufficient 
to support helicopter design-optimization activities, it is imperative 
that our efforts be directed toward applying available techniques and 
tools to rotorcraft design problems. For example, a recent textbook by 
Vanderp1aats (ref. 6) will serve as an excellent reference to the cur­
rently available methods. He also developed a computer program that 
contai ns withi n one package most of the known and useful algorithms 
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(ref. 7), so that the user can select appropriate algorlthms from input 
data. 

It is most importa~t when applying mathematical programming 
methods to practical problems to recognize that any optlmizer must evalu­
ate objective and constraint functions many times, say, 50 to 200 times 
or even more, before the design process converges. If the system re­
sponses requi red to evaluate these functions are computed by large-scale 
analytical programs, such as finite-element structural analysis or numeri­
cal solution of the Navier-Stokes equation, straightforward combination 
of a mathematical programming program with such analytical programs will 
result in a large program that cannot be processed, even on today's 
fastest computers. Structural optimization procedures developed in early 
19705 provides valuable ways of overcoming this efficlency barrier as 
explained in reference 8. 

What is important is to make full use of approximations to reduce 
the extent of the data processing effort. Except for evaluation of the 
Hnal deslgn, accurate evaluation of system responses is not necessarily 
required; instead we need only information to guide the design into 
the neighborhood of a practlcal optimal design. There are many types 
of effective approximation schemes, including the following: 

1. Use of simpli fied analytical models within the boundary where such 
analysis provides sufficiently accurate trends for design changes 
2. Fast reanalyses of systems with perturbed designs based on the 
detailed analytical results of the unperturbed system 
3. Reduction of the number of design variables through linear trans­
formation of variables 
4. Dynamic deletion of constrlants to reduce the number of constriants 
that are handled by an optimization program 
5. Generation of approximate functions which are explicit functions 
of design variables for the implicit functions appearing in equation 
(1) and periodic updating of approximate functions based on accurate and 
reliable data. 

Items (1) and (2) are problem-dependent and they are straightforward. The 
last three are fundamenata1 schemes for building modern, practlca1 
des ign-optimi zati on programs that can overcome the effici ency barri er 
mentioned previously. Figure 1 describes the basic structure of such 
programs. With these schemes, an optimization program works with only 
a relatively small number of explicit approximate functions involving only 
a manageable number of design variables. Evaluation of approximate func­
tions requires an almost insignificant amount of computational effort, 
thus, we can afford to compute them as many times as the optimizer re­
quests. It is also very common to use optimization repeatedly on suc­
cessively lmprovi ng approximate models, but total computational effort 
for repeated optimization with respect to approximate models is usually 
very small compared with execution of large-scale analytical programs. 
For example, a practical structural design optimization example showed 
that optimization with respect to the approximate problems required 
1 ess than 2% of tota 1 CPU time used for the ent ire des i gn process. In 
other words, more than 98% of the CPU time was used to carry out finite-
element analyses to build approximate-function representations. . 
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NEW DESIGN 

INITIAL DESIGN 

CONTROL 
PROGRAM IMPROVED DESIGN 

r--~AL;S;S- i 
I PROGRAMS I r--------------- ----, 
I I I 1 I I TRIAL 
1 PERFORMANCE I I APPROXIMATE DESIGN I 
I 1 FUNCTION NUMERICAL I 
I I 1 OPTIMIZATION I 
I AERODYNAMICS I -I EVALUATION PROGRAM I 
I I APPROXIMATE I PROGRAM APPROXIMATE I 

ACCOUSTICS I PROBLEM I FUNCTION 
I I STATEMENT I VALUES I 
: STRUCTURES I L _________________ ...J 
I 1 L- _______ J 

Fig. 1 Basic Architecture of Design Optimization Program 

It may be appropri ate to poi nt out that there are vari ous ap­
proaches to buil di ng approximate funct i on fa (X) for a di fficu1t impli clt 
function f(X). For example, if at a design XO, a function value f(XO) 
and the sensitivity informatlon 

(l f a f af 
11 f(XO) = (- ,- , . . . , ) (3) 

aXl aX2 

are available, it is possible to have a Taylor series approxlmation in 
the neighborhood of XO' 

n af 
fa(XO) = f(XO) + L -- (Xi - XiO) (4) 

i=1 aXi 

If all the implicit functions are expressed in this form, the 
optimizer can work with the approximate model in the neighborhood of XO. 
It is important to make sure that the desi gn modifi catl on with respect 
to this model is within the valid range of this linearization by intro­
ducing artificial step-size limitations in the optimization process. 
5i nce we do not usua 11y have a pri ori know1 ege of the non1 i near nature 
of the original function f(X), we may have to select the step size con­
servatively small, resulting in re-generation of approximate functions 
many times before the design converges. To alleveiate this problem, 
va ri au s ideas have been proposed, but the i ntroduct i on of i ntermedi ate 
va~iab1es described in references 8 and 9, and the mixed variable scheme 

-presented in references 10 and 11 wi 11 be of general importance to any 
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design optlmization. In case the functlOn values at m distinct designs, 
f(X1}, f(X2}, ••• , f(Xm}, are available, interpolation models are built 
by means of regression analys1s techniques. In reference 12, an 1nter­
esting scheme was descr1bed, 1n which relatlVely simple models based on 
a small amount of avialable data were used at the beginning, and as the 
des ign opt1mi zat i on proceeded, more analyt ical results were obtai ned to 
improve the approximate models by introducing higher-order terms. 

There are a number of ongoing research programs that have as their 
objectives the advancement of design optimization technology. The follow­
ing may by of 1nterest for future rotorcraft appl1cations: 

1. Sensitivity of opt1mal design to parameter variations (refs. 13-15) 
2. Discrete variable problems (ref. 16) 
3. Multi-level design strategy (refS. 17 and 18) 
4. Multiobjective des1gn optimization (ref. 19) 

The consequences of this research may be 1mportant to helicopter deSign, 
but a discussion of these studies is beyond the scope of this paper. 

Computation of sensitivity information glven in equation (3) is 
an important feature in applying numer1cal opt1mization methods. Fin1te 
difference schemes may be used, but if sensitivity can be computed more 
effiCiently within the analysis programs, it is posslble to reduce the 
overall computation effort significantly. For example, sensitiv1ty of 
1 i near structural responses can be computed effi ci ently as a part of the 
finite element structural analysis program. Development of sens1tivity 
analys is techniques wi 11 be an important basi s for appl i cati ons of 
numerical optimization methods to helicopter design problems. 

3. CONCEPTUAL AND PRELIMINARY DESIGN 

Any deSign optimization scheme will be more effective, if it is 
applied in the early design stages, when important decisions are yet to 
be made and when the basic design is not frozen. This is obvious and is 
frequently discussed, but in practice, there are many considerations 
that mitigate against introduction of fonnal optimization schemes 1n the 
early eng1neering design phase. The conceptual and preliminary design 
procedures for rotorcraft are not well defi ned, even though most of 
helicopter manufacturers have some aircraft sizing programs. Also, 
signif1cant parts of the design decisions are of necessity heuristic 
and are not readily formul ated in the form of equati on (I). And genera­
tion of reliable analytical models is often very d1fficult simply because 
the data needed to create such models are not available. Moreover, the 
decis10n process is made more complex by the variety of possible conf1-
gurations for modern rotorcraft. It is fair to say that today's optimi­
zation processes are not ready to provide automated selection of the 
best configuration out of all possible candidates; instead it is more 
realistic to use design-optimization methods to identify the best candi­
date for each possible configuration provided by the engineers. 

The first paper for applications of mathematical programming 
methods to preliminary and conceptual design problems was written by 
Szumanski of Poland (ref. 20). Influenced by Stepniewski and Kalmbach 
(ref. 3), he extended basic deSign optimizat1on techniques to both the 
conceptua 1 and prel i mi nary design of hel i copters. The pr1mary subject 
of Szumanski's paper was the optimization of the geometric parameters of 
helicopter lift1ng systems in the fonn of r-otor and wing units. ObV1---. 
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ous1y limited by available computational facilit1es and software, not 
all the design problems described were solved by applications of opt1mi­
zation methods. However, Szumansk1 perceived correctly that r:e1ative1y 
ambitious tasks, even by today's technology standards, such as the design 
of lifting devices, including maneuvering flight conditions and aircraft 
handling qualities, could be studied with formal opt1mizat10n methods. 
It was one of his conclusions that the addition of wings was not desira­
ble unless they were required to meet increased speed requ1rements. 
Rotor parameters, such as radius, solidity, rotation speed, blade air­
foil, and engine performance, might be adjusted by optim1zation to 
ell m1 nate the need for wi ngs up to certa in speeds. If W1 ngs st 111 had 
to be added, optimization methods could be used to reduce the unfavorable 
effect s of wi ngs. 

Ramos and Taylor published a comprehensive report on the prelimi­
nary deSign of helicopters 1n 1981 (ref. 21) The program, named 
HELISOTON, was developed at the University of Southampton. It appeared to 
provide comprehensive coverage for the analysis of conventional he11-
copters and to do so in a form amenable to automated des1gn opt1mizat10n. 
Avo1ding excessive computational effort was the primary cons1derat10n in 
selecting analytical methods, hence relatively simple methods were used, 
such as semiempirica1 statistical relations for empty weight estimation, 
and an uncoupled equation of motion for trim, static and dynamic stab111-
ty analyses. Based on the description given in ref. 21, HELISOTON worked 
as a helicopter sizing program, as well as a design optimization with 
respect to the following parameters: main-rotor solidity, blade mass, 
and hinge offset; control sensitivity in roll and pitch; and tail plane 
area. Although mu1tivariab1e search capability was not adopted because 
of the exces sive computational effort it cou1 d have requi red, HELISOTON 
is readily coupled with modern mathematical programming software to 
carry out mu1tivariab1e design optimization, if necessary. 

Stepniewski and Sloan attempted the formulation of the optimal 
design of transport helicopters (ref. 22). The1r purpose was to come 
up with a sensible formulation to achieve the lowest total operating 
cost per revenue seat and per nautical mile. This was probably the 
first attempt to integrate helicopter performance analysis and cost 
models specifically for the purpose of helicopter design optimlZation. 
Stepniewski and Sloan do not present numerical results, but there is a 
tab 1 e in reference 22 that describes the fundamental e1 ements of trans­
port he 1 i copter design; as the summary of the inputs of experi enced 
design engineers, the table is very useful. 

It is expected that conceptual and preliminary design-optimization 
programs wi 11 be developed further in the years to come simply because 
of their practical importance both for manufacturers and users of rotor­
craft. Significant improvements in computer capabilities in recent 
years will relax requirements imposed previously by limited amount of data 
processing and computer memory capacity; consequently, it will be possible 
to bring in more comprehensive analysis techniques in the framework of 
preliminary design. This will allow the users to investigate the 
performances of given designs in far greater detail. Also, the availa­
bility of modern data-base management systems will change the data struc­
ture for des1gn-optimization programs so that designers will be provided 
with more flexible means to build cons1stent data to describe a design 
of rotorcraft. 
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4. ROTOR DESIGN OPTIMIZATION 

Applications of optim1zation methods to rotor des1gn problems may 
be d1v1ded into three areas: (1) rotor global performance, (2) blade 
structural des1gn, and (3) aerodynamics and accoustic design. Reflecting 
the current urgent needs to reduce v1bration and external noise, recent 
activities are focused on these two problems. But what is becomming 
increasingly clear is the fact that all these areas are closely coupled 
and should really be considered simultaneously. Furthermore, 1t 1S 
frequently necessary to take much wider range of activities into conside­
ration. There are various approaches that may be promising for working 
the 1ntegration of the various disciplines that are 1nvo1ved. They 
include considering large-scale des1gn programs, adopting multilevel 
design schemes, incorporating human Judgment capabilities through ad­
vanced man-machine communicat10n interfaces, and taking advantage of 
emerging artificial intelligence technology. 

Rotor Performance Design 

In the paper ment10ned previously, Stepniewski and Kalmbach (ref. 
3) reported a study in which maximization of the figure of merit was 
carri ed out successfully by combi ni ng the EVIT( exp1 i clt vortex i nter­
ference techn1que) program with the optimization program AESOP(automated 
engineering and scientific optimization program). Altogether 10 design 
variables are prescribed as coefficients to describe blade twist and 
chord distr1butions along the span. Stepniewsk1 and Kalmbach proposed to 
apply a similar approach to designing helicopter rotors for maximum 
crui se speed at a gl ven power and wi th imposed bounds on figure of 
merits and stall flutter margin. 

Huber gave a comprehensive review at the 1973 AGARD Lecture indi­
cati ng hi s observati ons of and projecti ons about the future of desi gn 
opt1mization (ref. 23). He correctly recognized the importance of the 
formal app1 i cati ons of optimi zati on techni ques as well as thelr 1 imita­
tions. It is interesting to note that Huber emphasized the importance 
of analytical methods for predicting rotor performance and transonic 
profile characteristics in high cruise speed. However, probably owing 
to the 11 m1 tati ons of computer software and hardware in 1973, he kept 
his reservation in applying formal optimization methods to more compre­
hensive models, such as those that included stall flutter, maximum lift 
boundaries, and dynamic blade properties. These are difficult characte­
ri sti cs to handl e even with today's technology, but we have begun to 
understand how to work wi th these ccxnpl i cated resposes. 

Bennett addressed blade-twist distribution to minimize required 
shaft horsepower for hover, while keeping airfoil, rotor radius, and tip 
speed unchanged (ref. 24). The result 1ndicated that the opt1mum twist 
reduced the hover power by 1.55% ccxnpared to a linear twist. 

Rotor Blade Design 

In 1971, Bie1awa presented an excellent pioneering work on rotor­
blade design in ref. 25. He derived analytical expressions for eigen­
value sensitivity for linear nonconservative dynamic system~~nd applied 
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the method to 1 i neari zed rotor dynami c equations to achi eve ml nimum 
blade weight with constraints on bending torsion flutter stabillty and 
on natural vibratory frequencies. He used five design variables to des­
cribe a blade structure with a uniaxlal carbon-epoxy spar and a leadlng­
edge counter weight (fig. 2). The optimization algorithm was the clas­
si c Lagrange mul ti pl i er method; hence, convergence characteri sti cs were 
poor with respect to today's standard. Nevertheless, his formulatlon of 
the des i gn process was amenable to bei ng combi ned with modern mathe­
matical programming, and his recognition of the need for sensltlVity 
analyses is still valid. 

TOTAL 5 VARIABLES 

Fig. 2 Design Variables used in Ref. [25] 

Little was done for about 10 years followlng Bielawa's early work, 
but in the last 3 years there has been a signlficant renewal of lnterest 
in applying optimization methods to rotor-blade design. ThlS is proba­
bly the result of the urgent requirement to reduce helicopter vibratlon 
(fi g. 3). In the past, seri ous efforts to reduce vi brati on were begun 

1955 

USER 
SPECIFICATIONS 

1965 

LEVELS 
ACHIEVED 

1975 1985 
DECREASE IN HELICOPTER VIBRATION LEVELS 

----Fig. 3 Decrease in-Helicopter Vibration Levels 
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only after flight tests had started; as a result fixer took the form of 
local structural modificatlons, or of adding vibration absorbers or 
iso1atlon systems. However, as stated previously, lt is more effective 
to work directly on the source of the problem, and for vibration reduc­
tlon, researchers turned to design technlques applicable to main rotor, 
whi ch is the primary source of dynami c vi bratory forces and moments. 

The first indication of s1gnificant interest in rotor blade design 
by optimization techniques appeared at the 1982 Annual National Forum of 
the American Helicopter Society. At that meeting, Bennett presented an 
important paper, 1 n whi ch he descrl bed four examples related to rotor 
design-optimizatlon problems that were solved wlth mathematical program­
mlng methods (ref. 25). The particular contribution of his paper was 
its demonstraton of the effectiveness of numerlca1 optlmization methods 
when applied to problems of interest to helicopter manufacturers and 
users. 

Taylor also made an lmportant contribution at the same meeting 
with a paper that presented a blade design modiflcation technlque for 
vibratory root force reduction (ref. 26). He pointed out that control­
ling f1atwise mode shapes was an effectlve approach and proposed to use 
a "moda1 shaping parameter" as a measure of blade modal vibratl0n sus­
ceptibility ln the blade deslgn process. He pointed out that physical 
blade deslgn parameters, especially mass distributions, had a strong 
i nfl uence on the modal shapi ng parameter through mode-shape a 1teratl0n. 
Thus, these parameters could be used to desensitize certain blade modes 
to a selected harmonic of the dynamic air load. Even though Taylor did 
not use numerical optimization to modify the design, his paper is sig­
nificant, because his formuation is directly usable ln formulating the 
standard b1ade-optimlZatlon problem taking a modal shaping parameter as 
an objective or constraint function. 

At a conference in 1983, Fri edmann and Shanthakumaran presented 
an ambitious and original paper (ref. 27). Their papar was significant 
in two major respects: 
1. Approximation schemes developed for structural optimization as the 
results of difficult experiences were applied innovative1y to rotor­
blade design problems, so that comprehensive analytlcal capabllities 
could be brought into the design process without incurring unrealistical­
ly large computational power requirements, 
2. Dynami c force reducti on was treated di rect1y as the objecti ve of 
the design process, without taking recourse to intermediate properties, 
such as modal frequencies or mode shapes. Adequate placement of these 
quantities, as well as weight reduction, was obtained as the consequence 
of the deSign optimization and, lf necessary, could be added to the 
constraint set. 

Based on the assumption that the external geometry of a blade is 
unchanged in this design phase, the design variables were selected to be 
the four cross-sectional properties shown in figure 4, specified at seven 
spanwi se stati ons. In additi on, nonstructura1 masses at three outboard 
stations were also considered as design variables. Constraints were 
imposed on aeroelastic stability and rotating natural frequencies in the 
flap, lead-lag, and torsional degrees of freedom. The blade dynamic 
response and stability analysis is based on a fully coupled, f1ap-1ag­
tors i onal analys is. The numeri cal results presented by Fri edmann and 
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Shanthakumaran indicated a 15% to 40% reduction in vibratory force ampll­
tudes and appeared to support sigmficance of automated optlmization 
methods in the deslgn of complex systems such as hellcopter rotor 
blades. The convergence characteri st 1 cs of the avera 11 des 1 gn scheme, 
the significance of aeroelastic stabillty constralnts, and the selection 
of soft In-plane design will be of lnterest to deslgn englneers. 

MAXIMUM 17 VARIABLES 
• bs/hs • tb/th FIXED 
• 7 STATIONS 

m~r~t]3> a </ r/ 

tb 

Fig. 4 Deslgn Variables Used in Ref. [27J 

Peters et ale reported their efforts to apply design-optimization 
techniques to helicopter rotor-blade design in 1983 (ref. 28). This was 
a report of a part of an ongoi ng effort, i ncl udi ng the procedure to 
exploit the broad range of appllcatlons of optimizatlon methods to rotor­
blade design. Although the examples presented in reference 28 were 
based on rel atively simpl e analyt i cal techniques, the approach taken 1 n 
considerlng applicatlons of optimlZatlon methods wlthln the context of 
traditional engineering and design practice will provide helpful insight 
for future work. 

More recently (1982, 1983), two reports were written by McIntosh 
under two separate contracts with U. S. Army (refs. 29 and 30). In ref. 
29, McIntosh described a bearingless rotor, flexbeam design to minimize 
various combinations of bending and axial stresses for a given oscil­
latory excitation force di stribution. In reference 30, he presented an 
ambi t i ous effort to combi ne ali near rotor-ai rframe-coupl ed vi brat ion 
analysis code with a general optimization code, to reduce fuselage 
vibrati on by modifyi ng the rotor-system desi gn parameters. Both of the 
studies by McIntosh were prelimlnary in nature and suggested the need 
for further work, although some of the results he obtained were encoura­
gi ng. 

As far as applying numerical optimization methods to hellcopter 
design problems is concerned, this particular subject, that is, rotor 
design to reduce vibration, is most actively pursued; therefore, it is 
reasonable to expect that a better understanding of the problems will be 
forthcoming in the near future. It is interesting to see that the rotor­
design procedure itself is being studied and discussed in detail to make 
the best use of optlmization methods. Also, technical integration with 

25 -13 



other di sci pl i nes, such as aerodynami cs and materi al s and structural 
analysis, wlll become increasingly important. 

Aerodynamics and Accoustics 

ThlS survey dlsclosed llttle published lnformatlon about the 
appllcations of numerical optlmization method to lmprove hellcopter 
aerodynamlc performance. Thi sis probably because the aerodynamlc res­
ponses of hellcopters are very complex phenomena, especially at the 
boundarles of the fllght envelope where critlcal deslgn condl tlons are 
usually set. Also, although helicopter nOlse lS an lmportant problem, 
the rotor noise-generation mechanlsms are just beglnnlng to be under­
stood. Under such circumstances, when rellable analytlcal technlques 
are stlll the subjects of research, it might have been inconcelVable to 
attempt to apply formal optimlzation methods, particularly because formu­
latlon and Solutlon of the deslgn problems requlres In-depth know­
ledge of the physlcal phenomena. 

In the past, attempts were made to transfer technology developed 
for flxed-wing alrfoil optlmization to rotary-wing deslgn problems. 
Hi cks and McCroskey repo rted Wl nd-tun nel test resul ts for a tWO-dl men­
si onal ai rfoil desl gned wi th a program obtal ned by COUpll ng a transonl c 
analys is code Wl th a general mathemat1 cal prog ramm1 ng code 1mpl ementi ng 
the modified method of feaslble dlrectlons (ref. 31). A typical des1gn 
reqUl red 8 hr of CPU tlme on a CDC 7600 cooputer. The resul tant a1 rfoil 
section, des1gnated A-I, was found to have certa1n deficiencles, but the 
des1gn method wa s cons1dered val uab 1 e, especlally because 1 t perml tted 
mult1ple conditions to be treated slmultaneously so that best compromise 
of confllct1ng requl rements could be found. 

Tauber and H1Cks reported the1r attempt to weaken the shock on the 
advanc1 ng slde of the blade whil e reducl ng 1 ead1 ng-edge pressure gradi­
ents on the retreating side, uS1ng a three-dimensional, invic1d, full­
potentlal llft1ng rotor code (ref. 32). The contour of the basic blade 
airfoil were modified at selected sections by the addition of specific 
geometr1c functions to the or1g1nal ord1nates of the basic a1rfo1l. The 
a1 rfo11 modification process was manual, but appreCl able improvements 
could be ach1eved. 

Most recently, Tauber described hlS theoretical stud1es on the 
effects of tip geometry modif1cat10ns on shockwave behaviors (ref. 33). 
H1S work was aimed at des1gn1ng a blade w1th low 1mpuls1ve noise 1n high­
speed forward fl1ght; ROT22, a full-potentlal, quasi-steady, transonlC 
analysis code, was used. Tauber modif1ed the tip geometry manually to 
prevent delocalization, however, his des1gn problems were structured to 
be amenable to automated des1gn with numer1cal opt1mization. 

Computational aerodynamic codes coupled with numerical optimization 
will become 1ncreasingly 1mportant design tools 1n the future, but th1S 
integration will be by no means straightforward. First, the amount of 
data process1 ng to carry out even a modest number of analyses may demand 
an excess i ve ly high volume of computation. As a result, the i nnovati ve 
use of approxlmation schemes in the design process wi 11 be crit1cally 
important to the feasibility of an acceptable des1gn code development. As 
stated previously, the essence of approx1mat1on schemes 1S to avo1d 
unnecessary data processi ng Wh1l e gui d1 ng the deS1 gn towards pract1 cal 
opt1mal deslgns. For example, if linear theory wlll provide reasonable 
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trends, it is not necessary to carry out expensive nonlinear analyses. 
In thi s context, aerodynami ci sts have to develop the boundari es of the 
valid conditions for the1r theorles and computer codes more r1gorously 
and quantitat1vely. 

Second, it will be important to exploit the pos1b1lty of 1ntro­
ducing heurist1c decision capabilities or intell1gence into the des1gn 
process. Th1S does not necessarily mean that one should turn immediately 
to art i fi Cl ali nte 11 i gence app 1 i cat ions. One of the most interest i ng 
ideas for transon1C airfoil design was presented by Aidala et ale in 
reference 34, in whi ch shape modifi cati on base funct10ns were generated 
for speci f1C changes of aerodynamic performance. That paper showed 
that 1ns1ght on the part of engineers into the physical problems that 
are involved could effectively reduce the data process1ng effort. Th1rd, 
it is necessary that techniques be developed to provide automated and 
quantitaive evaluation of the results produced by aerodynamic analy­
tical codes. For example, the graphical presentation of pressure distr1-
butlons is extremely useful to eng1neers, but not in the automated design 
process. If two airfoils produce d1fferent pressure distributions, it 
1S necessary to know the quantitatlVe measure by which one 1S superior 
to the other. 

5. AIRFRAME STRUCTURAL DESIGN 

Refl ect i ng current 1 nterest and needs for controll i ng V1 brati ons in 
helicopters, all the papers reviewed here addressed structural modif1ca­
tion to control steady-state vibratlon levels excited by periodic forces 
and moments. TYP1cally, these studies aim at reducing COCkPlt vibratlon 
that is excited by rna in-rotor V1 bratory forces and moments. Done et al. 
discussed applications of the Vincent-circle methods to identlfy candi­
date elements for modification, then followed wlth formal optimlZat1on 
to achieve minimum steady-state response at a specified point (refs. 35 
- 37). With a two-di mens 1 onal, tapered-beam model for the Westl and Lynx 
helicopter, they showed that it was possible to reduce the lateral vi­
bration level at the cockpit almost to zero for the 21.7-Hz oscillatory 
couple applied at the rotor head, by tuning a relatively small number of 
element stlffnesses. 

Hanson and Calapodas (ref. 38) and Hanson (ref. 39) compared the 
Vincent-circle method with the forced-response, strain-energy method 
proposed by Sciarra (ref. 40) to select a set of elements that were best 
candidates for modification to control forced response at a specified 
p01nt. Their experience wlth AH-IG stick and build-up models indicated 
that the strai n-energy method was more suitabl e than the Vi ncent-ci rcl e 
method, because it indicated correct sens1tiv1ties of dynamic amplifi­
cation factors for element-stiffness changes. They exercised opt1mi­
zation based on semi empi rical optimality criteria for uniform strain­
energy distribution and verified that it was possible to nulify 2/rev 
vibration at the p1lot seat by stiffening tail-boom sections. 

In spite of the desirable characteristics of the strain-energy 
method, it does not provide sensitivity data w1th respect to changes in 
mass, damping, or dynamic absorber parameters. It is believed that the 
forced-response sensitivity data w1ll be computed more effectively by 
the method used in formal structural optimization method. The procedure 
is outlined as follows. Let the system equation of motion for steady-
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state response to sinusoidal excitatlon of frequency w be: 

[ K + iw C - w2M] U = F (5) 

where both the forcing vector F and response vector U are complex vectors 
and the stiffness K, damping C, and mass M matrices are all real and 
symmetric. If equation (5) is differentiated by a design parameter x, 

au 
[K+i w C- w2M]­

ax 

aK aC aM 
[--+iw---w2--- ]U 

ax ax ax 
(6) 

If equation (5) has already been solved, and the eigenvalues and eigen­
vectors of the undamped system a re known, then the right-hand-s ide of 
equation (6) may be computed approximately using the data for the un­
damped system. If equation (6) is written in the modal coordinates, the 
right-hand-side will be more involved because eigenvector sensitivity 
will be required, but technlogy is available to compute all the required 
quantities. Consequently, solution of equation (6) for sensitivity 
data is a relatively Simple process. For helicopter vibration problems, 
the number of excitation frequencies to be computed will be 1 imited; 
therefore, it is not necessary to decompose large, complex matrices 
many times. Furthermore, this sensitivity data can be used as input to 
numerical optimization programs directly. This procedure is well known, 
but has not been used for the design of helicopter airframe structures. 

The finite-matrix perturbation technique was used by King to 
predict changes in eigenvalues and eigenvectors of a linear, undamped 
system (ref. 41). Although the method predicted correct trends, the 
nonlinear characteristics of these quantities with respect to design 
variables caused substantial errors in estimated frequencies, unless the 
design changes are small. The formulation was not presented in reference 
41, but the method was extended to estimate steady-state vi bration at 
the pilot seat as a functi on of rotor speed or forward fl i ght speed. 
Estimated results were compared, with fair success, with the results 
obtained by flight tests. 

Kitis et al. described two reanalysis techniques for steady-state 
responses for local structural modifications and subsequently used them 
with a nonlinear programming algorithm to design a spring-damper absorber 
and an attached beam system for simple helicopter airframe models (ref. 
42). The first approach is based on the finite-matrix perturbation 
technique to obtain exact frequency responses of a modi fi ed structure at 
specified frequencies, and the second method uses component mode synthe­
sis to compute the approximate but explicit frequency responses of the 
modi fied structure. Based on the fi rst method, reanalyses for five 
trial designs took less than one half of the CPU time required for the 
initial, complete structural analysis. This paper by Kitis et al. makes 
an important contri bution. because it presented effecti ve use of ef­
ficient reanalysis techniques coupled with a formal optimization method. 

Structural weight reduction is probably more important in heli­
copters than in conventional fixed-wing airplanes; as a result, one 
would suppose that there must be a number of weight mlnimization applica­
tions in the helicopter industry, but no published documentation of such 
cases was found in this survey. The critical problem might have been a 
lack of appropriate software. Disjoint feasible design space problem 
for minimum weight structural design subject to dynamic response const­
raints, reported initially by Johnson (ref. 43) and more recently by 
Mi 11 s-Curran and Schmit (ref. 44), has not been reported Wl th res pect to 
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helicoter airframe des1gn. However, th1S problem 1S llkely to be 1mpor­
tant 1f we1ght reduct10n of a1rframe structures 1S stud1ed more senous­
ly. 

There 1 s a strong trend toward extenslVe use of modern canpos1te 
mater1als in the primary and secondary load-carrY1ng structures of 
hel1copters. Automated des1gn, such as the one represented by the PASCO 
program (ref. 44), will be useful as the 1ndustry ga1ns more expenence 
and conf1dence in uS1ng such tools In pract1cal appl1cat1ons. 

6 CONTROL SYSTEM DESIGN 

MultlVanable, function-mlnlmizatlon techn1ques have been used ln 
the des 1 gn of 1 i near control systems. For exampl e, m1 niml zat i on of a 
quadrat1c merlt function of state vanables has been canmonly used to 
obtain the closed-loop ga1n schedule for linear1zed models. However, the 
control-system design process 1nvolves a great many heur1st1c declsions, 
and its final evaluation may have to depend on pilot evaluations obta1ned 
fran slmulator or fl1ght tests. If future developments perm1t quant1-
tat1ve evaluat10n of handl1ng qual1t1es with respect to control-system 
varlables, better poss1blit1es for applY1ng formal opt1mlZation methods 
may be at hand. 

Vibrat10n reduct10n by means of higher harmon1cs, blade-p1tch 
control has been studied extens1vely, uS1ng optimal est1mation and control 
theory. However, Jacob and Lehmann presented an 1 nterestl ng method for 
transform1ng the dynamic blade pitch schedul1ng problem 1nto a non-time­
dependent, statlc optlmlzation problem (ref. 45). The basic idea was to 
expand the scheduled p1tch-angle variat10n as the we1ghted sum of Cheby­
shev polynomlals (spanw1se) and Fourler ser1es (az1muthw1se). The coef­
fic1ents of this summation were cons1dered as des1gn vanables to be 
modified by the optimizat1on program. The obJective was to m1nlmlze the 
vibratory hub load ampl itudes. Even though the mathemati cal model used 
was relatlVely slmple, Jacob and Lehmann showed the feaS1bllty of uS1ng 
such a scheme to let the "static" opt1mization methods generate basic 
control schedul1ng. In add1tion to the scheduled h1gher harmonlcs pltch 
variat1ons, opt1mal feedback control schemes w1ll be necessary to respond 
to unexpected phenanena, such as gusts. Namely, the statlc opt1mlzat1on 
of pitch scheduling will not be cons1dered a replacement of an active 
system; 1 nstead , both static des1gn and dynamic control schemes may f1nd 
appropriate roles in 1mproving overall system performances. 

7. FLIGHT TR AJECTOR Y OPTIMIZATION 

Fl1ght-trajectory opt1mizat1on is ObVlously not a helicopter design 
conslderation. It addresses the problem of determining the optimal 
flight path to accanplish a speclfled mission for a given helicopter with 
speclfied payload and weather conditlons. The obJective can be, for 
example, minimum fuel, minimum time, maximum distance, minlmum cost, 
maximum payload, or max lmum surVl vabi 1 i ty. PreVl ously, these types of 
problems were solved using optimal control theory, WhlCh seeks Solut1ons 
in the form of time-dependent control inputs (e.g., refs. 47 - 49). 
However, if a mission can be broken 1nto a reratlVely small number of 
segments and lf the fllght conditions are kept unchanged in each segment, 
then this problem can be cast into a standard form to be solved by mathe­
matical programm1ng methods. Hoewever, no publlcations dealing wlth 
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this application were found. Recent developments in microcomputers 
indicate rapid growth in the capabilities and memory capacit1es of on­
board computers; 1n the future, therefore, dynam1c optim1zat10n of 
flight trajectories may become routine. A futurist1c verS10n of th1S 
scenar10 is to let on-board computers work wi th autopil ot systems to 
reduce p1lot workload while carrying out the opt1mization of fl1ght-
trajectory. -

8. CONCLUDING REMARKS 

There are a number of hel1copter design problems that are well 
suited to the methods of numerical optimization. A number of excellent 
response/performance analyt1cal programs have been and are being develop­
ed, but then real value will be realized only 1f their results are 
reflected in the des1gn of actual fl1ght hardware. Recently developed 
opt1mization programs and technical experience with optlmization tech­
n1ques provide opportunities to create powerful design tools by integ­
rating comprehensive analyt1cal programs from many disciplines w1th 
opt1mization programs. It has often been the case that integration 
into a des1gn program reveals shortcomm1ngs of or mistakes in the analy­
tical programs, but in return, high-quality analytical capabilities 
improve the performance of the desi gn process, and as a consequence, 
contribute to the deslgn of better products. 

In practlcal applications, it is not necessary to arrive at the 
theoretical optimal des1gn. What is 1mportant will be that the value 
of product lmprovements obtained as the results of applying optimization 
methods exceeds the investment to implement and use such capabilities. 
It is expected that the payoff to investment rat 10 1 s hi gh enough for 
many of the rotorcraft des1gn applications, so that initiation of such 
development programs can be justified. 
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