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Abstract

The dispersed sensor Drocessing mesh (DSPM)

is an experimental, ultrareliable, fault-tolerant
computer communications network that exhibits an
organic-like ability to regenerate itself after

suffering damage. The regeneration is accom-
plished by two routines — grow and repair. This
paper discusses the DSPM concept for achieving
fault tolerance and provides a brief description
of the mechanization of both the experiment and
the six-node experimental network. The main topic
of this paper is the system performance of the
growth algorithm contained in the grow routine.

The characteristics imbue( + to DSPM by the growth
algorithm are also discussed. Data from an exper-
imental DSPM network and software simulation of
larder DSPM-type networks are used to examine the
inherent limitation on growth time by the growth
algorithm a.id the relationship of growth time to

network size and topology.

Introduction

The dispersed sensor processing mesh (DSPM)

is an ultrareliable structure for gathering sensor
data and distributing effector data. An ultrare-
liable system requires an ultrareliable communi-
cations structure as a complementary partner to
the ultrareliable computational element. The DSPM
concept is the torerunner to the ultrareliable
input/output (I/n) network specified in Ref. 1 for

Charles Stark Craper Laboratory's advanced infor-
.nation processing system (AIPS).

The reliability of the DSPM network :s greatly
enhanced by the ability of the DSPM communication
network to reconfigure (2). 'rwo software algo-

rithms — grow and repair (2,3) — perform the
reconfiguration task. This paper describes the
growth algorithm resident in the grow routine and
the effects of the growth algorithm on the charac-
teristics of the DSPM network. The character • s-
tics of the experimental DSPM system are explained
in terms of the experimental results, and the
experimental results are used to certify the valid-
ity of the DSPM simulation software. The result-
ing validated DSPM simulation is used to derive

the generic characteristics for a broad range of
DSPM networks.

Concept

Figure 1 depicts a generic DSPM network taken

from several examples given in Ref. 4. The net-
work is formed with nodes (shown as circles),
links (shown as lines), and a central bus control-
ler (each channel of the quadraplex bus controller
is shown as a rectangle). The growth algorithm
and other network creation and maintenance soft-

ware reside in the bus controller. The links

carry the network communications, and the nodes
gather and distribute data. A brief description

of the growth algorithm (Fig. 2) is given;
detailed descriptions can be found in Refs. 2

and 3.

Initially, the growth algorithm grows the net-

work to the nodes surrounding the bus controller
by activating the link (shown as a solid line) to
each node (nodes 1, 2. 3, and 4) and making the
node a member of the network. Activating a link
requires that the destination node not be a member
of the network and that it responds to the bus

controller configuration commands.

In each successive growth cycle, the network
is grown from nodes activated in the previous
cycle until each node is attached to the network
through a tree that has the bus controller as its

root. During the growth process, the network is
unavailable to process inputs to a node or outputs
from a node. If faults exist in the links or in
the nodes, the growth algorithm circumvents the

fault in an "organic like" regeneration of the
network by way of anot:ier confiquration. The

fault tolerance of the DSPM concept ie a result
of the ability of a DSPM network to reconfigure

around failures.

Mechanization

The DSPM system is a complex, experimental

communications system. To obtain valuable data on
practical implementation issues, the ultrareliable
DSPM communication concept was interfaced to a
state-of-the-art fault-tolerant system anc 4 the
tests were run on NASA's F-8 Ironbira simulator.
NASA's F-8 digital fly-by-wire (DFBW) Ironbird
simulator provides a saf,, yet realistic means of
testing the complex interaction of a highly reli-
able communication network with a state-of-the-
art, triply redundant, digit' flight-control
system that contains redundan computers, sensors,
actuators, and flight-critical soft w are (5).

The DSPM experimental system (for additioral
details see Refs. 2 and 3) consists of three mayor

components (see Fig. 3): the F-8 DFBW Ironbird
simulator (with triplex flight-control computer
and control-law software); a central computer with

simulation software; and a sir-node (plus a tri-
plex bus controller where each channel is based
on a 5 MHz MC68000 microprocessve.) version of the
DSPM network. The bus controller in the experi-
mental system has relatively low performance; a
production system should be expected to run much
faster. The details of the DSPM hardware imple-
mentation are beyond the scope of this paper, but
are presented in Refs. 2 and 6.



Experimental Results

The preliminary tests on the DSPM system

measured the actual performance of the growth
algorithm under varied fault conditions (for the
purposes of this paper, a fault is a static fail-
ure of a port to the off condition). Performance
data for the growth algorithm used on the Ironbird

DSPM network (see Fig. 4) is available for all
failure combinations up to three failures per node
for both the adjacent and disjoint node pairs. An
example of data for both an adjacent and a dis-
joint node pair is shown iu Fig. 5. The data dis-
closes two characteristics of the DSPM growth

algorithm:	 (1) the ..iean growth time is linearly
related to the number of faults, and (2) although
the growth algorithm is deterministic, there is a
wide deviation in the growth time for a given num-

ber of faults.

The deviation in growth time for a given num-

ber of failures on a given node pair is caused by
the different amounts of time needed to process
different types (2) and combinations of faults.
The differences in growth time for configurations
with the same number of failures is because of the
topology of the network, the position of the node
iiLhin the network, and the preferential order of
growth (clockwise in DSPM). These deviations are

not generic to the DSPM approach, but are depend-
ent on the topology and the preferential growth
algorithm. However, the relationship of growth
time to inbound versus outbound ports is a generic
DSPM characteristic. Specifically, on the experi-
mental DSPM system, if a failed port is an out-

bound port (it relays bus controller (BC) mes-
sages to other nodes), the growth algorithm spends
approximately 4.8 msec processing the failed port.
If the failed port is an inbound port (it returns

node responst to the BC), the growth algorithm
spends about 7.' msec processing the failed port.

The fact that a% outbound port must be grown
before the inbo nd port of the next node can be
grown accounts for the difference in growth time.
Thus a fault on an outbound port can always be
detected sooner than a fault on an inbound port.

While the linearity of the growth times are
influenced by the implementation of the hardware

and software .n each DSPM-type system, the linear
nature of the growth times is a generic DSPM char-
acteristic. All fully operable DSPM configura-
tions must have exactly the same number of good
links as nodes and, because the growth t.r.e for
good links varies very little, the only difference
in growth time is related to the number of faulty
links. While the time required to determine if a
link is faulty va •:ies, depending on whether it is
used as an inbou'td or an outbound link, the values
are roughly t`.:. same, and the relationship turns
out to be approximately linear.

In Fig. 5, note that for a few faults, the
growth times for failure sets on disjoint and
adjacent node pairs are appoximately the same;
but, as more faults are injected, the disjoint
node pair requi,es more growth time than an adja-
cent node pair. A single fault in a disjoint node
pair appears the same as a bingle fault in art
adjacenr node pair. Therefore, it is not surpris-
inq that the growth times are similar for a few
faults. As the number of faults increase, the

failures on the disjoint node pair normally dis-
rupt two or more trees while failures on the adja-
cent node pairs, which share a common link, nor-
mally disrupt a single tree.

Naturally, one might ask what happens if more

failures are injected into the network than are
shown in Fig. 5. Can we linearly extrapolate the
growth time? Unfortunately, the answer is no.
There are two reasons for this. First of all,
each nonlatent fault (a latent fault is a fault in

a link with an existing dominate fault or a fault
in a link that will not be activated) causes the
link associated with it to fail during an activa-
tion attempt. Because valid DSPM configurations

must have a good link for each node in the net-
work, the maximum number of failed links (and
therefore nonlatent faults) equal the number of
links minus the number of nodes (see Eq. (1^!.

Maximun number of faults
= number of links - number of nodes	 (1)

For the Ironbird DSPM network that is used on the
F-8 Ironbird simulation (sec Fig. 4), the maximum
number of faults is six.

The second reason that the growth time cannot
be linearly extrapolated provides much better

insight into the behavior of the network. Exceed-
ing the maximum number of non:atent faults .eplaces
inbound failures with outbound failures. However,
to see :his behavior, latent faults that occur in
links where activation attempts occur must be
counted as faults.

As shown in the following maximum growth time

scenario, when all the faults previously defined
are counted, the growth time still does not exceed
the growth time for the maximum number of nonlatent
failures, even when the number of faults exceed the
maximum number of nonlatent failures. Because the
scenario is constructed with a homogenous fault
type (that is, worst case faults), the linear rela-

tionship of growth time is shown without any devia-
tion. An example of maximum growth time is to grow
the DSPM network with the maximum growth time by
using the following heuristic rules to choose a
worst case fault:	 (1) failures on an inbound port

contribute more to growth tim,^ than failures on an
outbound port and (2) gr:: t'h .t a node proceeds
clockwise with port 0 first and port 3 last.

To achieve the maximum growth time we must
grow a network with as many inbound ports failures
as possible and with growth occurring et the mos.
counterclockwise port possible. The following
growth phases form the maximum growth time sce-
nario for the Ironbird DSPM network.

Phase 1: Gr:,w out of the most counterclock-
wise port of the BC. To force the growth to BC
port 2, the links to BC ports 0 and 1 must be

failed at one end or the other (see Fig. 6(a)).
To obtain the maximum growth time, the first fail-
ure (at an inbound port) is injected at node 1,
port 0 (N1P0) and results in a growth time of
24.8 msec. The process is cumulative. For two
failures, a failure at N4P0 is added to the
failure at N1P0, resulting in a growth time of
31.4 msec.

•
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Number of failures	 Fail vector	 Growth time

N1P0	 24.8 msec
N1P0, N4P0	 31.4 msec

Phase 2: Grow out of the most counterclock-
wise port of node 6. Force the growth to N6P3 by
failing N2P2 and N5P2 (see Fig. 6(b)).

Number of tailures	 Fail vector	 Growth time

N1P0, N4P0,	 39.1 msec
N2P2

N1P0, N4P0,	 46.8 msec
N2P2, N5P1

Phase 3: Grow out of the most counterclock-

wise port of node 4. Force the growth to port 3
of node 4 by failing N5P0 (see Fig. 6(c)).

Number of failures	 Fail vector	 Growth time

5	 N1P0, N4P0,	 54.5 msec

N2P2, N5P1,
N5P0

Phase 4: Grow out of the most counterclock-

wise port of node 1. Force the growth to port 3
of node 1 by failing N3P0 (see Fig. 6(d)).

Number of failures	 Fail vector	 Growth time

6	 N1P0, N4P0,	 62.1 msec
N2P2, N5P1,
N5P0, N3P0

When six maximum growth '.ime faults are

injected into the Ironbrrd DSPM network, only six
links remain, which is the minimum number of links
required for this network to function. Any addi-

tional failure must be injected into links that
have already failed. Since all the links have

failed at the inbound end, any new failure would
occur at the outbound end and would reduce the
growth time shown in Fig. 7 (each point in Fig. 7

is the accumulation of all the previous failures
plus the failure listed as a label for the point).
Therefore, the maximum growth time occurs at the

maximum number of faults defined by Eq. (1).

Simulatl,n

Research on systems such as the DSPM is expen-
sive. Because of the cost, building large DSPM
systems or systems with special attributes solely
for research is not feasible. As an alternative,
simulation software offers a means of studying
larger networks with different attributes while
still keeping down the cost.

The simulation software was designed to mimic
the detailed growth algorithm flowchart used in
the development of the DSPM. Each block or group
of blocks in the flowchart was timed experimen-
tally to establish the constituent times for the
simulation. Each function in the flowchart was
functionally implemented in the simulation, and
the appropriate time was added to the total simu-
lation time whenever the function was performed.

The validity of the simulation was established
by exhaustively comparing the results of the simu-
lation with the actual data from similar known
situations. After many simulation runs the simu-
lated growth time for a fault-free network was

a good approximation to the actual time. The

simulation then had to be validated for faulty
configurations.

The simulation was designed to allow the user
to fail links or nodes. Additional tests using
the fault injection capability established the
validity of the simulation in a faul'_y environ-
ment. Figure 8 demonstrates the accuracy of the
simulation.

In Ref. 2, the DSPM6 network 1Fig. 9) is
determined to be the smallest DSPM-type network

acceptable for applications requiring ultrarelia-
bility. Accordingly, DSPM6 is used as the lower

bounds for DSPM network performance. Because
DSPM16 (Fig. 1) appears frequently in literature
(2, 3, and 4), it was arbitrarily chosen as the
upper bound on DSPM performance. The area between

thy, bounds _s filled in with simulated data from
DSPMA (see Fig. 10) and DSPM11 (see Fig. 11). All

the simulated networks were grown by using a heur-
istic algorithm to achieve near-worst case growth
times.

The fault-free growth times of all the simula-

ted networks is plotted in Fig. 12. Because of
the linear relationship of fault-free growth time
to the number of nodes in the network, and the
linear relationship of incremental growth time and
failure, a simple model of worst case growth time
(G(n,f)) is possible for a network of nodes (n)
and failures (f). The graphical form for such a
model is shown in Fig. 13. The mathematical form
is given as Eq. (2).

G(n,f) = 3.46n + 7.7f in msec	 (2)

As an example, the worst case growth time for

a 32-node network with five failures is

G(32,5) = 3.46 x 32 + 7.7 x 5 = 149.2 msec 	 (3)

By restricting the growth simulation to the
maximum growth time scenario, the worst case times

are obtained and the growth time relationship is
linear with the number of failures. For all simu-
lated networks, there is a 7.7 msec increment
between failures. For instance, in DSPM6 the dif-
ference in growth time between three failures
(40.2 msec actual) and four failures (47.9 msec
actual) is 7.7 msec.

Given the fault-free growth time for a spe-
cific network, a good approximation of worst case
growth times can be obtained with a straight line
with a slope of 7.7 msec per failure. Further,
the fact that the relationship is true for four
networks representing three different topologies
(DSPM6, DSPM16, and DSPM8/DSPMit) strongly indi-
cates that the linear relationship is a generic
DSPM chrrar_teristic.

The growth time of a network should be lin-
early related to the number of links that the net-
work must grow. Because one link must be grown to
every node in the network, the fault-free growth
time of a 16-node network should be twice the
fault-free growth time of an 8-node network. For
. ,SPM16, the fault-free growth time is 51.6 msec,
which is approximately twice the 24.0 msec fault-
free growth of DSPM8.

Given 149 msec for G(32,5), or even 127 msec
for G(16,10), one could question whether the DSPM

3
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growth process is fast enough. During the growth
process, no inputs or outputs can traverse the
DSPM network. As a result, the aircraft would be
flying open loop, and any departure would continue
until the process is over and one control-law
update is complste. This break in the control-law
update certainly must be considered in any vehicle
or system design; however, the maximum growth time
is expected to be somewhat shorter given improved
computational hardware that would be readily
available in any operational application.

Conclusions

Tests show that the generic growth charac-
teristics of DSPM-type systems are independent of
the network topology. They also show that growth
time is linearly dependent on the number of nodes
and the number of failures occurring in the DSPM
network. However, tests show that the g rowth time
increases as the number of failures increase and
the growth time is bounded. As a result of linear
and bounded growth times, the growth time rela-
tionship can be modeled by a simple, accurate
linear equation.

References

(1) "Advanced Information Processing System
(AIDS) System Specification," CSDL-C-5709, Charles
Stark Draper Laboratory, May 1984.

(2) Abbott, Larry w., "An Ultra Reliable Com-
puter Communication Network — the Dispersed Sensor
Processing Mesh," University of Kan3as, Jan. 1984.

(3) Abbott, Larry w., "Operational Charac-
teristics of the Dispersed Sensor Processor Mesh,"
Proceedings of the IEEE/AIAA 5th Digital Avionics
Systems Conference, Seattle, wash., Oct. 31-Nov. 3,
1983, pp. 9.4.1 to 9.4.8.

(4) Hopkins, Albert L. and Brock, Larry D.,
"Interim Report on Fault-Tolerant Aircraft Signal
and Power Transmission Structures," R-1298,
Charles Stark Draper Laboratory, Aug. 1978.

(5) Szalai, Kenneth J., Jarvis, Calvin R.,
Krier, Gary E., Megna, Vincent A., Brock, Larry D.,
and O'Donnel, Robert N., "Digital Fly-By-hire
Flight Control Validation Experience," NASA
TM-72860, Dec. 1978.

(6) Megna, Vincent A., "Tactical Airborne
Distributed Computing and Networks," Dispersed
Sensor Processing Mesh ProDect, AGARD-CCP-303,
June 1981, pp. 30-1 to 30-14.

Node 16 --- 10

07-
- 9 4

1d --- R

Fig. 1. DSPM16 generic DSPM-type network.

Remove all nodes from network membership
Make BC initial growth point

Start at port 0

Get new growth point

No ode
OK to
add

Yes

Add mode to net
Add to growth point FIFO

I

Yes
 Get next port

 Yes

Fig. 2. Simplified growth algorithm.

4

i

J



Active links Iron-Mmfy '
---- Inactive links bird	 C^
• • • • • Normal control paih I DSPMIF•8

Pitch center	 Pilot cmds select
stick position

..........................

Simulation
computer Ch C Oh 3	 Ch A

BUS digital digital	 digital
Simulated controller Hight flight	 flight

Throttle, control control	 con"sensor
surface

position .
4 N=

Q, NZ • ... CBS
1	 ____	 4 •

S

S.

imulation
Ilerface q ' NZ ` ••••••••••

tA

unit

Q, N= ^^	 ^^ ................ .
CCS

N

g ^
w r,

Ou e
^ U
o w
w ;^ to
¢u

r

Fig. 3. DSPM experimental system.

BC

1	 [	 3

1 
4 

4 
10 

6
6

5	 11

2 7 3	 5	
12

9
6

Fig. 4. Ironbird DSPM

network used on the
experimenta) system.

60

50

E
E

i
E 30

Adjacent nodes 1 and 3
Maximum growth time8 Mean growth time
Minimum growth time

O °^ Disjoint nodes 3 and 6
Maximum growth time

10 Mean growth time
Minimum gr—th time

0	 1 2	 3	 4	 5	 6

Number of failures

Fig. 5.	 Humber of combined failures occurring on
a rnxfe pair for two sets of rode pairs.

BC

X	 x

1O 4 6

BC /^

	

O	 ( Jx --J
O O 6

x

(a) Phase 1.	 (b) Phase 2.

BC 	
B^

x

1	 4	 6	 1	 4	 6,

n	 Ox---; i	 2	
3x---' iY

x	 ^	 x	 i

(c) Phase 3.	 (d) ri,ase 4.

Fig. 6. Maximum growth time scena rio.

70E—
NOO

80	 N5	 O N6P2

50	 NSP1	 N8P1 O O N1132

Growth	 O	 N4P2 O

time, 40	 N 0

msec	 N4P0 O
30	 N1P0

O
20

10	 i	 I	 i	 I	 I

0	 1	 2	 3	 4 5	 6	 7	 8	 9 10
Number of failures

Fig. 7. Maximum growth time as a function of the
number of faultq.

Im

,I

,I

5

'DJJ



(+-) I

d

70

LD

s
O

50	 p

O
Growth
time, 40
matt

30	 D	 O Actual growth time
13 Simulated growth time

20 - a

10 1	 1	 I	 l	 I	 I	 I	 I
0	 1	 2	 3	 A	 5	 6

Number of failures

Fig. 8. Simulated versus actual growth time for a

maximum growth time example (Ironbird DSPM).

Fig. 9. DSPM6 network.

Fig. 10. DSPM8 network.

Fig. 11. DSPM11

network.

6

80

50

Growth 40
I ime,
msec 30

20

10 -- -1	
i	 I

5	 10	 15	 20
Number of nodes in network

Fig. 12. Fault-free growth time as a function

of number of nodes.

140	 DSPM11
130	 D 3PM16

120

110

100	 DSPM8

90

3rowth 80^ DSPM6

time, 70
msec 60

50

4U

30

20

10

0
0 1 2 3 4 5 6 7 8 9 10 11 12 13

Number of failures

Fig. 13. Worst case growth time G(n,f) for

networks with nodes (n) and failures (f).

':1

i

F


	GeneralDisclaimer.pdf
	0048A02.pdf
	0048A03.pdf
	0048A04.pdf
	0048A05.pdf
	0048A06.pdf
	0048A07.pdf
	0048A08.pdf
	0048A09.pdf

