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## ABSTRACT

An efficient and user-oriented method has been construct i for calculating flow in and about complex inlet configurations. Efficiency is attained by: the use of a panel method, a technique of superposition for obtaining solutions at any inlet operating condition, and employment of an advanced matrix-iteration technique for solving large full systems of equations, including the nonlinear equations for the Kutta condition. User concerns are addressed by the provision of several novel graphical output options that, taken together, yiold a more complete comprehension of the flowfield than had been possible previously. Examples of these features are presented for some complicated configurations.
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| A | Matrix of induced normal velocities at the control points. Also flat panel area. |
| :---: | :---: |
| b | Subscripts 32, 41. Intercept on $\eta$ axis of panel side. |
| 3 | Dipole derivative along an N -line. Subscripts F and S denote values on first and second $N$-lines of a panel, respectively. Subscript $k$ denotes value associated with K-th lifting strip (Fig. 1). |
| c | Geometric constant for a panel designed to minimize dipole di ontinuity along a lifting strip. |
| $C_{K}^{(x)}, c_{K}^{(y)}$ | Geometric constants expressing source derivative on a panel in terms of values of source density on surrounding panels. |
| $d$ | Length of a side of a panel; used with subscripts to denote a particular side. |
| h | Ceometric constant denoting arc length along an N-I ine from trailing edge to r-axis of a panel. Subscripts $F$ and $S$ denote first and second H -lines, respectively. |
| i, j | Integer subscripts denoting panel number. |
| $\mathbf{T}, \mathbf{j}, \overrightarrow{\mathbf{k}}$ | Unit vectors a long axis of Cartesian coordinate system. Subscript e denotes panel coordinate system. |
| $L$ | Mumber of lifting strips. |
| L (total) | Total arc length of an $N-1$ ine from trailing edge to leading edge and back again. |
| m | Subscripts 32, 41. Slope of a panel side. |
| $n_{\zeta}, n_{n}, n_{\zeta}$ | Components of $\vec{n}$ in panel coordinates. |
| $\stackrel{+}{n}$ | Unit normal vector to a panel. |
| $N$ | Number of panels. |
| N -1 ine | Curve along which input points are distributed. On lifting portions it defines a wing section (Fig. 1). |
| P, Q,R | Derivatives of panel shape at origin of panel coordinates |
| $r$ | Magnitude of $\vec{r}$ |
| $\stackrel{+}{\text { r }}$ | Vector between the two points in space. |
| S | Surface area of curved pane1. Used with subscripts 32,41 denotes cosine of slope angle of a panel side. |


| t | Maximum dimension of a pane 1. |
| :---: | :---: |
| u,v | Nonorthogonal coordinates used in parametric cubic surface representation. |
| $V$ | Velocity. Used with various subsc |
| $V_{i j}$ | Velocity at $i$-th control point due to unit source density on j-th panel. |
| $V_{i}$ | Final combined velocity at i-th control point. |
| $\nabla_{i}^{(k)}$ | Velocity at i-th control point due to unit dipcle derivative on $K$-th iifting strip. |
| w | Width of a panel or lifting strip. |
| $x, y, z$ | Cartesian coordinates. |
| $\xi, \eta, \zeta$ | Coordinates of a point of a panel in its oun coordinate system. |
| $\mu$ | Underlying dipole distribution on a panel that defines the panel vorticity distribution. Subscripts $x$ and $y$ denote derivatives at the origin of panel coordinates. |
| $\sigma$ | Source density on a parel. Subscripts $x$ and $y$ denote derivatives at the origin of pamel coordinates. Integer subscripts denote value at origin of some particular panel. |
| $\stackrel{\rightharpoonup}{\omega}$ | Vector vortic:ty strength on a panel. |

### 1.0 INTRODUCTION

The present work consists of the construction of a computer program for analyzing flow in and about very complicated three-dimensional iniet configurations. The basic calculational technique is a panel method, whose choice is dictated by considerations of numerical efficiency and geometric generality. Such a method can calculate flow about virtual?v any passive configuration in a routine fashion. An inlet, however, is active in the sense that it contains complicated internal machinery that controls the amount of fluid that enters. For the present purpose, it is not necessary or even desirable to analyze this machinery in detail. Instead, its effect is lumped into a single parameter, namely the mass flow through the inlet. This situation is seen most clearly in the static case where the inlet is at rest in an otherwise undisturbed fluid. Here the only fluid motion is that due to ingestion of fluid by the inlet. The difference between a method applicable to inlets and a method for passive bodies is that the former must contain a calculational device for controlling mass flow through the inlet. As will be seen, this requirement is equivalent to a calculational device for generating a static solution.

Reference 1 describes a method for calculating flow about simple threedimensional inlets by means of a first-order panel method. Reference 2 presents a procedure applicable to inlets having auxiliary inlets which uses a higher-order panel method. The present program generalizes this last to the case of inlets having leading-edge slats. Thus this method must account for lifting effects, while that of Ref. 2 did not. This represents a considerable difference. Not only must the code contain formulas giving the effects of bound and trailing vorticity, but the iterative matrix solution must be altered radically to include the nonlinear Kutta condition. Moreover, the user must now bear the responsibility of specifying the location of the trailing vortex wake. As far as the code is concerned, the designation "leading-edge slat" may be interpreted very generally as a lifting portion of the configuration. Thus the progran can consider an inlet mounted on a lifting wing-pylon configuration.

It should be pointed out that the rather elaborate scheme outlined here is made necessary by the requirement to simultaneously analyze flow outside and inside
the inlet. If only the exterior flow were of interest, the inlet entrance could be represented by panels on which an inflow velocity distribution is specified.

This inlet program is thus the latest in a series of panel-method programs, each of which depends on the previous ones. Two previous inlet programs, Refs. 1 and 2, have already been mentioned. The present code is based on the higher-order lifting panel method of Ref. 3, which in turn is based on the higher-order nonlifting panel method of Ref. 4, and both are extensions of the first-order lifting panel method of Ref. 5. Recent documents, notably Refs. 2 and 3, refer liberally to the earlier documents. Thus no one document contains all the necessary formlas and logic of the ensemble of programs that were developed up to this time. It was decided to remedy this situation by making the present report complete. All the panel-method formulas and inlet procedures that pertain to the present code are contained herein. The resulting reference manual is somenat lengthy, but it is complete.

### 2.1 General Description

The panel method here is a higher-order source method. In a source method the unknown value of source density on each panel is adjusted to satisfy the normal-velocity boundary condition at the panel control points, while dipole and/or vorticity is treated as an auxiliary singularity that is used to produce the lifting effects. In contrast to a first-order panel method (Ref. 5), which uses a constant source density on flat panels, the higher-order method (Ref. 3) accounts for source-derivative and surface-curvature effects. As examples will show, inclusion of these effects can be quite important for internal flows. The panel method of Ref. 3 is the only current method that accounts for local surface curvature despite analysis that indicates that a method is not truly higher order if these effects are ignored (see Section 2.2 below).

A three-dimensional lifting flow is characterized by the presence of a trailing vortex sheet that issues from the trailing edge of the lifting portion of the configuration, e.g. a wing or slat (see Figure 1). If wore than one :ifting device is present, such a sheet issues from every trailing edge. The location of the trailing vortex sheet is not known a priori. In the present panel method the location is simply input by the user based on his experience and physical intuition. In the case of a wing-fuselage, this issue is unimportant because the wake is relatively far from all parts of the wing and is weak near the body. In the inlet case, however, the wake of the slat is ingested and probably lies close to the inner surface of the inlet. The wake location could be important, and its estimation might be somewhat difficult, particularly at angle of attack.

A key issue in any lifting procedure is the method of applying the Kutta condition. Oddly most panel-method publications virtually ignore this question, presumably because the authors consider it unimportant. In fact, the Kutta condition is of first importance, because it determines the circulation distribution that drives the whole lifting flow. Classically, the Kutta condition is stated as the avoidance of an infinite velocity at the trailing edge. clearly such a condition cannot be enforced numerically, and some other
criterion, which is a consequence of the Kutta condition, must be invoked. Physically, it is absolutely necessary that upper- and lower-surface pressures on the wing must approach a common value at the trailing edge. This is the form of the Kutta condition employed in the present panel method. Oddly no other panel method uses the equal-pressure Kutta condition. Instead, other derivative conditions are used. The reason for this is probably that the equal-pressure condition is nonlinear, while the alternate conditions are linear, which simplifies the numerical procedure. The price of linearity is high, however, because calculated results can be seriously in error. Figure 2 shows calculated results from Ref. 6. It can be seen that only the present panel method gives equal upper- and lower-surface trailing-edge pressures for this case. The other methods give a pressure mismatch of up to half of freestrean dynamic pressure.

Another important feature of the present panel method is its use of an iterative mitrix solution. An infet having a centerbody, an auriliary inlet, and one or more slats is a very complicated configuration, wich if mounted on a wing-pyion becomes minh more complicated. Thus the cases to wich the present method will be applied tend to have large panel nubers. For such cases an iterative solution of the linear equations that express the boundary condition is an order of magnitude faster computationally than a direr., elimination solution. As is well known, the computational effort for an iterative solution is proportional to the square of the number of equations, f.e. to the panel number, while that of the direct solution is proportional to the cube. Thus the advantage of the former becomes greater as the pane 1 number increases and as the computation time becomes a more important factor. For the iterative solution to realize this advantage, it must converge reliably in a relatively small number of iterations, say 10-20. As reported in Ref. 2, an accelerated block Gauss-Siedel achieved this efficiency in the nonlifting panel method. The addition of lift produces a major complication in that the values of bound vorticity must be included among the unknowns and the set of equations must contain those expressing the Kutta conditions at various span locations along the trailing edges. As mentioned above, these last are nonlinear. The standard "Newton-type" method for solving sets of nonlinear equations consists of successive linearizations followed by iteration. That is, in each iteration a set of linear equations is solved, but the coefficient matrix changes with
each itcration. This alternative type of iteration was incorporated into the basic block Gauss-Siedel scheme, and after a restructuring of the acceleration procedure, a reliable method was obtained. The number of iterations required for convergence is increased $30 \%$ compared to the nonlifting case.

### 2.2 Consistency Analysis

One of the distinguishing features of panel methods is that the velocity due to a panel singularity is computed analytically, as contrasted with other so-called "boundary-element" methods where numerical quadratures are employed. This feature is rendered necessary by the requirement faced by a practical panel method that panel dimensions are often larger than characteristic physical dimensions of the boundary. For example, in the midchord mid-semi-span region of a wing the spandise dimension of panels is normally an order of magnitude larger than the local wing thickmess (Fig. 1). The integrals over a panel giving the potentials and/or velocities due to various singularity distributions can be integrated analytically only if the panel is flat. other panel methods have assumed flat panels from the begiming and ther hypothesized singularity distributions that are two-variable polynomials of various degrees, usually ranging from constant to quadratic. Investigators who use the polynomials of higher degree tend to label their methods "nigher-order" and thus to imply that the increase of accuracy with panel numer of such a method is more rapid than that of a "lower order" method. Such as assertion has been proven false by direct comparisons of calculated results (Refs. 6 and 7). The reason is simply that successive refinement of an integrand (the singularity distribution) without simultaneous refinement of the integration region (the panel geometry) cannot lead to improved results, because the factors neglected are more important than the additional factors included.

An alternative approach is to expand the effect of a general panel about its tangent panel. All relevarit quantities can be expanded in Taylor's series about the tangency point and the integral expressed as a sequence of terms each of "higher order" in panel dimension than the preceding terms. Since all integrals are over the flat tangent panel, they all can be evaluated analytically. But the expanded terms contain derivatives of both the singularity strength and the body shape. The analysis is done in detail in Appendix A for
the case of source singularity. It is shown there that a term of a given order contains derivatives of the surface shape that are one degree higher than the highest singularity derivative. Thus consistent combinations are: flat-panel/ constant source, paraboloidal panel/linear source, cubic panel/quadratic source, etc. The same is true for vorticity, which reflects the fact that vorticity effects can be expressed in terms of source effects (see Appendix H). Dipole effects have a more complicated expansion due to the fact that a dipole distribution on a panel is equivalent to a vorticity distribution equal to its gradient (and thus a polynomial one degree lower) plus a concentrated vortex filament around the edges of the panel. The present approach uses panel vorticity and adds the appropriate edge vortices.

### 2.3 Development of the Panels from Input Points

As in all panel methods, the body surface and make are input to the computer by specifying the coordinates of a muber of points on the surface. These are associated in groups of four to form the quadrilateral surface panels (Fig. 1). This may be done in a variety of ways. In the present program the end result is a trapezoidal tangent panel (Fig. 3) and various geometric quantities iabout 60) associated with it. This is a much smaller number of geometric quantities than many other panel methods require. The order of the input points is along certain curves called $N-1$ ines (Fig. 1). On lifting portions of the body the first and last points on the $N-1$ ine are at the trailing edge. The set of panels formed from the points lying on two consecutive N-lines on a lifting portion is denoted a lifting strip of panels.

The initial step in generating the panel consists of using a "canned" routine for fitting surfaces by parametric bicubic splines. This is applied to each panel individually to generate the panel coordinate system, the coordinates of the four corners of the panel in this system, and the three second derivatives of the surface at the origin of panel coordinates. The panel coordinate origin is the point of tangency to the surface of the tangent panel and is also the control point where the normal-velocity boundary condition is applied. The procedure for doing this is described in Appendix $B$.

As shown in Fig. 3, the corner point coordinates are $\xi_{K}, n_{K}, K=1,2,3,4$. The lengths of the parallel sides are:

$$
\begin{equation*}
d_{12}=d_{F}=\xi_{2}-\xi_{1}, \quad d_{43}=d_{S}=\xi_{3}-\xi_{4} \tag{2.3.1}
\end{equation*}
$$

The width of the panel is

$$
\begin{equation*}
w=n_{1}-n_{3} \tag{2.3.2}
\end{equation*}
$$

The slanting sides are straight lines with equations of the form

$$
\begin{equation*}
\xi=m_{n}+b \tag{2.3.3}
\end{equation*}
$$

where

$$
\begin{array}{ll}
m_{32}=\frac{\xi_{2}-\xi_{3}}{w}, & m_{41}=\frac{\xi_{1}-\xi_{4}}{w}  \tag{2.3.4}\\
b_{32}=\frac{\xi_{3} n_{2}-\xi_{2} n_{3}}{w}, & b_{41}=\frac{\xi_{4} n_{1}-\xi_{1} n_{4}}{w}
\end{array}
$$

The maximin diagonal of the pane 1 is

$$
t=\max \left\{\begin{array}{l}
\sqrt{\left(\xi_{2}-\xi_{4}\right)^{2}+\left(n_{2}-n_{4}\right)^{2}}  \tag{2.3.5}\\
\sqrt{\left(\xi_{3}-\xi_{1}\right)^{2}+\left(n_{3}-n_{1}\right)^{2}}
\end{array}\right.
$$

Further define

$$
\begin{equation*}
S_{32}=\sqrt{1+\frac{m_{32}^{2}}{2}}, \quad S_{41}=\sqrt{1+m_{41}^{2}} \tag{2.3.6}
\end{equation*}
$$

The lengths of the slanting sides are

$$
d_{32}=w S_{32} \quad d_{41}=w S_{41}
$$

Al so needed for lifting panels are the total arc lengths along the N-1 ines from the trailing edge up to the $n$-axis of the panel in question. These are

$$
\begin{equation*}
h_{F}=\sum d_{F}-\xi_{1}, \quad h_{S}=\sum d_{S}-\xi_{4} \tag{2.3.8}
\end{equation*}
$$

where the sums are over the previous panels of the lifting strip.

Finally the normalized moments of the area of the panel are required. The method of calculating these is in Appendix $C$.

### 2.4 Velocities Induced by the Source Distribution on the Panels

Formulas for the velocity induced by an individual panel at a point in space are obtained from the expressions cieveloped in Appendix A by aifferentiating and then performing the indicated integrations over the flat projected panel. Different procedures are called for depending on the distance of the point in question from the pane1. For nearby points, the expressions of Appendix A are integrated exactly. This procedure is rather lengthy and details are omitted. Only the final formulas for this "near field" are presented (Appendix D) and these are the key to the present panel method. It is assumed that the point in question has been transformed into the panel coordinate system and all nearfield formulas are given in terms of this coordinate system. For points further from the panel, the integrals of Appendix A are evaluated by a classic multipole expansion. The orders of the expansions are selected to be at least as high as the terms in question. This is a relatively simple procedure analytically, and the resulting "intermediate field" formulas require much less computing time than the near-field formulas (Appendix E). This computation also is carried out in panel coordinates. The velocities calculated by the near-field and intermediate-field formulas must be transformed into the reference coordinate system. For points even further away, a "far-field" approximation is used (Appendix F). This is cbtained simply by retaining only the first terws in the multipole expansions. However, the far-field formulas have been put in vector form, and thus they can be evaluated directly in the so-called reference coordinate system in which the body is input. This eliminates the need for transformations and further reduces computing time. Some of the quantities in the near-field formulas lose numerical significance for certain ranges of values of the parameters, e.g. control point near the extension of a side or effect of a very long thin panel on adjacent control points. Most of these problems are due to the short word length used by IBM computers
and do not arise for CDC equipment. A variety of special formulas based on power series expansions have been developed for use in the troublesome situations. These are collected in Appendix G.

The source potential is given in Eqs. (A.31) through (A.35) of Appendix A. The velocity induced by the panel is obtained by taking the negative gradient to obtain

$$
\begin{equation*}
\vec{\nabla}=\vec{\nabla}^{(0)} \sigma_{0}+\left[P \vec{V}^{(P)}+2 \vec{V}^{(Q)}+R \vec{V}^{(R)}+\vec{V}^{(l x)} \sigma_{x}+\vec{V}^{(l y)} \sigma_{y}\right] \tag{2.4.1}
\end{equation*}
$$

where each individual velocity is the negative gradient of the corresponding potential.

### 2.5 The Source Derivative Teri i. Assemly of the Matrix of Influence Coefficients

### 2.5.1 The Numerical Differential Procedure. Geometric Constants

As stated in Section 2.4, the basic source velocity formula (2.4.1) contains coefficients $\sigma_{x}$ and $\sigma_{y}$, which are the derivatives of the source density with respect to the panel's coordinate directions. It is not intended that these be additional unknoms. Instead, they are expressed in terms of the unknown values of source density at the control points of the surrounding panels. Thus, ultinately the values of source density at the control points of the panels are the only unknowns. The source-derivative procedure is slightly different for the first and last panels of a strip and for panels of the first and last strips. However, the modifications are quite straightforward. In the initiai discussion it is assumed that the panel on wich source derivatives are being evaluated (the panel in question) has adjacent panels on all four sides as shown in Fig. 4. For the purposes of the present discussion only, the control points of the adjacent panels are numbered $K=0$, 1, 2, 3, 4 as shown in Fig. 4, where 0 denotes the element in question. These control points are transformed into the coordinate system of the panel in question. Let the $\xi$ and $n$ coordinates of these control points be $\xi_{O K}$, ${ }^{7} \mathrm{OK}$, $K=0,1, \ldots, 4$ and the values of source density at the control points be $\sigma_{K}$, $K=0,1, \ldots, 4$ (evidently $\xi_{00}=\eta_{00}=0$ ). The differentiation process expresses
the source derivatives on the panel in question in terms of the unknown values of source density on the adjacent panels in the form

$$
\begin{align*}
& \sigma_{x}=\sum_{K=0}^{M} c_{K}^{i x)} \sigma_{K}  \tag{2.5.1}\\
& \sigma_{y}=\sum_{K=0}^{M} c_{K}^{(y)} \sigma_{K}
\end{align*}
$$

where $M$ represents the number of adjacent panels. It is 4 for interior panels, 3 for panels on the edge of a section, and 2 for panels in a corner of a section.

The essentials of the numerical process are that it calculates one-dimensional derivatives in the $u$ and $v$ directions of the parametric-cubic coordinate system of Appendix $A$ and then expresses the derivatives with respect to the pane 1 coordizates in terms of these.

For each panel, calculate the geometric quantities

$$
\begin{array}{ll}
\Delta \bar{\xi}=\frac{1}{2}\left[\xi_{1}+\xi_{2}-\xi_{3}-\xi_{4}\right], & a=\sqrt{(\Delta \bar{\xi})^{2}+w^{2}}  \tag{2.5.2}\\
u=\Delta \bar{\xi} / a, & \bar{v}=w / a,
\end{array} \quad a=\frac{1}{2}\left(d_{F}+d_{S}\right)
$$

For the purpose of one-dimensional differentiation, define the coordinates

$$
\begin{array}{ll}
x_{1}=-\frac{1}{2}\left(\bar{d}_{0}+\bar{d}_{1}\right), & x_{2}=\frac{1}{2}\left(\bar{d}_{0}+d_{2}\right)  \tag{2.5.3}\\
t_{3}=\frac{1}{2}\left(a_{0}+a_{3}\right), & t_{4}=-\frac{1}{2}\left(a_{0}+a_{4}\right)
\end{array}
$$

where the subscripts are panel designations of Fig. 4. Then centered 3-point differentiation, which is appropriate in the interior of a section, gives

$$
\begin{align*}
& \sigma_{x}=\frac{x_{2}}{x_{1}\left(x_{2}-x_{1}\right)} \sigma_{1}-\frac{x_{1}+x_{2}}{x_{1} x_{2}} \sigma_{0}-\frac{x_{1}}{x_{2}\left(x_{2}-x_{1}\right)} \sigma_{2}  \tag{2.5.4}\\
& \sigma_{t}=\frac{t_{3}}{t_{4}\left(t_{3}-t_{4}\right)} \sigma_{4}-\frac{t_{3}+t_{4}}{t_{4} t_{3}} \sigma_{0}-\frac{t_{4}}{t_{3}\left(t_{3}-t_{4}\right)} \sigma_{3}
\end{align*}
$$

The first of Eqs. (2.5.4) already gives the first of Eqs. (2.5.1). Thus

$$
\begin{gather*}
c_{0}^{(x)}=-\frac{x_{1}+x_{2}}{x_{1} x_{2}}, \quad c_{1}^{(x)}=\frac{x_{2}}{x_{1}\left(x_{2}-x_{1}\right)}, \quad c_{2}^{(x)}=\frac{x_{1}}{x_{2}\left(x_{2}-x_{1}\right)}  \tag{2.5.5}\\
c_{3}^{(x)}=c_{4}^{(x)}=0
\end{gather*}
$$

By analogy the second of Eqs. (2.5.4) gives t-derivative coefficients

$$
\begin{align*}
& c_{4}^{(t)}=\frac{t_{3}}{t_{4}\left(t_{3}-t_{4}\right)}, \quad c_{0}^{(t)}=\frac{t_{3}+t_{4}}{t_{3} t_{4}}, \quad c_{3}^{(t)}=-\frac{t_{4}}{t_{3}\left(t_{3}-t_{4}\right)}  \tag{2.5.6}\\
& c_{1}^{(t)}=c_{2}^{(t)}=0
\end{align*}
$$

By the chain rule

$$
\begin{equation*}
\sigma_{\mathbf{t}}=\sigma_{\mathbf{x}}^{\mathbf{u}}+\sigma_{\mathbf{y}}^{\mathbf{v}} \tag{2.5.7}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\sigma_{y}=\frac{1}{v}\left(\sigma_{t}-\sigma_{x} u\right)=\sum_{K} \frac{1}{v}\left(c_{K}^{(t)}-u C_{K}^{(x)}\right) \sigma_{K} \tag{2.5.8}
\end{equation*}
$$

and finally

$$
\begin{equation*}
c_{K}^{(y)}=\frac{1}{v}\left(c_{K}^{(t)}-u c_{K}^{(x)}\right), \quad K=0,1, \ldots, 4 \tag{2.5.9}
\end{equation*}
$$

For panels on the edge of sections, the centered 3-point formulas (2.5.4) must be replaced by 2-point one-sided formulas in the direction (or directions) where a third value does not exist.

### 2.5.2 Logic of the Assembly Procedure

In the first-order method the velocity induced by a panel depends only on the source density on that panel and thus the "influence coefficients" for that pane 1 are calculated solely from that panel's geometry. The essentially new feature of the source derivative procedure is that the velocity induced by a panel depends on the value of source density at the control point of that panel and also on the values of source density at the control points of adjacent elements. Similarly, the velocities induced by adjacent elements depend on the source density on the panel in question. Thus the "influence coefficients" for
a panel depend not only on the geometry of that pane 1 but also on the geometry of adjacent panels and the assembly of the influence coefficient matrix is more complicated.

Let the panels be numbered consecutively in the order they have been formed. Thus, reference is made to the $i$-th pane 1 and to the $j$-th pane 1 where both $i$ and $j$ range from 1 to $N$. Another way of stating the essentially new feature above is that a distinction must be made between the effect of the $j$-th panel and the effect of the $j$-th value of source density, whereas these two effects are identical in the first-order method. Let ${\boldsymbol{~}{ }_{\mathrm{t}}^{\mathrm{ij}}}^{\mathrm{j}}$ be the velocity induced at the $i$-th control point by the $j$-th panel and $\mathbb{\nabla}_{\mathbf{i j}}$ be the velocity induced at that point by the j-th value of source density. Then in the notation of Section 2.4 and the present section,

Notice that subscripts $i$ and $j$ are omitted on the right side of Eq. (2.5.10) for simplicity. In the overall numbering scheme, $\sigma_{0}$ in (2.5.10) is $\sigma_{j}$ and $\sigma_{1}$, $\sigma_{2}, \sigma_{3}$ and $\sigma_{4}$ have subscripts near $j$. All velocities in (2.5.10) depend only on the geometry of the $j$-th panel. The curvatures $P, Q, R$ and the coefficients $C_{K}^{(x)}$ and $C_{K}^{(y)}$ depend on the surrounding panels, but once calculated they can be associated with the j-th panel only.

Consider now the $i$-th row of the matrix $\overrightarrow{\mathbf{V}}_{\mathrm{ij}}$, which expresses the effects of the various values of source density at the $i$-th control potnt. The first bracketed term in (2.5.10) is an effect of $\sigma_{j}$ and is added to the $j$-th location of the row. The four terms in the sumation of $\mathbf{2 . 5 . 1 0 )}$ represent effects of other values of $\sigma$ and must be added to other locations. Referring to Fig. 4, it can be seen that the panels numbered 1 and 2 are on the same strip as the panel in question and thus represent effects of the preceding and succeeding values of $\sigma$. In particular, value 1 is associated with $\sigma_{j-1}$ and value 2 with $\delta_{j+1}$ and the relevant terms of Eq. (2.5.10) are added to those locations. Pancls 3 and 4, however, are on adjacent strips. Suppose there are $E$
panels on each strip. Then value 3 is associated with $\sigma_{j-E}$ and value 4 with $\sigma_{j+E}$, and the relevant terms of Eq. (2.5.10) are added to these locations of the row.

### 2.6 Vorticity Inf luence of a Panel

### 2.6.1 Panel Vorticity and the Underlying Dipole Distribution

The effect of a vorticity distribution on a panel cannot be expressed in terms of a potential, as mentioned above. The velocity induced by the panel of Fig. 8 at a point $(x, y, z)$ is

$$
\begin{equation*}
\vec{\forall}_{\omega}=\iint_{S} \frac{\vec{\omega} \times \vec{r}}{r^{3}} d S \tag{2.6.1}
\end{equation*}
$$

where $\vec{\omega}$ is the vector vorticity strength and

$$
\begin{equation*}
\vec{r}=(x-\xi) \vec{i}+(y-n) \vec{j}+(z-\zeta) \vec{k} \tag{2.6.2}
\end{equation*}
$$

The distance $r$ has its usual meaning, wich is also equal to $|\vec{F}|$, and the integral is over the true pane1. To insure that the vorticity satisfies the usual vorticity conservation theorems over the panel, it is convenient to express $\vec{\omega}$ in terms of equivalent dipole distribution $\mu$. As show in Ref. 5, the relation is

$$
\begin{equation*}
\vec{\omega}=-\vec{n} \times \operatorname{grad} \mu \tag{2.6.3}
\end{equation*}
$$

where $\vec{n}$ is the unit normal vector, whose components $n_{\xi}, n_{n}, n_{\zeta}$ are given by EqS. (A.8) through (A.10). In Appendix $A, \vec{i}, \vec{J}, \vec{k}$ were used as unit vectors along the axes of the pane 1 coordinate system, because no other coordinate system entered the discussion. Here, to avoid any possible confusion, these unit vectors will be written $\vec{i}_{e}, \vec{j}_{e}, \vec{k}_{e}$ (Appendix B) to specify that they are indeed unit vectors of the panel system. To be compatible with the source density and panel-geometry expansions, $\mu$ is taken to be a quadratic function of panel coordinates $\xi$ and $\eta$ in

$$
\begin{equation*}
\mu=\mu_{0}+\mu_{x} \xi+\mu_{y} \eta+\mu_{x x} \xi^{2}+\mu_{x y} \xi \eta+\mu_{y y} n^{2} \tag{2.6.4}
\end{equation*}
$$

so that the components of $\vec{\omega}$ vary linearly over the pane1. Furthermore, since a two-term expansion of the source potential is all that appears feasible, only a two-term expansion of Eq. (2.6.1) is required. Evidently

$$
\begin{align*}
& \frac{\partial \mu}{\partial \xi}=\mu_{x}+2\left(\mu_{x x} \xi+\mu_{x y} n\right)  \tag{2.6.5}\\
& \frac{\partial \mu}{\partial \eta}=\mu_{y}+2\left(\mu_{x y} \xi+\mu_{y y} \eta\right)
\end{align*}
$$

are two-term expansions of the components of gradu. Then Eq. (2.6.3) gives

$$
\begin{equation*}
\vec{\omega}=\left(n_{\zeta} \frac{\partial \mu}{\partial n}\right)_{e}-\left(n_{\zeta} \frac{\partial \mu}{\partial \zeta}\right)_{j_{e}}+\left(n_{n} \frac{\partial \mu}{\partial \zeta}-n_{\zeta} \frac{\partial \mu}{\left.\partial)^{\prime}\right)} \vec{k}_{e}\right. \tag{2.6.6}
\end{equation*}
$$

Two-term expansions of the $\vec{i}_{\mathrm{e}}$ and $\vec{j}_{\mathrm{j}}$ components of (2.6.6) contain zeroth and first-order terms. Since the leading term of the $\vec{k}_{e}$ component is linear, only that one tern is required. The two-term expansion of Eq. (2.6.6) is
$\dot{\omega}=\left\{\mu_{y}+2\left(\mu_{x y} \xi+\mu_{y y} \eta\right)\right]_{e}^{\xi_{e}}-\left[\mu_{x}+2\left(\mu_{x x} \xi+\mu_{x y} \eta\right)\right] j_{e}^{*}+\left[-\zeta_{2 \eta^{\mu} x}+\zeta_{2 \xi} \mu_{y}\right] \xi_{e}$
Nou using Eq. (2.6.7), a two-term expansion of Eq. (2.6.1) may be carried out, and the resulting velocity put in terms of source influences. This development is carried out in Appendix H .

The dipole strength is required to vary linearly over the N -lines bounding the panel. In particular

$$
\begin{array}{lll}
\mu=B_{F}\left(\xi+h_{F}\right) & \text { on } & n=n_{1}  \tag{2.6.8}\\
\mu=B_{S}\left(\xi+h_{S}\right) & \text { on } & n=n_{3}
\end{array}
$$

when theise are applied to Eq. (2.6.4), it turns out that $\mu$ must have the form

$$
\begin{align*}
\mu= & \left.\frac{1}{w} L \xi n+h_{F} n-n_{3} \xi-n_{3} h_{F}+c w\left(n-n_{3}\right)\left(n-n_{1}\right)\right] B_{F}  \tag{2.6.9}\\
& \left.-\frac{1}{w} L \xi n+h_{S} n-n_{1} \xi-n_{1} h_{S}+c w\left(n-n_{3}\right)\left(n-n_{1}\right)\right] B_{S}
\end{align*}
$$

Notice that $\mu$ is expressed as the sum of two dipole distributions: one multiplying $B_{F}$ that is zero for $\eta=\eta_{3}$ and one multiplying $B_{S}$ that is zero for $\eta=\eta_{1}$. Thus, one dipole distribution is associated with each N-line. The logic of the calculation keeps these two separate until a later stage of the calculation. The constants $B_{F}$ and $B_{S}$ are essentially bound vorticity strengths that are determined by the Kutta condition. It is the distribution multiplying each that is important at this stage, so in effect the B's are set equal to unity. The constants in the underlying dipole distributions are

| $\mu$-derivative | First $N$-Tine | Second $N$-line |
| :---: | :---: | :---: |
| $\mu_{x}$ | $\frac{n_{1}}{w}$ | $-\frac{\eta_{3}}{w}$ |
| $\mu_{y}$ | $\frac{h_{F}}{w}-c\left(\eta_{1}+\eta_{3}\right)$ | $-\frac{h_{S}}{w}+c\left(n_{1}+\eta_{3}\right)$ |
| $\mu_{x x}$ | 0 | 0 |
| $\mu_{x y}$ | $\frac{1}{2 w}$ | $(2.6 .10)$ |
| $\mu_{y y}^{w}$ | $c$ | $-\frac{1}{2 w}$ |

The foregoing are on-body formulas. For wake panels set

$$
\begin{gather*}
\mu_{x}=\mu_{x x}=\mu_{x y}=0  \tag{2.0.11}\\
h_{F}=L_{F}(\text { total }), \quad h_{S}=L_{S}(\text { total })
\end{gather*}
$$

where $L$ (total) is the total arc length of an $N$-line from trailing edge to trailing edge. Equation (2.6.11) reflects the fact that the underlying dipole strength is constant along $N$-lines in the wake.

All constants in Eq. $(2.6 .10)$ are known except $c$. It is determined to make the dipole strength as continuous as possible from one panel to the next along a lifting strip. Clearly nothing enforces continuity if there is a physical gap between the panels, sc $c$ is determined assuming that adjacent panels on a lifting strip share a common side. This seems the best that can be done.

Consider the dipole strength along the "top" side of the panel between the points ( $\xi_{3}, \eta_{3}$ ) and ( $\xi_{2}, \eta_{2}$ ) (Fig. 3). It is obtained by setting $\xi=m_{32}{ }^{n}+$ $\mathrm{b}_{32}$ in Eq. (2.6.9). The result is

$$
\begin{equation*}
\mu(32)=\mu(\text { linear })+\left(B_{F}-B_{S}\right)\left\{c w^{2}+w m_{32}\right\}\left[\frac{S}{[ }\left(\frac{s}{L}-1\right)\right] \tag{2.6.12}
\end{equation*}
$$

In the square bracket $s$ denotes arc length along the side and $L$ the total length of the side ( $L=d_{32}$ in the notation of Section 2.3). The function $\mu$ (linear) is a linear function that varies from the value of $\mu$ at the point $\left(\xi_{3}, \eta_{3}\right)$ to the value of $\mu$ at the point $\left(\xi_{2}, \eta_{2}\right)$. On the adjacent element, the "bottow" side that lies between the points $\left(\xi_{4}, \eta_{4}\right)$ and $\left(\xi_{1}, \eta_{1}\right)$ is the one that lies along the side discussed above. The dipole strength along this side is

$$
\begin{equation*}
\mu(41)=\mu(\text { linear })+\left(B_{F}-B_{S}\right)\left\{c w^{2}+\min _{41}\right\}\left[\frac{s}{L}\left(\frac{s}{L}-1\right)\right] \tag{2.6.13}
\end{equation*}
$$

Ignoring any small gaps betmeen elements, the quantities $\mu(1 i n e a r), S$, and $L$ are identical in Eqs. (2.6.10) and (2.6.11), as are $B_{F}$ and $B_{5}$. The only quantities that are different are those in the curly brackets. Here $c$ and $w$ correspond to different elements, while the slopes $m_{32}$ and $m_{41}$ correspond to different sides of different elements. Thus continuity between panels $i$ and $i+1$ of a strip is obtained if

$$
\begin{equation*}
w^{(i)}\left[c^{(i)_{w}(i)}+m_{32}^{(i)}\right]=w^{i+1)}\left[c^{(i+1)_{w}(i+1)}+m_{4}^{(i+1)}\right] \tag{2.6.14}
\end{equation*}
$$

where $w$ is panel width (usually the same for al? panels of a strip), $\mathrm{m}_{32}$ is the slope of the upper pane 1 edge and $m_{41}$ the slope of the lower panel edge. Eq. (2.6.14) is solved for successive values of $c^{(i)}$ beginning with

$$
\begin{equation*}
c^{(1)}=0 \tag{2.6.15}
\end{equation*}
$$

and proceeding over all on-body panels of the strip. The choice, Eq. (2.6.15), is arbitrary and expresses the fact that Eq. (2.6.14) has a nonunique solution.

### 2.6.2 Edge Vortices

The fundamental development of Ref. 5 shows that the velocity induced at a point in space by a dipole distribution $\mu$ over a panel is identical to the sum of the velocity induced by a vorticity distribution $\vec{\omega}$, as given by Eq. (2.6.3), and the velocity due to a concentrated line vortex around the perimeter of the panel whose variable strength equals the local value of dipole strength. While the velocity due to the dipole distribution is inherently a potential flow (zero curl), neither of the other two velocities are; only their sum is poteitial. Using $\vec{\omega}$ in the form of Eq. (2.6.3) satisfies the vorticity conservation theorems over the surface of the panel but not at its edges. Thus to the vorticity velocity of Appendix $H$ must be added the effects of line vartices on the edges of the panel with strength equal to the local value of the underlying dipole distribution. Since an actual body obviously does not have line vortices in its surface, in the absence of mumerical approximation the edge vortices of adjacent panels would cancel exactly. Thus it might be hoped that the panel edge vortices could be ignored amy from physical edges such as wing tips. It turns out that this is true for spamise panel edges but not for streamise panel edges. That is, referring to Fig. 1, the edge vortices of adjacent panels on the same lifting strip cancel to a good approximation (especially when the continuity algorithm of section 2.6.1 is employed) and thus may be ignored. However, the edge vortices that lie along an N -line in general do not cancel with those of panels of the adjacent lifting strip to a degree that justifies their omission.

There are several ways of accounting for the effect of the edge vortex, all of which are theoretically equivalent to some order of accuracy. The approach used here is the analogy of that used throughout the higher-order development. A vortex lying along the edge of a curved panel is projected into the tangent plane. The relevant formulas are developed in Appendices $I$ and $J$.

### 2.6.3 The Trailing Vortex Wake

The wake is input to the program by specifying points along $N-1$ ines just as for on-body points. The option exists of making the last panel on each wake
strip semi-infinite. In many cases, such as a clean wing, the location of the wake has very little effect on the solution. In such cases, the wake may be taken as semi-infinite right from the trailing edge, and no wake points need be specified. This optional wake may have the direction of either the trailing-edge bisector or the x-axis.

Wake panels have vorticity but no source density. However, because of the way in which vorticity effects are calculated in the present program, essentially the same induced-velocity formulas must be evaluated as for on-body panels. Of course, no boundary conditions are applied on wake panels, and their presence does not affect the order of the matrix of the linear equations for the source density.

For finite wake panels, the basic influence formilas are unchanged, but the constants defining the underling dipole distribution and the edge vortex formulas are modified as described in the previous sections. Also modified are the values of $c$ that inprove dipole continuity between panels of a lifting strip (Section 2.6.1). Let superscript (1) denote quantities associated with the first on-body element of lifting strip and superscript $u$ denote quantities associated with the last on-body element of the strip. Sinilarly, the superscripts WI, $\mathbb{W}$, etc. denote the first wake element, second wake element, etc. of the same lifting strip. The important value of $c$ is $c(w l)$, i.e., the one for the first wake element. It is computed from

$$
\begin{equation*}
c^{(w 1)}=\frac{w^{(u)}\left[w^{(u)} c^{(u)}+m_{32}^{(u)}\right]-w^{(1)}\left[w^{(1)} c^{(1)}+m_{41}^{(1)}\right]}{\left[w^{(w 1)}\right]^{2}} \tag{2.6.15}
\end{equation*}
$$

where the quantities $w, m_{32}, w_{41}$ have their usual meaning (usually $c^{(1)}=0$ ). Values of $c$ for the remaining wake elements are obtained from

$$
\begin{equation*}
c^{(w 1)}\left[w^{(w 1)}\right]^{2}=c^{(w 2)}\left[w^{(w 2)}\right]^{2}=c^{(w 3)}\left[w^{(w 3)}\right]^{2}=\ldots \tag{2.6.16}
\end{equation*}
$$

In most cases of interest, the trailing vortex wake extends to infinity. To facilitate accounting for this condition, provision has been made for considering the last element of the wake to be semi-infinite. A finite element of the sort shown in Fig. 3 is formed at the end of the wake, including all the geometric quantities of Section 2.3. The induced velocity calculation for this
e lement is performed using the origin of coordinates appropriate to the finite element, but the formulas used to calculate induced velocities are appropriate for the semi-infinite element. Naturally, all points in space are in the "near field" with respect to a semi-infinite element, so it is the formulas of Appendix $D$ that apply. These formulas are modified by setting

$$
\begin{array}{ll} 
& m_{32}=0  \tag{2.6.17}\\
\xi_{2} \rightarrow \infty & \xi_{3} \rightarrow \infty
\end{array}
$$

This yields immediately

$$
\begin{align*}
& \alpha_{1}, \beta_{1}, \gamma_{1}, \alpha_{4}, \beta_{4}, \gamma_{4} \text { unchanged }  \tag{2.6.18}\\
& \alpha_{3}=\alpha_{2}=-1, \quad \beta_{3}=\beta_{2}=\gamma_{3}=\gamma_{3}=0
\end{align*}
$$

The $\log$ functions, Eq. (D.3), and their derivatives, Eq. (D.6) are replaced by
$L^{(41)}=$ unchanged, all derivatives unchanged
$L^{(32)}=0$, all derivatives equal zero

$$
\begin{equation*}
-L^{(12)}+L^{(34)}=\log \frac{r_{4}-\left(x-\xi_{4}\right)}{r_{1}-\left(x-\xi_{1}\right)} \tag{2.6.20}
\end{equation*}
$$

$$
\frac{\partial L(34)}{\partial x}=\frac{\alpha_{4}-1}{r_{4}-\left(x-\xi_{4}\right)} \quad \frac{\partial L(12)}{\partial x}=\frac{\alpha_{1}-1}{r_{1}-\left(x-\xi_{1}\right)}
$$

$$
\begin{equation*}
\frac{\partial L(34)}{\partial y}=\frac{\beta_{4}}{r_{4}-\left(x-\xi_{4}\right)} \quad \frac{\partial L(12)}{\partial y}=\frac{\beta_{1}}{r_{1}-\left(x-\xi_{1}\right)} \tag{2.6.21}
\end{equation*}
$$

$$
\frac{\partial L(34)}{\partial z}=\frac{r_{4}}{r_{4}-\left(x-\xi_{4}\right)}
$$

$$
\frac{\partial L}{\partial z}=\frac{r_{1}}{r_{1}-\left(x-\xi_{1}\right)}
$$

The inverse tangent functions, Eqs. (D.4), and their derivatives, EqS. (D.5), are replaced by

$$
\begin{array}{ll}
\left.T_{k}^{(32)}=\tan ^{-1} \frac{y-\pi_{k}}{z}\right) & k=3 \text { or } 2 \\
T_{k}^{(41)}=\text { unchanged, } & k=4 \text { or } 1 \\
\frac{\partial T_{k}^{(32)}}{\partial x}=0 \\
\frac{\partial T_{k}^{(32)}}{\partial y}=\frac{z}{z^{2}+\left(y-n_{k}\right)^{2}}, \quad n_{2}=n_{1} \quad k=3 \text { or } 2 \\
\frac{\partial T_{k}^{(32)}}{\partial z}=\frac{-\left(y-n_{k}\right)}{z^{2}+\left(y-\eta_{k}\right)^{2}} \\
\frac{\partial T_{k}^{(41)}}{\partial x}=\text { unchanged } \\
\frac{\partial T_{k}^{(41)}}{\partial y}=\text { unchanged } & \\
\frac{\partial T_{k}^{(41)}}{\partial z}=\text { unchanged }
\end{array}
$$

All of the quantities of Appendix $D$ are now recalculated using these modified values, except that $\mathrm{H}_{02}$ is replaced by

$$
\begin{equation*}
H_{02}=m_{41} \frac{r_{4}-r_{1}}{1+m_{41}^{2}}-\frac{x-m_{41} y-b_{41}}{\left(1+m_{41}^{2}\right)^{3 / 2}} L^{(41)}+w \tag{2.6.24}
\end{equation*}
$$

The induced velocities from the last wake element are added to the other dipole velocities of the lifting strip in the ordinary way.

### 2.6.4 Some Special Situations

Two special situations exist where panels must be placed inside the body surface. No normal-velocity boundary condition can be applied at such elements
and no source density should be applied to them. However, they do have vorticity and this must be accounted for.

The first situation occurs when a portion of the body irtersects a lifting portion at a finite angle (often nearly normal) without breaking the continuity of the trailing edge. An example is provided by the wing-pylon intersection shown in Fig. 5. A certain portion of the lifting body surface is "inside" the pylon. However, the underlying dipole distribution should be continuous through this region to avoid numerical difficulties. Thus, as far as vorticity calculations are concerned, the "inside" panels are normal members of the lifting strips to which they belong. But they are ignored as far as source calculations or boundary conditions are concerned. Such panels are designated "ignored panels." They usually comprise only part of a lifting strip.

The second situation occurs when a lifting portion of the body intersects another portion at a finite angle (often nearly normal). The important case of this is the wing-fuselage intersection, as illustrated in Fig. 6. As is well-know, the local "section lift coefficient" on the wing does not fall to zero at the fuselage intersection. Thus, the underlying dipole strength on the N -line lying along the intersection is not zero. However, the lifting section cannot simply be terminated, because that would result in a concentrated edge vortex filament right on the surface. Accordingly, an additional or "extra" lifting strip is added to the lifting section (see Fig. 6). It is either the first or the last strip of the lifting section. The extra strip lies inside the other body and is a complete lifting strip including wake. No source densities or normal-velocity boundary conditions are applied $\pm 0$ the panels of the extra strip. The underlying dipole strength is taken constant in the "spanwise" direction across the extra strip. The value of the dipole strength on the extra strip has nonzero dipole strength and may lead to a concentrated edge vortex in the streamise direction. For example, as shown in Fig. 5, the vortex may lie along the fuselage centerline and its downstream extensivi.. If the lifting configuration has a right-and-left symmetry, e.g., a fuselage with buth wings, and if the flow is also symmetric, e.g. zero yaw, the extra strips for the right and left sides have the same strengths on their interior edges. Thus, in this case the edge vortices cancel. If, however, the lift is not
symmetric, there will be an edge vortex. This is unavoidable because it is physically real. An example is the hub vortex of a propeller. This also occurs at a tip tank, which is essentially a small fuselage with only one wing.

### 2.6.5 Assembly of the Vorticity Onset Flows

As described in Sections (2.6.1) and (2.6.2), the velocity induced by the vorticity on a panel and the associated edge vortices fall naturally into two parts - one proportional to the value of $B$ on the first N-line and one proportional to the value of $B$ on the second $N-l i n e$. These are summed over the lifting strip to yield two vorticity onset flows for each lifting strip. In general, each onset flow has three components at every control point. Specifically,

where $L$ is the number of lifting strips. The summations of Eq. (2.6.25) are over a complete lifting strip inc?iding the wake elements. If a lifting section begins with an "extra strip" (Section 2.6.4), both velocities $\nabla_{i k}^{(F)}$ and $\nabla_{i k}^{(S)}$ for the extra strip are added to the velocity $\dot{\nabla}_{\mathbf{i k}}^{(F)}$ corresponding to the first ordinary strip of the section. Similarly, if the ?ast strip of a lifting section is an extra strip, both velocities for the extra strip are added to the $\nabla_{i k}^{(S)}$ of the last ordinary lifting strip of the section. (This gives an underlying dipole strength on the extra strip that is constant at a value equal to that attained on the adjacent lifting strip along the common $N$-line of the two strips.) Thus, the calculation of Eq. (2.6.25) gives an $N \times L$ matrix of velocities at the control points, where $L$ refers to ordinary lifting strips only. Since $L$ is small compared to $N$, these matrices are small compared to the source-velocity matrices. Each of the velocities, Eq. (2.6.25), represents the velocity due to an underlying dipole distribution of the strip that has slope unity on one $N-l i n e$ and zero on the other with a linear "spamwise" variation in between.

The characteristic onset flow velocities due to a strip are

$$
\begin{align*}
& \vec{V}_{i k}^{(0)}=\vec{V}_{i k}^{(S)}+\vec{V}_{i k}^{(F)}  \tag{2.6.26}\\
& \vec{V}_{i k}^{(1)}=\frac{1}{2}\left[\vec{\nabla}_{i k}^{(S)}-\vec{\nabla}_{i k}^{(F)}\right]
\end{align*}
$$

The first velocity of Eq. (2.6.26) is that due to an underlying dipole distribution on the strip that is constant in the "spanwise" direction. The second velocity is that due to a dipole distribution that varies linearly in the "spanwise" direction and has zero value at "midspan." These velocities are used to form the basic circulatory onset flows $\vec{\nabla}_{i}^{(k)}$.

If the "step function" option for bound vorticity is used, the proper form of the dipole distribution is simply constant in the "sparwise" direction over
 this option, the vorticity onset flows are

$$
\begin{equation*}
\vec{\nabla}_{i}^{(k)}=\vec{\nabla}_{i k}^{(0)}, \quad k=1,2, \ldots, L \tag{2.6.27}
\end{equation*}
$$

The above yields $L$ onset flows, each of which corresponds to a unit value of the "streamise" dipole derivative $B$ on one lifting strip and zero values of B on all other lifting strips.

The machinery for the "piezewise linear" option for bound vorticity is somewhat more complicated. The "spanwise" variation of the "streanwise" dipole derivative B (bound vorticity) is linear in the "spanwise" direction across a lifting strip. Thus, the velocity at the i-th point (control point or off-body point) due to the $k$-th strip is

$$
\begin{equation*}
\vec{\nabla}_{i}(\text { strip } k)=\vec{V}_{i k}^{(0)} B_{k}+w_{k} \vec{v}_{i k}^{(1)} B_{k}^{\prime} \tag{2.6.28}
\end{equation*}
$$

where $w_{k}$ is the "spanwise" width of the strip. B' is the "spamwise" derivative of $B$, and subscripts $k$ denote quantities associated with the $k$-th lifting strip. The derivative $V_{k}^{\prime}$ is evaluated by a parabolic fit through $B_{k-1}$, $B_{k}$ and $B_{k+1}$. Specifically, define

$$
\begin{align*}
& D_{k}=-\frac{w_{k}}{w_{k}+1 / 2\left(w_{k-1}+w_{k+1}\right)}\left[\frac{w_{k}+w_{k+1}}{w_{k}+w_{k-1}}\right] \\
& E_{k}=\frac{w_{k}}{w_{k}+1 / 2\left(w_{k-1}+w_{k+1}\right)}\left[\frac{w_{k}+w_{k+1}}{w_{k}+w_{k-1}}-\frac{w_{k}+w_{k-1}}{w_{k}+w_{k+1}}\right]  \tag{2.6.29}\\
& F_{k}=\frac{w_{k}}{w_{k}+1 / 2\left(w_{k-1}+w_{k+1}\right)}\left[\frac{w_{k}+w_{k-1}}{w_{k}+w_{k+1}}\right]
\end{align*}
$$

Then Eq. (2.6.28) is approximated numerically by

$$
\begin{equation*}
\vec{\nabla}_{i}(\text { strip } k)=\overrightarrow{\mathbf{V}}_{i k}^{(0)} B_{k}+\vec{\nabla}_{i k}^{(1)}\left[D_{k} B_{k-1}+E_{k} B_{k}+F_{k} B_{k+1}\right] \tag{2.6.30}
\end{equation*}
$$

The velocity Eq . (2.6.30) contains values of the "streamise" dipole derivative B for three consecutive strips. However, a proper circulation onset flow is proportional to the value of $B$ on a single strip. Since each $B_{k}$ enters $\vec{V}_{i}$ (strip $k$ ) for three consecutive strips, its three contributions may be summed to give the basic vorticity onset flow.

$$
\begin{equation*}
\vec{\nabla}_{i}^{(k)}=\vec{\nabla}_{i k}^{(0)}+\vec{\nabla}_{i, k-1}^{(1)} F_{k-1}+\vec{\nabla}_{i k}^{(1)} E_{k}+\vec{\nabla}_{i, k+1}^{(1)} D_{k+1} \tag{2.6.31}
\end{equation*}
$$

In performing the above parabolic fit Eq. (2.6.30), the values of the function $B$ to be fit are, of course, the values of bound vorticity on the strips. Each of these has been associated with an abscissa or "independent variable" that expresses the spanwise position of each strip. Differonces of these abscissas appear as condinations of the widths $w_{k}$. Calculation of the $w_{k}$ is not obvious, because in general the "span" or width of each strip is not constant but varies in the "chordwise" direction. An average width is calculated for each strip and used in the calculation above.

The calculational machinery of the program insures that the underlying dipole strength varies linearly in arc length along an N -line, i.e. that dipole strength equals $B l$, where $B$ is a constant to be determined anc $\ell$ is arc length measured from the lower surface trailing edge. In particular, at the upper surface trailing edge, the dipole strength is BL (total). This is the circulation about the $N$-line and the value of vorticity that carries into the wake. The machinery above fits the spanwise distribution of dipole derivative

B, but it makes better sense physically to fit the circulation distribution BL (total). This is a smcother function because it is independent of planform breaks.

The code has the option of fitting either B or BL (total). While the above concept is somewhat complicated to explain, its numerical implementation is simplicity itself. All that is necessary is to divide the vorticity onset flows associated with each $N$-line by the corresponding values of $L$ (total). Ther. thie values of " $B$ " that are solved for will really be values of BL (total). Thus in Eq. (2.6.26)


No other changes are necessary. These are added to produce a single dipole onset flow per strip and a complete flow solution obtained for it.

### 2.7 The Kutta Condition

The Kutta condition is applied as a condition of pressure equality on the upper and lower surfaces of the trailing edge, which amounts to a condition of equal velocity magnitude. As a numerical approximation, the Kutta condition may be applied by equating pressures at the control points of the two panels adjacent to the trailing edge on the upper and lower surfaces of the wing. Alternatively, velocities at the upper surface control points of the few panels nearest the trailing edge can be extrapolated to obtain velocity components "at" the trailing-edge upper surface, and the same could be done for the lower surface. This last allows application of the Kutta condition more nearly at the trailing edge, and the analogy of this procedure yields considerable improvement in accuracy in two-dimensional cases. This is the option used in the present method.

However the point of application of the Kutta condition is chosen, the logic of the calculation is the same. In particular, a velocity vector can be calculated at the upper and at the lower trailing-edge point for each strip of panels (Fig. 1). From the discussion of Sections 2.5 and 2.6 .5 it is clear that the velocity vector at the $i$-th control point is given by

$$
\begin{equation*}
\vec{V}_{i}=\sum_{j=1}^{N} \vec{V}_{i j}{ }^{\sigma_{j}}+\sum_{k=1}^{L} \vec{V}_{i}^{(k)_{B_{k}}+\vec{V}_{\infty}} \tag{2.7.1}
\end{equation*}
$$

where $\vec{V}_{\infty}$ is the onset flow (usually a uniform stream). Initially, the $\tau_{j}$ and $B_{k}$ are unknown, but it can be seen that $\vec{V}_{i}$ depends on them linearly. If velocities are extrapolated to the trailing edge, this 1 inear dependence remains. Let superscripts $U$ and $L$ denote velocities at the upper and lower trailing edge, respectively. Further let subscript $m=1,2, \ldots, L$ denote conditions on the m-th lifting strip of panels. Thus $\vec{V}(U)$ and $\vec{V}(L)$ are the velocity vectors at the upper and lower trailing edge, respectively, of the m-th lifting strip. The condition that these two velocity vectors have equal magnitudes may be written in terms of dot products as

$$
\begin{equation*}
\dot{f}_{m}^{(U)} \cdot\left\lfloor\vec{\phi}_{m}^{(U)}+\vec{\nabla}_{m}^{(L)}\right\rfloor=\vec{\nabla}_{m}^{(L)} \cdot\left\lfloor\vec{\nabla}_{m}^{(U)}+\vec{\nabla}_{m}^{(L)}\right\rfloor \tag{2.7.2}
\end{equation*}
$$

Applying Eq. (2.7.2) at the trailing edge of each lifting strip yields $L$ quadratic equations in the $(N+L)$ unknowns $\sigma_{j}$ and $B_{k}$.

### 2.8 Iterative Matrix Solution

The velocity induced at the $i$-th control point by the source and vortex singularities is given in Eq. (2.7.1). Taking the scalar products of these velocity vectors with the unit norwal vector $\vec{n}_{j}$ of each control point gives an $N \times N$ matrix of source influence coefficients and an $N \times L$ matrix of vortex influence coefficients defining the normal-velocity influence of each elementary singularity distribution at every control point. If we define the solution vector $X$ whose entries are the source strengths $\sigma_{j},(j=1, N)$ followed by the vortex strengths $B_{k},(k:=1, L)$, the condition of zero normal velocity on the body can be written in the form

$$
\begin{equation*}
A X=R \tag{2.8.1}
\end{equation*}
$$

Where $A$ is the $N \times(N+L)$ matrix of source and vortex normal velocity influence coefficients, and the right side in Eq. (2.8.1) is the negative of the normal component of the freestream velocity. It is important to note that $A$ is purely geometric and does not depend on the onset flow, which enters only the right side.

Equation (2.8.1) defines a system of $N$ linear equations in the ( $N+L$ ) unknown singularity strengths. A further set of $L$ equations therefore are required to complete the formulation of the problem. These equations are provided by the Kutta condition, whose derivation is outlined in the previous section. This condition ensures that the computed upper and lower surface pressures match at the trailing edge. The resulting equation, (2.7.2), can be written in the form

$$
\begin{equation*}
\left.i^{(U)}-\nabla^{(L)}\right) \cdot \nabla_{a v}=0 \tag{2.8.2}
\end{equation*}
$$

where $f^{(U)}$ and $f^{(L)}$ are the upper and lower surface trailing edge velocities while $\dot{\nabla}_{a v}$ is the average of these two velocities.

One Kutta condition is applied for each lifting strip, giving a set of N linear and $L$ nonlinear equations to be solved for the $N+L$ unknowns. For complex configurations, $N$ can be large, up to 2000 in the current version of the code, while $L$ is typically between one and two orders of magnitude less.

The computing time required for the solution of the linear equations by a direct solution is proportional to $\mathrm{N}^{3}$, while that required for an iterative matrix solution is proportional to $\mathrm{N}^{2}$ per iteration. Therefore, provided that the number of iterations required to obtain a converged solutions is relatively small (compared with the number of unknows), there is a large benefit to be obtained through the use of an iterative matrix solution. The scheme adopted here is an accelerated block Gauss-Siedel iterative procedure which has been shown to give rapidly convergent solutions for a wide range of geometries (Ref. 8). This section will outline the details of this iterative scheme, and Appendix M will present the details of the acceleration scheme which has been
adopted in order to improve the speed and the stability of the convergence procedure.

As pointed out above, the Kutta condition to be applied is nonlinear, and so it must be linearized in some manner consistent with the iterative solution procedure which is to be applied. If we introduce the subscript $K$ to denote quantities evaluated after the K-th iteration, Eq. (2.8.2) can be written as

$$
\begin{equation*}
\left(\vec{V}^{(U)}-\vec{\nabla}^{(L)}\right)_{K} \cdot\left(\vec{V}_{a V}\right)_{K-1}=0 \tag{2.8.3}
\end{equation*}
$$

so that the average velocity from the previous iteration is used. For the first iteration, $\vec{\nabla}_{a v}$ is replaced by a vector aiong the local trailing-edge bisector, which ensures that the physically meaningful root to the Kutta condition is selected in wich both the upper and lower surface velocities leave the body at the trailing edge.

### 2.8.1 Block Gauss-Siedel Iterative Scheme

It was show by Hess (Ref. 9) that the Gauss-Siedel iterative matrix solution scheme converges very rapidly for simple external flow problems. This approach, which is described by Varga (Ref. 10), relies on solving a succession of lower triangular matrix equations of the form

$$
\begin{equation*}
A_{\ell} X_{K}=R-A_{U} X_{K-1} \tag{2.8.4}
\end{equation*}
$$

where $X_{K}$ is the $K$-th approximation to the solution. The matrix $A_{\ell}$ represents the diagonal and lower triangular part of $A$, while $A_{u}$ represents the upper triangular part.

For lifting flow problems there is a strong coupling between the source and dipole strengths for a given lifting strip. Therefore, in order to maintain the diagonal dominance of the matrix, it is necessary to adopt a block GaussSiedel scheme. The particular approach used here takes the source strengths and the associated dipole strength for each lifting strip as separate blocks in the solution vector. In this way the normal velocity conditions for a given lifting strip are satisfied simultaneously along with the Kutta condition before
proceeding with the solution for the next block. This is not the only way in which the block structure could be implemented. Reference 11 , for instance, groups all of the dipole unknowns together as a single block in the matrix. However, for the nonlinear Kutta condition, the approach adopted here is more convenient. For nonlifting sections of a configuration, the choice of the block structure is less crucial. As the block size for such panels is increased, the computational effort is increased but the rate of convergence is also increased. The ise of a block size of 50 has been found to give a good compromise.

This iterative scheme is equivalent to solving a series of quasi-twodimensional problems corresponding to each block in the matrix. The onset flow for each of these calculations includes the current effects of all the other panels on the body. Therefore, as the solution converges, a fully consistent three-dimensiomal solution is obtained.

The iterative solution procedure can be broken dow into two steps, the first of which involves the calculation of the right-hand side of Eq. (2.8.4) based on the previous solution,

$$
\begin{equation*}
\text { RHS }_{K-1}=R-A_{u} X_{K-1} \tag{2.8.5}
\end{equation*}
$$

The second step is the calculation of the new approximation

$$
\begin{equation*}
A_{\ell} X_{K}=R H S_{K-1} \tag{2.8.6}
\end{equation*}
$$

Each of these steps is performed successively for each block of unknown source strengths, each of which involves the direct solution of a small set of simultaneous equations. In addition, for lifting strips, the dipole strength is computed by satisfying the Kutta condition for that particular strip.

At this stage, it should be pointed out that, for large matrix equations, the whole coefficient matrix A cannot be stored in the computer memory at one time. The order in which the matrix is formed and stored on disc will therefore
influence the way in which the matrix solution scheme is formulated. In general, the Gauss-Siedel iteration scheme is more naturally suited to a matrix which is stored by rows. However, when formlated, as outlined in Eqs. (2.8.5) and (2.8.6), the scheme can be applied to matrices stored either by rows or by colums. The matrix multiplication operations involved in both Eqs. (2.8.5) and (2.8.6) can be accomplished for either row or column stored matrices. The only difference arises from the order in which the multiplication loops are nested.

### 2.8.2 Convergence Acceleration Scheme

The previous section describes the implementation of the block Gauss-siedel iteration scheme in a three-dimensional panel method calculation. For many external flow problems, such as the flow past wing-body configurations, this procedure converges very rapidly and significant savings in computer time can be achieved for large panel mumers by comparison with a direct metrix solution. However, for more complicated configurations, such as three-dimensional high-lift systems or wing/pylon/nacelle configurations, the convergence of this scheme becomes worse, and in some cases it can fail to converge entirely. Traditional convergence acceleration techniques are based on the extrapolation of the solution making use of the asymptotic convergence rate. Reference 12 gives a discussion of several iterative schemes, recomending a composite method which combines overrelaxation to accelerate the convergence and underrelaxation to damp out any oscillations in the convergence history. However, for complex configurations, different sections of the matrix will, in general, converge at different rates which makes the use of global convergence factors unsuitable. A new convergence acceleration scheme has therefore been developed wich can be applied after each iteration without the need to establish asymptotic convergence rates. This scheme has been found to give improved convergence in all the cases considered wile also enabling converged solutions to be obtained for cases which are well outside the normal range of convergence of the basic Gauss-Siede 1 iterative scheme.

The scheme adopted is a relaxation method in wich, after each iteration, an improved solution is defined as a linear combination of the earlier approximations. However, the relaxation coefficients are computed after each iteration in such a way that the residual error of the new approximation is minimized.

To implement the scheme described in the previous paragraph, it is necessary to define the residual vector after each iteration. For the linear normal velocity equations, this residual is defined by

$$
\begin{equation*}
\operatorname{RES}_{K}=R-A X_{K} \tag{2.8.7}
\end{equation*}
$$

It is clearly undesirable to have to evaluate this expression after each iteration since this would involve ( $N^{2}$ ) operations which is equivalent to an additional iteration. However, by separating the matrix $A$ into its triangular parts, and applying EqS. (2.8.5) and (2.8.6), the residual vector is given by

$$
\begin{equation*}
\operatorname{RES}_{K}=R H S_{K}-\text { RHS }_{K-1} \tag{2.8.8}
\end{equation*}
$$

and this expression can be easily evaluated at the end of each iteration. The residual for the Kutta conditions can be evaluated by computing the trailingedge velocities after each iteration. Substitution in Eq. (2.8.3) then gives a value for the Kutta residual for each unknown dipole strength.

Apart from the calculation of the residual vectór, defined by Eq. (2.8.7), the convergence acceleration scheme presented here does not depend in any way on the details of the Gauss-Siedel iteration. The schemes are applied as two independent steps of the overall iterative procedure. In the following outline we will define RES $_{K}$ to be the residual vector, including both the normal velocity and the Kutta condition residuals after the $K$-th iteration corresponding to the solution vector $X_{K}$, wich also includes both the source and the dipole unknowns.

Given a set of approximations to the solution, $X_{0}, X_{1}, \ldots, X_{K}$, we can define a new approximation. by

$$
\begin{equation*}
x^{\prime}=\sum_{i=0}^{K} x_{i} f_{i} \tag{2.8.9}
\end{equation*}
$$

where $f_{0}, f_{1}, \ldots, f_{k}$ are the acceleration coefficients which are yet to be determined. In general, the first approximation, $X_{0}$, which is the starting solution to the iterative procedure, is taken to be the zero vector. Therefore, Eq. (2.8.9) defines a set of $K$ independent approximations to the solution vector, and so it is convenient to constrain the acceleration coefficients so that

$$
\begin{equation*}
\sum_{i=0}^{K} f_{i}=1 \tag{2.8.10}
\end{equation*}
$$

It now follows from Eq. (2.8.7) that the new residual vector is given by

$$
\begin{equation*}
R E S^{\prime}=\sum_{i=0}^{K} \operatorname{RES}_{j} f_{i} \tag{2.8.11}
\end{equation*}
$$

It should be noted that, while this equation is exact for the normal velocity residuals which satisfy a linear equation, it is only approximate for the nonlinear Kutta residuals. However, this approximation is consistent with the linearization applied in the solution of the Kutta condition, and it is a good approximation for this application.

As the soefficients $f_{i}$ vary, Eq. (2.8.9) defines a family of approximations to the solution of both Eqs. (2.8.1) and (2.8.2) for which the corresponding residual is given by Eq. (2.8.11). In order to minimize the error for this new solution, a single scalar measure of the error is required. The sum of the squares of the components of the residual vector provides a suitable error measure. In matrix notation this quantity can be evaluated in terms of the norm of the residual vector which is defined by

$$
\begin{equation*}
\| \text { RES' } \|^{2}=\left[\text { RES' }^{\prime}\right]^{\top} \text { RES' } \tag{2.8.12}
\end{equation*}
$$

where [RES']' is the matrix transpose of RES'.

This equation defines a quadratic function of each of the variables $f_{i}$ Since this function is non-negative, it follows that its minimum value must occur at the point at which

$$
\begin{equation*}
\partial \| \text { RES' }^{\prime} \|^{2} / \partial f_{i}=0 \text { for } i=0,1, \ldots, k-1 \tag{2.8.13}
\end{equation*}
$$

This provides a set of $K$ linear equations which, together with Eq. (2.8.10), can be used to determine the acceleration coefficients completely.

Full details of the derivation of this set of equations and their solution are given in Appendix M.

This acceleration scheme involves two principal computational tasks. The first is the calculation of the acceleration coefficients, wich in turn involves the calculation of the scalar products between every pair of residual vectors. The second is the application of these coefficients to the calculation of an improved solution and its corresponding residual vector. Both of these tasks will involve on the order of (KM) operations wile each iteration requires $N^{2}$ operations. Therefore, since $K$, the numer of previous solutions, iz very much less than $N$, the additional computation introduced by the acceleration scheme is small. However, it has been found to have a significant effect on the rate of convergence of the scheme, while also giving an improved stability enabling converged solutions to be obtained for cases which are well outside the normal range of convergence of the basic Gauss-Siedel iterative scheme.

### 3.1 General Descriptigin

The injet procedure employs the above-described panel method to calculate fundamental flow solutions for the inlet which are then linearly combined to obtain the flow at any desired operating condition. Specifically, solutions may be obtained for any angle of attack or yaw, Mach number, and mass flow rate. The computational effort required to perform the combination for a particular operating condition is a small fraction of that required for the initial calculation of the fundamental solutions. Thus, solutions for any number of operating conditions may be obtained inexpensively, as needed, at any time after the fundamental solutions have been calculated.

The numerical efficiency of this inlet procedure is realized because the fundamental solutions are obtained for incompressible flow, and then combined and corrected for compressibility effects. A key element in this approach is an accurate and general compressibility correction that may be applied to the incompressible flow about the same inlet, as opposed to the standard coethert procedure which requires a Mach-mmber-dependent stretched version of the inlet. The compressfbility correction used is the Lieblein and Stockman method, Ref. 13, which is described in Appendix N. This procedure has been well verified by comparison with experimental data, Refs. 13-15. For internal flows it is effective even for supersonic flow without shocks, and it has been generalized to external flow about wings, Ref. 16.

From the beginning (Ref. 1) this work has had two principal aims: computational efficiency for arbitrary geometries, which is discussed above, and user orientation, which has been obtained principally by including a number of graphical output features. The main capabilities of the programs of Refs. 1 and 2 are surface streamline tracing and isoplotting of various flow quantities both on the surface and over cross sections. Both of these have been improved by providing the capability of drawing curves across section boundaries. That is, the panels may be grouped into logically independent but physically contiguous sections or networks, and the plotting routine can draw streamlines or
isocurves across these boundaries. A major new graphical feature is the portrayal of the surface or off-body velocity field by means of a set of vectors having the velocity magnitude and direction at all points. This type of picture has proven very useful in applications.

### 3.2 The Fundamental Flow Solutions

First, the definition of a flow solution must be described. In the present context these are incompressible flows. Every flow solution corresponds to a certain "onset flow" which is the flow incident to the body. In general the onset flow satisfies neither the normal-velocity boundary conditions nor the Kutta conditions. The source densities $\sigma_{j}$ and the dipole derivatives $B_{k}$ (bound vorticity strengths) are adjusted to satisfy these conditions. The most common onset flow is a uniform stream, but as will be seen, other onset flows are also necessary. For this reason, the onset flow vector at the panel control points is written $\vec{\nabla}_{0 i}$ to show that it may vary from point to point. Then the velocity at the $i$-th control point is

$$
\begin{equation*}
\vec{V}_{i}=\sum_{j=1}^{N} \vec{\nabla}_{i j} \sigma_{j}+\sum_{k=1}^{L} \vec{\nabla}_{i}^{(k)} B_{k}+\vec{\nabla}_{0 i} \tag{3.2.1}
\end{equation*}
$$

This replaces Eq. (2.7.1), and the method of Section 2.7 and Section 2.8 give the values of $\sigma_{j}$ and $B_{k}$ corresponding to that particular onset flow. When these values are inserted into Eq. (3.2.1) and the indicated summations performed, the resulting at of $\dot{\nabla}_{i}$ is designated a flow solution.

The set of fundamental flow solutions that are superposed by the combination program to obtain flow about the inlet at arbitrarily prescribed operating conditions may be described most easily in terms of two types of flow. The first is flow about the inlet due to a unit frees iream at prescribed angie of attack and yaw with no effort to control mass flow through the inlet. In the nonlifting methods of Refs. 1 and 2, there were always three such flows: zero angle of attack and yaw, $90^{\circ}$ angle of attack, and $90^{\circ}$ angle of yaw. In lifting cases, however, the latter two flows make no sense. If the inlet has a leading-edge slat, for some circumferential locations, the trailing edge is the upstream point of the airfoil section. The result can be nonconvergence
of the iterative solution. In the present program a number of angle-of-attack/ yaw combinations are input by the user. It is preferable to choose these combinations in the range where the user's interest ultimately will lie. The other type of solution is the static, for which the inlet ingests fluid and the flow is quiescent at infinity. The inlet methods of Refs. 1 and 2 use different mathematical devices to produce the static solution. Reference 1 uses a constant vorticity distribution over the inlet surface, as illustrated in Fig. 7 a . This has some features in common with the surface vorticity used on the slats to generate lift, but is also has several differences. No Kutta condition is applied on the inlet, and no distributio of vorticity is solved for. Instead a single parameter, total vorticity strength, is adjusted to satisfy a single condition, mass flow through the inlet. If auxiliary inlets are present, the topology of the configuration does not permit use of surface vorticity. Accordingly, in the method of Ref. 2, the mechanism of the static solution is a single ring vortex located well downstrean in the inlet, as show in Fig. 7b. The strip vorticity option of Fig. 7a gives a superior static solution, and it is used in all cases except for the infrequently occurring one where an auxiliary inlet is present. In the very infrequent case were there are two independent mass flow rates; e.g. an "inlet within an inlet," the above mechanisms have to be applied to each inlet separately.

Because of the wide variety of cases to which the present method may be applied, some flexibility is necessary in the choice of fundamental flow solutions. For example, while the static solution has a sensible Kutta condition for an inlet with leading-edge slat, the same probably cannot be said for an inlet on a wing, where the static flow near the wing trailing edge is more-orless parallel to it. Similarly, the high inclination angles at which a slatted inlet can operate at high mess flow rates lead to the above-described difficulty for $90^{\circ}$ if no mass flow control is exercised. Thus, in general the fundamental flow solutions should all contain combinations of an inclined freestream and a static condition. This is perfectiy permissible as long as the flow solutions contain all the independent possibilities, e.g. at least two angles of attack, yaw, and mass flow rate.

### 3.3 The Combination Program

The fundamental flow solutions and the body geometry are accessed by the combination program. At this stage also are input any off-body points and inlet cross-sections where the flow output is desired. A cross section is a panel network extending across the interior of the inlet. Flow quantities are computed at panel centers and a total mass flux for the cross section as a whole is evaluated. One cross section is designated the control station, and it is there that the mass flow condition is applied. In preparation for this, the average velocity at the control station $\nabla$ is computed for each fundamental solution.

The flow condition input to the combination program consists of flow conditions at infinity and at the control station. The various possibilities are presented in Appendix 0. The key quantity in the combination is the equivalent incompressible velocity, wich is denoted with a prime. In particular, $V_{\infty}^{\prime}$ is the equivalent incompressible freestream velocity (Eq. ( 0.13 )) and $V_{c}^{\prime}$ is the equivalent incompressible average velocity at the control station (Eq. (0.20)). In all cases $V^{\prime}$ equals $Y$ multiplied by the local static-to-total density ratio, and the flow direction is unchanged.

In order to compute the combined flow for a given set of flow conditions, a number of the fundamental flows are combined linearly. In general, three linearly independent fundamental flows are required to satisfy the conditions at infinity while an additional static solution solution is required for each independent mass-flow condition. However, for flows without yaw, the number of fundamental flows required is reduced by one. In the fundamental solution mode, a number of user-specified fundamental solutions are obtained including at least one yaw solution if combined solutions with yaw will be required. The range of angles of attack and yaw specified should preferably span the complete range of comcined solutions which will be required. When the combination program is run, the code will automatically select the closest linearly independent solutions to be used for the combination. This procedure is required by the nonlinearity in the potential flow solution which is introduced by the Kutta condicion.

To illustrate the combination procedure, consider the case in which four fundamental solutions have been selected by the code. Let these individual solutions be denoted by the superscript $m$, and let $a_{m}$ represent the unknown combination constants. The equivalent incompressible velocity for the combined flow is

$$
\begin{equation*}
\vec{V}_{i}=\sum_{m=1}^{4} a_{m} \vec{V}_{i}^{(m)} \tag{3.3.1}
\end{equation*}
$$

Where the combination constants $a_{m}$ are initially unknwn. Meeting the prescribed flow conditions at infinity and at the control station requires

$$
\begin{align*}
& \sum_{m=1}^{4} a_{m} \vec{F}_{\infty}^{(m)}=\vec{V}_{\infty}  \tag{3.3.2}\\
& \sum_{m=1}^{4} a_{m} \bar{V}^{(m)}=\bar{V}_{c}^{\prime}
\end{align*}
$$

This defines four equations (one vector, one scalar) for the four urknown am. Once comprted they are inserted in Eq. (3.3.1) to obtain $\boldsymbol{V}_{i}$, wich is used in the compressibility correction (Appendix M).

### 4.0 CALCULATED RESULTS

The method described here will be illustrated using three separate geometrical configurations. The first two cases represent complex three-dimensional flows involving inlets with lifting slats on the leading edge of the cowl. The third configuration is a simple nonlifting axisymmetric inlet which illustrates some improvement in the computed results, as compared with the nonlifting method presented in Ref. 2.

The first geometry discussed is an axisymmetric inlet with a centerbody and leading-edge slat shown in Fig. 9. The cross-section shown in Fig. 9b illustrates the relationship of the leading-edge slat to the cowl. The ability of colored shaded graphics to portray complex three-dimensional bodies is illustrated in Figs. 9c and 9d. Figure 10 shows a comparison of the current method with the axisymmetric method of Ref. 18 for a conbined flow along the axis of the inlet with an average velocity on the fan face, $x=2.63$, of twice the freestream. A surface vorticity distribution on the cowl was used to generate the static solution in both the axisymmetric and the three-dimensional calculations. The pressure distributions on the coul and the centerbody, shown in Fig. 10a, agree very closely while Fig. 100 shows that on the slat there is a small difference in the leading-edge pressure peak when compared with the axisymetric result.

The remaining results for this configuration are presented for three incompressible flow conditions. The first is a pure static flow with no flow at infinity, and the second is a "pure freestream" solution at zero angles of attack and yaw, with no surface vorticity on the cowl. The third solution is a combined flow at $40^{\circ}$ angle of attack, zero yaw and an average fan face velocity twice the freestream velocity. Figures 11-13 illustrate the flowfield across the inlet for these three flow conditions, the vectors drawn being proportional to the local flow velocity. The flowfield velocity vectors are computed in the plane through the inlet axis tilted $15^{\circ}$ from the center plane of the inlet. The boundary lines shown on these figures represent the boundaries of the offbody flowfield rakes used to compute the flowfield rather than the exact aerodynamic surfaces. For clarity, the approximate body locations are shaded.

The static case shown in Fig. 11 illustrates the rapid decrease in velocity magnitude ahead of the inlet, while the expanded view of the slat region reveals a local flow environment similar to that of a conventional flap with the upstream stagnation point occurring in the vicinity of the slat leading edge. The axisymmetric freestream condition shown in Fig. 12 gives a more unconventional flowfield. In this case the "upstream" attachment line on the slat occurs on the forward-facing surface of the slat closer to the trailing edge than the leading edge, while the attachment line on the cowl occurs virtually under the leading edge of the slat. Figure 13 illustrates a combined flow in which the freestream is at $40^{\circ}$ to the inlet axis while the internal velocity is twice the freestream. In this case the flow ahead of the inlet and on the centerbody is very different than that show in Fig. 12. However, in the vicinity of the slat, the flowfield is qualitatively the same.

Figures 14-16 present the conputed flowfield isobars for the same three flow conditions in the sume off-body plane. Figure 14 again shows the conventional nature of the slat flowitield in the static case with the rapid pressure variation occurring as the flow goes around the inner lip of the coul. On the other hand, Figs. 15 and 16 shou the extreme pressure gradients occurring on the slat where the flow turns around the leading edge.

The second configuration considered is essentially the previous configuration but further complicated by the addition of another leading-edge slat, this time only a part-circumference slat, however. A section through the lower half of the configuration is shown in Fig. 17. Results are presented for this configuration at a combined solution of zero yaw, $40^{\circ}$ angle of attack and fan face velocity of twice freestream.

Figure 18 compares the computed pressure distribution, plotted against radial distance, on the main slat at three different circumferential locations with the corresponding results computed for the single slat configuration. Near the top of the inlet the presence of the auxiliary slat does not have a large effect on the pressure. However, in the $z=0$ plane there is a significant reduction in the leading-edge pressure peak, wile close to the bottom of the inlet the second slat greatly reduces both the leading and trailing edge
pressure peaks on the main slat. Figure 19 shows the surface velocity distribution on both the inner and outer cow 1 surfaces for the same flow conditions. It can be seen from Fig. 19b that the nonaxial nature of the flow persists throughout even the interior of the inlet. This is presumably due to the presence of the ingested tip vortices trailing from each end of the partcircumferential slat which will induce some swirl into the internal flow.

The third configuration considered is a simple 72-panel (on tr: half-body") round inlet, as shown in Fig. 20. This simple geometry was used to demonstrate the improvement gained in the new source derivative fitting algorithm in use in the present code. Figures 21 l and b present the variation in peak Cp versus theta (measured circumferentially), and the variation in $C p$ versus axial distance at a fixed theta value $\left(\theta=75^{\circ}\right)$, respectively. The results are compared with those obtained by the method described in Ref. 2 in which a leastsquares" fitting procedure was used to compute the source derivative effects. The present approach, described in Section 2.5.1, demonstrates the improved level of axisymetry wich is obtained by the new formulation.
5.0 IMPUT INSTRUCTIONS FOR THE HIGHER-ORDER POTENTIAL FLON PROGRM (DF12)

### 5.1 Introduction to the System

The computer code is actually a collection of pre- and post-processing programs grouped around the potential-flow program. It can be thought of as a system of programs designed to "talk" to each other via saved datasets. These programs are:

1. PRE-PROCESSOR: parametric cubics patch fitting of 3-D coordinate data.
2. FUNDAMENTAL POTENTIAL FLOW SOLVER: (DF12: Mode 1).
3. Corsimation of fundremth flous (DF12: Mode 2).
4. POST-PROCESSOR: ISORLOT - plots iso-contours (on- or off-hody).
5. POST-PROCESSOR: VECPLOT - plots velocity vectors (on- or off-body).
6. POST-PROCESSOR: TRACE-ON - calculates strealines (on-body only).

Operation of these codes is facilitated by a set of interactive "submit CLISTS" and associated FORTRAM programs. A single CLIST controls the operation of programs 1, 2 and 3; separate CLISTS exist for each of prograns 4, 5 and 6. While all these CLISTS have been designed for an IBM mainframe running TSO in an MNS/XA eavironment, similar interactive submittal procedures can easily be written for other systems to accomplish the same purpose, viz. simplify the user's job of running cases and enhance his ability to investigate both the quality and significance of the computed results.

### 5.2 Discussion of the Individual Programs

Since several of the programs can "commenicate" with each other via saved datasets, a great deal of flexibility exists concerning the sequence in which the programs may be executed. For example, Program 1 can talk to either Programs 2 or 3, but is not always required to run Programs 2 or 3. Programs 4, 5 and 6 can talk to Programs 2 or 3, but only if the appropriate dataset from 2 or 3
was saved. To understand the possible interactions between programs, it is best to consider each one separately, first.

### 5.2.1 The PRE-PROCESSOR: PC-PATCH

This program is designed to take a user-defined set of 3-D Cartesian coordinates and fit a set of parametric bi-cubic patches to the implied surface. The input consists of a formatted "card-image" (i.e. 80 -column, fixed block) dataset which contains the corner points of panels distributed on the surface of the body about which the flow is to be calculated (see Appendix P).. The format of this data is:

| cc 1-10 <br> cc 11-20 <br> cc 21-30 | $X$ $\mathbf{y}$ $Z$ | Cartesian coordinates |
| :---: | :---: | :---: |
| cc 31 | ISTAT | $0=$ this point is on the same W-line as previous point <br> $1=$ this point starts a new M-line <br> 2 = this point starts a mew section |
| cc 32 | Lneel | $0=$ this is an MIF (nonififting) section <br> $1=$ this is LIFT (lifting) section (i.e. has Kutta condition) <br> (Mote: all LIFT sections, if any, must precede all other section types.) <br> 2 = this is a MKE section (all UNXE sections, if any, must come last on the input geometry dataset, after all other [AsE $=0,1,3$ and 4 sections) <br> $3=$ this is a DBET (doublet) section <br> 4 = this is a SRFY (surface vorticity) section (Note: may not use both DELT and SRFV sections at the same time in a Mode 1 case.) <br> 5 = this is a FLUX section (allowed as input to Mode 2 cases only) |
| cc 33 | MCURV | $\begin{aligned} & 0=\text { automatic } M-1 \text { ine curvature selection (curved unless } \\ & 1=\text { LABEL=1) } \end{aligned}$ |

Note that LABEL and MCURV only apply to ISTAT=2 points, i.e. they need be entered only once on a section. (For a discussion of the limits on the numbers of points, panels, etc., see Section 6.2.4, Program Limits.)

These panel coordinate data are "fit" with parametric cubic patches (see Appendix B) and written to an output dataset hereafter referred to as a "PCU"dataset (Parametric Cubics Unformatted). The PCU dataset serves as a true
surface definition for the higher-order potential-flow solver, but it is not required that the pre-processor supplied with this system be used to generate that PCU-dataset: any "PC"-fitting prograa may be used, as long as the following PCU-"format" is observed:

| Record \#1: | IFORM | A single integer (use "1") specifying the PCUformat |
| :---: | :---: | :---: |
| Record \#2: | NSECT NPATT NTYPE(6) | Number of SECTIONS (see Section 2.3) of data Total number of patches on the entire dataset 6 integers indicating the number of each type of SECTION in the following order: \#NLIF, \#LIFT, \#WAKE, \#DBLT, \#SRFV, FFLUX $9 \rightarrow$ word (4 bytes/word) alphanumeric title |

HSECT sets:


Running SECTION counter
Whater of PC-patches on this section ( $=$ MU $\times$ NV) Wemer of patcives in the "N-1ine" direction maner of patches in the m-1ine direction 15-mord (4 bytes/mord) alpmanumeric section title

Record 44: TMAT(12) 12 dowle-precision word ( 8 bytes/mord) transformation matrix (not presentiy used)

Record 55: $\quad \mathrm{P}(48) \quad 48$ double-precision word ( 8 bytes/word) PC-patch coefficients in GEONITIC form; repeated for all WPAT patches on this SECTION

Note that the PRE-PROCESSOR program may be used to generate the PCU input dataset for both the on-body data (used in Mode 1, described below) and the fluxsection data (optionally used in Mode 2, also described below). The PCU dataset created by this PRE-PROCESSOR is relatively inexpensive to create and is therefore normally discarded by the potential flow solver. This is true unless the potential flow solution is being saved for a Mode 2 case; in the latter situation, the PCU dataset is copied into the saved fundamental solution dataset created by Mode 1 to ensure that Mode 2 is operating on a consistent geometry base.
5.2.2 DF12, Mode 1: FUDNMEMTAL POTEMTIAL FLON SOLVER

This program forms the heart of the system in that the fundamental flows are generally the most complex and expensive part of the solution and form the
basis from which any combined solutions are obtained. The input to this program consists of a PCU-dataset (described above, in Section 5.2.1) on unit 1 , and a formatted card-image dataset which contains some simple control flags on unit 5. The format of the control flags dataset is:

Record \#1:
cc 1-72 TITLE(I), I=1,18 Alphanumeric run description
CC 73 MODE
A single integer indicating the mode (1)
Remaining records (as needed) in NAMELIST/Z/ format:
AREF Reference area (use semi-area if NSYM=1) (default: 1.0)
BOV2 Reference semispan (default: 1.0)
CREF Reference chord length (default: 1.0)
ORIGIM(3) Moment reference center ( $X, Y$, and $Z$; default: $0 ., 0 ., 0$. )
IAUTON $\quad 0=$ user-input wake
$1=$ automatic trailing-edge bisectors
$2=$ automitic parallel to $x$-axis (default: 1)

ICOMB $\quad 0=$ do not save data for a possible Mode 2 conbination case 1 = yes, save data (default: 0)

IDEBUG $\quad 0=$ print standard set of inpurt flags 1 = print expanded set of input flags (for debugging purposes) (default: 0)

IFUNDP $\quad 0=$ no fundamental solution printout
1 = minimum fundamental solution printout
2 = full fundamental solution printout (default: 2)

IPCV $\quad 0=$ constant chordwise vorticity distribution 1 = parabolic chordwise vorticity distribution (default: 0)

IPR132 $\quad 0=5 m a l l$ print size ( 164 columns, 891 ines per page) 1 = large print size ( 132 colums, 60 lines per page) (default: 0 )

IPV $\quad 0=$ do not save $P / V$ (pressure/velocity) dataset
1 = save P/V dataset for possible use by ISOPLOT, VECPLOT and/Or TRACE-ON
(default: 0)
IQNIK $\quad 0=$ do not save "QNIKPLOT"-type output dataset
1 = save "ONIKPLOT" dataset (see below)
(default: 0)

QWIKPLOT output dataset is similar to a P/V dataset in that the data is compacted into unformatted (binary) form. ISOPLOT, VECPLOT, and TRACE-ON all require a P/V dataset to execute; the QWIKPLOT dataset is organized around the concept of "strings" of data, where every record was created in the form: WRITE(IUNIT)VNAME, $N,(G(I), I=I, N)$, where VNAME is a double precision alphanumeric string identifier ( 8 bytes) and $Q(I)$ is the string of data. An inhou', plotting program (called, not surprisingly, "QWIKPLOT") was written to read QWIKPLOT datasets allowing rapid and easy comparisons of results of many CFD codes, and/or test data.

| LO | $0=$ higher -order solution 1 = lower-order simulation (default: 0) |
| :---: | :---: |
| NSYM | $\begin{aligned} & 0=\text { no symmetry } \\ & 1=\text { symmetric about } Y=0 \text { plane } \\ & \text { (default: } 1 \text { ) } \end{aligned}$ |
| ALPHA | Freestrean angle-of-attack, degrees (no default; may have up to 20 values) |
| BETA | Freestream angle-of-yaw (default: 0 ; must have a value for each ALPHA value specified) <br> (Marning: Camot use nonzero BETA if WSYMe1.) |
| IEXTRA | Strip numbers of "extra-strips" (see Section 2.6.4), if any; these count consecutive strips of LIFT sections only, which, as mentioned earlier, if present, must be the first sections of the input geometry dataset. |

The 72 -panel, simple round inlet half-body, drawn with its image in Fig. 20, is supplied along with the program source code as a check case. The coordinates for this case are shown in Fig. 22. A sample execution of the interactive submit program for a Mode 1 execution of this check case is shown in Fig. 23. If the submit program is not used, an input dataset of the form shown in Fig. 24(a) must be created by the user. The JCL produced by the submit program to execute this Mode 1 check case is shown in Fig. 24(b).

The output from the MODE 1 execution of this test case is shown in fig. 25. It is basically self-explanatory with the following exceptions:
$P, Q, R \quad$ the curvature quantities as used in the paraboloidal panel
definition: $\zeta=P \xi^{2}+2 Q E n+R n^{2}$

SIGMA the source density value at the control point of the panel
the net normal velocity on panel
where
bref

9
$L$ and $D$
$F_{x}, F_{y}$,
$F_{z}, M_{x}$,
$M_{y}, M_{z}$
ETA

ASTRIP
SECTCL,
SECTCD
CIRCULTN

Aref the user-input reference area (which should be the ohalf-
area" if NSVill)

Cref the user-input reference chord length
the dynamic pressure, overef/2
the total velocity magnitude: $V_{T}=\sqrt{\left.V_{X}+V\right\}+V_{2}}$
the pressure coefficient:
INCOMPRESSIBLE: $C p=i-\left(V_{T} / v_{\text {ref }}\right)^{2}$
COMPRESSIBLE: $\quad c p=\left(p-P_{\text {ref }}\right) / q_{\text {ref }}$
the "lift coefficient": L/qAref
the "drag coefficient": D/qAref
the "sideforce coefficient": FY/GAref
(Note: Fy is the force in the F-direction)
the "pitching moment coefficient": My/QArefCref
the "rolling moment coefficient": Mx/qArefbref
the "yawing moment coefficient": $M_{z} / q A_{\text {refbref }}$
the user-input reference span (wich should be the semispan if
measured in the lift and drag direction
the forces and moments (integrated over the input panels, only, i.e. not over image panels created if NSTHE1) along and about the cartesian axes.

Y/herf, where $Y$ is taken as that of the first control point
on the strip projected (into the $X-Y$ plane) planform area of a lifting strip local strip values of $L / q A_{\text {strip }}$ and $D / Q A_{\text {strip }}$ the computed circulation value of the lifting strip used to satisfy the Kutta condition.

### 5.2.3 DF12, MOde 2: COMBIHATTON OF FUNDAMENTAL FLOUS

This program permits the user to combine the fundamental flows (from a MODE 1 execution) to obtain desired mass flow values (typically within an inlet). The combination constants required to obtain the user-defined mass flow values are obtained automatically by the program when the user supplies a "FLUX" section at the place where the mass flow rates are specified. The cost of generating the automatic combination constants varies linearly with the number of panels the user has on his FLUX-section dataset, and therefore may equal or even exceed the cost of the Mode 1 solution, although this is typically not the case. Optionally, the user may simply input these combination constants himself, and thus define $h$ is own combination case (perhaps using combination constants obtained from an earlier Mode 2 run).

Since the fundamental flow solver was designed to handle geometries which contain lifting leading-edge devices, such as those shown in Figs. 9 and 17, the program logic wich satisfies the kutta condition made it necessary to have the freestream fundariental flows include some suction effects as part of the standard set of freestream onset fundamental flows. As a result, in order for the user to obtain pure freestream onset flows (i.e. without any suction effects), a $C C=-1.0$ may be used. Note also that up to 5 suction fundamental flows may be generated in a Mode 1 case, requiring, therefore, an equal number of fluxsetting and/or CC-values to be specified in Mode 2. Furthermore, the number of flux-setting conditions specified may not exceed the number of FLUX sections that are input, although the number of FLUX sections may indeed exceed the number of suction solutions available from Mode 1; this latter case is the typical one wherein a number of additional FLUX sections are included in order to use VECPLOT and/or ISOPLOT to survey the off-body flowfield.

Since the compressibility correction employed by the present program is the Lieblein-Stockman correction which is an "after-the-fact" type of correction (unlike, say, the more common Goethert correction which solves a different potential-flow problem for each freestream Mach number), multiple Mach number results may be obtained from a single Mode 1 set of fundamental solutions.

Input for Mode 2 consists of the saved fundamental solution dataset from a Mode 1 case (created when ICOMBO=1), plus a PCU-dataset centaining FLUX sections (if any), plus a card-image flags dataset, which differs according to 3495H
whether COMPRS=0 or 1. Consider first an incompressible Mode 2 case (i.e. COMPRS $=0$ ):


```
    ALPHAC, Requested net "combined" angles of attack and yaw (in degrees)
to be
    BETAC achieved.
                                    (Note: The program automatically selects appropriate combina-
                                    tions of the available fundamental flows; however, the user
                                    cannot request "impossible" combinations, e.g. if all funda-
                                    mental flows were run with BETA=0, then all BETAC values must
                                    also be 0.)
                                    (defaults: ALPHAC has none, BETAC defaults to 0)
    VINF Freestream speed (default: 1.0)
    VREF Reference speed for Cp calculation. If COMPRS=T; then VREF is
        used for the Mach number correction. (default: VINF but, if
                VIMF=0 also, then VREF is set to 1.)
    VC(ICOMB,I) Requested average normal flux velocity, referring to the 1-th
        flux-section, for comination solution nuber ICONB (of NCONB).
        (no default; for CoNPRS=0, either VC or CC must be input for
        each suction fundamental flow generated in Mode 1)
    CC(ICONB,I) Designated combination constant for the 1-th SUCTION funda-
        mental solution. (default: see VC, above)
```

A sample execution of the interactive TSO submit progran for a HODE 2 incompressible case is show in Fig. 26. If the submit program is not used, an input dataset such as that shown in Fig. 27 (a) is required to accomplish the same program execution. The JCL produced by the submit program to execute this Mode 2 check case is shown in Fig. 27(b).

The output from MODE 2, shown for the 72-panel inlet case in Fig. 28, was designed to be self-explanatory and differs significantly from that of MODE 1 in only two areas:

1. The page titled "FLOCMB. FLOW COMBINATION MATRIX DATA" contains the details of the automatic computation of the combination constants, which are labeled "CC."
2. For compressible cases (COMPRS $=1$ ), an extra column of the local Mach number, labeled MACH, is also shown on the output sheets.

The input flags for the compressible case (CONPRS=1) differ only slightly from the incompressible case. In particular, the freestream pressure (total or static) and freestream temperature (total or static) must be supplied. In
addition, the user is given the option of specifying either the freestream speed (VINF) or the freestrean Mach number (MINF). The number of options for specifying the flux is expanded to include average flux Mach number (MC) or average weight flow rate (WC). Finally, the Lieblein-Stockman correction also makes use of an incompressible reference velocity (VIBAR) which the user may optionally control.

### 5.2.4 DFI2 Program Limits

The following program limits and guidelines must be met by the user for Mode 1:

1. Maximm total panels: 2000
(this includes WKE panels, extra-strip panels (if any), etc.)
2. Maxint total sections: 100
(includes MAKE sections, etc.)
3. Maximin total strips: 300
( includes all sections)
4. Maximen lifting strips: 100
(includes only LIFT and SRFY strips, and "extra" strips (if any))
5. Maximin DBLT sections: 5 (see also 11 below)
6. Maximun SRFV sections: 5 (see also 11 below)
7. All LIFT sections (if any) must precede all other sections in the input geometry dataset.
8. All WAKE sections (if any) must follow all other sections in the input geometry dataset.
9. The order of WAKE sections (if any) must coincide with the order of LIFT sections to which the WAKE sections correspond.
10. No N-1 ine on any LIFT section may be of zero length.
11. DBLT and SRFV sections may not oroth be input at the same time.
12. Nonzero BETA cannot be requested if $\operatorname{MSM}=1$.

For Mode 2:
13. Only FLUX sections and/or off-body points may be input (along with the control flags, of course).
14. Maximum total \# FLUX panels plus off-body points: 2000
15. The maximum total \# FLUX sections: 20
16. Total $\#$ of ( $V C+M C+W C+C C$ ) conditions specified $\leq$ ( $\quad$ DBLT + \#SRFV) sections that were input for Mode 1.
17. "Impossible" fiow combinations should not be requested, e.g. if Mode 1 was run with only one angle of attack, then Mode 2 cannot possibly "combine" the Mode 1 fundamental flows to achieve any other angle of attack except the one specified in Mode 1.

### 5.2.5 Post-Processing Program: VECPLOT

Input to the velocity vector plotting program, VECPLOT, consists of: (1) an unformatted P/V (pressure/velocity) dataset (either on-body or off-body, i.e. FLUX), and (2) a unit 5 card-image dataset. The "format" of the P/V dataset (which is created automatically for on-body results of MODE 1 (If IPY=1), and either on-body (if IPV=1) and/or FLUX sections (if JPV=1) for HODE 2) is shown in Fig. 30.

The unit 5 card image dataset for VECPLOT is in MNELIST/IMPUT/ format:
IDEBUG $\quad 0=$ (default) normal execution
1 = generate debug print
VREF Value used to scale velocities before plotting vectors ( $0.0 \rightarrow$ draw all vectors with unit length)
RVLENG Length of a unit vector in rasters (note that page width, for example, is always 4000 rasters)

NVIEWS Number of "user-defined" views (default: NVIENS=0)

KVIEWS(I) Where KVIENS define up to 10 "standard-views"
$1=$ side view
$2=$ top
$3=$ bottow
$4=$ inside
$5=$ front
$6=$ rear
$7=$ lower outside front $45^{\circ}$
$8=$ upper outside front $45^{\circ}$
9
10
lower outside rear $45^{\circ}$
If KVIENS outside rear $45^{\circ}$
(default: $\operatorname{KVIENS}$ then all 10 views are dram

KSECT Section numbers for which plots will be draw. Up to 40 sections can be selected. If no values specified, then all sections will be drawn.

If NVIEWS $>0$, then NVIEWS additional cards are required:

$$
\operatorname{PSI}(\mathrm{I}), \operatorname{THET}(\mathrm{I}), \operatorname{PHI}(\mathrm{I}) \text { (3F10.6) }
$$

defining rotation angles (see explanation in TSO submit procedure, Fig. 26) for each "user-defined" view.

A sample execution of the interactive VECPLOT submit CLIST is shown as part of the DF12 Mode 2 TSO submit in Fig. 26. The JCL stream that was produced is shown in Fig. 27(c). A sample output of VECPLOT is show in Fig. 29.

### 5.2.6 Post-Processing Program: ISCPLOT

Inpert to the isogram plotting progran ISOrLOT, comsists of: (1) an unformatted P/Y (pressure/velocity) dataset from MoDe 1 or MBDE 2, and (2) a unit 5 card-image dataset containing control flags written in MNHLIST/INPUT/ format:

IDEBUG $\quad 0=$ (default) normal execution
1 = generate debug print
ISCAL Scale definition used to set $C p$ minimum and increment values:

| ISCAL | $C_{p}$ in | $\Delta C_{p}$ |
| :---: | :---: | :--- |
| 1 | -1.0 | 0.02 |
| 2 | -3.0 | 0.05 |
| 3 | -7.0 | 0.10 |
| 4 | -15.0 | 0.20 |
| 5 | No ilimit | Automatic |

IPLOTS Plot selection flag:
$0=$ generate all plots
$1=\mathrm{Cp}$ plots only
$2=$ delta-star plots only
3 = skin-friction plots only
NVIEUS
Mumber of "user-defined" views (up to 9 views can be
defined) (default: NVIEMS=0)

$$
\begin{aligned}
& \text { Define up to } 10 \text { "standard-views" } \\
& 1=\text { side view } \\
& 2=\text { top } \\
& 3=\text { bottom } \\
& 4=\text { inside } \\
& 5=\text { front } \\
& 6=\text { rear } \\
& 7=\text { lower outside front } 45^{\circ} \\
& 8=\text { upper outside front } 45^{\circ} \\
& 9=10 w e r \text { outside rear } 45^{\circ} \\
& 10=\text { upper outside rear } 45^{\circ} \\
& \text { If KVIEWS }(1)=0, \text { then all } 10 \text { views are drawn } \\
& \text { (default: KVIEWS }(1)=0)
\end{aligned}
$$

KSECT
Section numbers for which plots will be drawn. Up to 40 sections can be selected. If no values specified, then all sections will be drawn.
then all sections will be dram.

If NVIENS>0, then WYIBS additional cards are required:

PSI(I), THET(I), PHI(I) (3F70.6)

defining rotation angles for each "user-defined" view.

A sample execution of the interactive ISOPLOT subit CLIST is shown as part of the DF12 Mode 2 TSO submit in Fig. 26. The JCL strean that was produced is show in Fig. 27(d). A sample output of the ISOpLOT program is show in Fig. 29.

### 5.2.7 Post-Processing Program: TRACE-ON

Unlike VECPLOT and ISOPLOT, this is an interactive (on TSO) surface streamline calculating program which requires as input a $P / V$ (pressure/velocity) dataset from MODE 1 or MODE 2 and user responses to the interactive questions. In using this program, one area which the user must understand is the method of telling the prograim where to "start" streamlines. For the purposes of TRACE-ON, the body surface is assumed to consist of a number of SECTIONS, each of which consists of an NU by WV grid of data, where NU and NV represent the number of points along N - l ines of data, and M -lines of data, respectively, of a given SECTION. Note that both MODE 1 and MODE 2 extrapolate the computed potential flow velocity data to the edges of the input SECTIONS. This means that there are more data values in the $P / V$ dataset than panels printed on the MODE 1 and MODE 2 output sheets. For example, say the user inputs a section
with $M$ "chorduise" points on each of $N N-1$ ines (see Fig. 31); the number of panels produced in the potential flow program is $(M-1) \times(N-1)$. But the number of data points on the $P / V$ dataset is $(M+1) \times(N+1)$ since the data is extrapolated "chordwise" (i.e. in the N-line direction) at the beginning and end of the strip of panels, and "spanwise" to the "inboard" and "outboard" edges of the section. All the data points may therefore be described by parametric variables in the $N-1$ ine and $M-1$ ine direc- tions; these are referred to, herein, by $U$ and $V$, respectively. Thus the fist control point of the potential flow program is called $U=2 ., \mathrm{V}=2$., (not 1.,1. since 1.,1. would refer to the corner of the section). The second control point (along the same strip of panels in the section) would be $U=3 ., \gamma=2$., and so on, as shown in the figure.

A sample execution of the TRACE-ON program is shown in Fig. 32, and a piot of the calculated strealines are show in Fig. 33.
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Figure 1. Representation of a three-dimensiomal lifting configuration.


Figure 2. Chordwise pressure distribution for the EET configuration, $\alpha=0.55$. $n=4.31^{\circ}$, (a) low order methods. (b) high-order methods.


Figure 3. A plane trapezoidal panel.


Figure 4. Adjacent panels used in numerical source density derivatives.


Figure 5. Use of ignored panels.


Figure 6. Use of an extra strip.

(a)

(b)

Figure 7. Two methods for obtaining the static fundamental solution, (a) surface vorticity, (b) ring vortex.


Figure 8. A general curved surface panel and its projection in the tangent plane.


Figure 9. Circular Inlet with Leading-Edge Slat and Centerbody. (a) Front View. (b) Cross-Section through Uprer Half of Inlet.
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Figure 9. (c) "Faceted" Solid Rendering of Single-Slat Case.
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Figure 9. (d) "Smooth-Shaded" Solid Pendering of Side-View Closeup of Single-Slat Case.


Figure 1C. Comparison Between Axisymetric and Three-Dimensional Methods for Single Slat Inlet. (a) Pressure Distribution on Coml and Centerhory. (b) Pressure Distribution on Slat.

Figure 11. Flowfield for inlet with single slat. Static Solution.
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Figure 12. Flowfield for Inlet with Single Slat. Zero Angles of Attack and Yaw. No Added Suction.
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Figure 14. Off-Body Isobars for Inlet with Single Slat. Static Solution.


Figure 15. Off-Body Isobars for Inlet with Single Slat. Zero Angles of Attack and Yaw. Ho Added Suction.


Figure 16. Off-Body Isobars for Inlet with Single Slat. Combined Solution, $40^{\circ}$ Angle of Attack, Zero Vaw, Fan Face Velocity Twice Freestream.


Figure 17. Three-Dimen, ional Double Slat Inlet Configuration. (a) Front View.
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(b)

Figure 17. (b) Rear View of Double Slats.


Figure 17. (c) Cross-Section Through Lower Haif of Inlet.

(a)

(b)

Figure 18. Comparison of Main Slat Pressure Distributions on Single and uouble Slat Configurations. $40^{\circ}$ Angle of Attack, Zero Yaw, Fan Face Velocity Twice Freestream. (a) $13^{\circ}$ from Top Center. (b) $90^{\circ}$ From Top Center.

(c)

Figure 18. (c) $171^{\circ}$ from Top Center.
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(a)

(b)

Figure 19. Velocity Vectors for Double Slat Configuration. $40^{\circ}$ Angle of Attack. Zero Yaw, Fan Face Velocity Twice Freestrean. (a) On Juter Cow? Surface. (b) On Inner Cowl Surface.


Figure 20. Hire-Frame Pictures of the 72-Panel (on the "Half-Body") Round Inlet. Note the "Doublet Surface" Visible Inside At the Rear of (b).
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Figure 21. (a) Variation of Peak $C p$ with Theta (Circumferential Angle) (for the 72-Panel Round Inlet) for the 01d and Mew Signa-fitting Procedure. (b) Sample Comparison of Chordwise Variations for a Fixed Theta ( $\theta=75$ Degrees).
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Figure 22. Coordinates used for the 72 -panel simple inlet check case.
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Figure 23. TSO sutmittal of DF12, Mode 1. for the 72-panel inlet cherk care.
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Figure 23. Concluded.
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H31HG027F：72－PANEL SIMPLE INLET FLAGGED AS＂SRFV＂SECTION．
82 ICOMBO $=1$ ，IPRI $32=1$ ，ALPHA $=0,10$ \＆END
Figure 24（a）．Alternative input dataset for DF12，Mode 1，for the 72－panel simple inlet check case．

```
//** PC-PATCH FITTING FOR: H31HGO27F
/1*
//PCPATCH EXEC PGM=H31K,PARM='1.0,0',REGION=1000K
//STEPLIB DD DSN=TSOTZDF.DHF.LOAD,DISP=SHR
//STEPLIB DD DSN=TSOTSDF.LIF.LOAD,DISP=SHR 
// DISP=(OLD,DELETE)
//FTEGFOS1 DD SYSOUT=A
//FT11F001 DD UNIT=SYSDA,SPACE=(TRK,(30,10)),
// DCB=(RECFM=VBS,BLKSIZE=19069)
//FT12FQB1 DD UNIT=SYSDA,SPACE=(TRK,(30,1%)),DISP=(NEN,PASS),
// DCE=(RECFM=UES.BLESIZE=19069)
/3
1淁
```





```
//累 MDEE 1. CISEID: E#27F
/1素
//MEUMAMM EXEC FGH=MAIH,REGION=4ggek
//STEPLIS DD DSH=TSOT3DF.DF12, LOAD,DISP=SMR
//F7E1FIOL DD DSM=%.PCPATCH.FTI2FOII.
#/
//FTO2FEO1 DD DSN=TSOI3DF.Ge27F.FUNDSOLN.
// NOFTOL DDSF=SHR
//FTE4FEA1 DD UMIT=SYSDA,DCB=(RECFM=VES,BLKSIZE=19069),
// STFOL DPACE=(TRX,(1,10))
//FTO5F001 DD DSN=TSOT3DF.DF12.D080985.T092117,DISP=(OLD,DELETE)
```



```
//FF06FG01 DD SYSOUFS,DCDCS=(RECFM=VBS,BLKSIZE=19069),
// TO8FSO DD SPACE(TRK.(1,10))
//FTA9FBA1 DD UNIT=SYSDA,DCS=(RECFM=VBS,BLKSIZE=19069),
% SPACE=(TRK,(1,10))
//FTIOFOOL DD UNIT=SYSDA;DCB=(RECFM=VBS,BLKSIZE=19069),
// SHOOO DD SPACE=(TRK,(1,10))
///FI11FOO1 DD UNIT=SYSDA,DCB=(RECFM=VBS,BLKSIZE=19069),
/// NHFOL DD SPACE=(TRK,(1,10))
//FT12F001 DD UNIT=SYSDA,DCB=(RECF:=VBS,BLKSIZE=19069),
// SPACE=(TRK, (1,10))
//FTI3FOO1 DD UNIT=SYSDA,DCB=(PECFM=VBS,BLKSIZE=19069),
// F13FOO DD SPACE=(TRK,(1,10))
///FI14FO01 DD UNACE=(TRKD,(DCBE(RECFM=VBS,BLKSIZE=19069),
//FI14FO01 DD UNICEE(TRK,(1,10))
//FT15FOOI DD UNIT=SYSDA,DCBS=(PECFM=VBS,BLKSIZE=19069),
//
//FIIGFO01 DD UHIT=SYSDA,DCB=(RECFM=VBS,BLKSIZE=19069),
// SPACE=(TPK.(1,10))
//FT17FOO1 DD UNIT=SYSDA,DCB=(RECFM=VBS,BLXSIZE=19069),
#// STFON DD SPACE=(TRK,(1,10))
//FT18FOO1 DD UHIT=SYSDA:DCD=(RECFM=VBS,BLKSIZE=19069),
//
//FT20F001 DD Dut:IY
```

Figure 24（b）．Mode 1 JCL stream for the 72－panel simple inlet check case．
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Figure 26. TSO submittal for DF12, Mode 2, for the 72-panel simple inlet check case.
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Figure 26. Concluded.

Figure 27（a）．Alternative input dataset for DF12，Mode 2，for the 72－panel simple inlet check case．
1／＊
／／／＊PC－PATCH FITTING FOR：TSOT3DF．H31H．GO27E．DATA
$1 / P C P A T C H$ EXEC PGM＝H3IK，PARM＝＇1，0，0＇，REGION＝1000K
／／STEPLIB DD DSN＝TSOT3DF．DPTF．LOAD，DISP＝SHR
／／FTOLFOO1 DD DSN＝TSOT3DF．TEMPGEOM．DO80985．T154000，
／FFTO6FOO1 DD SYSOUT＝A
／／FTIIFOOL DD UNIT＝SYSDA，SPACE＝（TRK，（30，10）），
／$/$ FT12F001 DO DCB＝（RECFM＝VBS，BLXSIZE 19069 ）
／／FT12F001 DD UNIT＝SYSDA，SPACE＝（TRK，$(30,10)$ ），DISP＝（NEW，PASS），
／／＊DCE＝（RECFH＝VBS，BLRSIZE＝19869）
1／＊
1／：
／／＊3－D HIGHER－ORDEK LIFIING MEUMANN SOLUTION．
／f：（WITH INLET CAPABILITY）
\％／イK mode 2，caseId：Ge27F

KETEPLIS DD DSH＝TSEI3DF．DF12．LDAD，DISP＝SHR
／／FTE2FBEL DD DSn＝TS0T30F．Ge27F．FuwDSOLM．
＂1／x
／1B PV DATASET：
／TFTO3F001 DD DSN＝TSOT3DF．PV．CU27F．MODE2．On，

UHIT＝SYSDA，DCB $=(R E C F H=V E S$, LKSIZE＝19069）．
KFIOGFOD SD SPACE＝（TRK，（1，10）$)$
／／FTG5F001 DD DSM＝TS0T3DF．DF12．De89985．T154080，DISP＝（OLD．DELETE）
／／FTA6F001 DD SYSOUT＝A，DCI＝（RECFM＝FBA，IRECL＝169，DLKSIZE＝16900）
／／FT日8F001 DD UMIT＝SYSDA，DCB＝（RECFM＝VBS，BLKSIZE＝19069），
／／FTO9FO日1 DD UPACE＝（TRK．（ 4,103$)$
／／
／fFTleFESI DD SPACE＝（TRX，（1，10））
／／SPACE＝（TPK，DCB＝（RECFH＝VBS，BLKSIZE＝19069），
／／FTIIFOOI DD SPACE＝（TRK，（1，18））
／／ $\begin{gathered}\text { SPACE }\end{gathered}$
／／FT12F001 DD UPATE＝（TRK，（1，10））
／／
／／FT13FOO1 DD UNIT＝SYSDA．DCB＝（RE

／／FTI4FOOL DD UNIT＝SYSDA，（1，10）
／／$/ 15 \mathrm{FT} 5001$ DD SPACE＝（TRK，（1，10））
／／FT15FOOI DD UNIT＝SYSDA．DCB＝（RECFM＝VBS，BLKSIZE＝19069）

／／FT16F001 DD UNIT＝SYSDA，DCB＝（RECFM＝VBS，BLKSIZE＝19069），
／／FT17FO日 DD SPACE＝（TRK，（1，10））
／／FTITFOO1 DD UNIT＝SYSDA，DCBE＝（RECFM＝VBS．BLKSIZE＝19069），
／／FT18F001 DD UNIT＝SYSDA，DCB＝
／／SPACE＝（TRK，（1，10））
／FFTZOFOO1 DD DSN＝天．PCPATCH．FIIZFQOI．
／／DISP＝（OLD．DELETE）
Figure 27（b）．Mode 2 JCL stream for the 72－panel inlet check case．

```
1/** JCL TO VECPLOT A 3-D PRESSURE/VELOCITY FILE
1/
/NECPLOT EXEC PEGT=UVECPLT,REGION=950K
/\STEPLIB DD DS:I=TSOTSCP.HIT.LOAD,DISP=SHR
//FTO5FOO1 DD*
/*
//FTO6FOO1 DD SYSOUT=A,DCB=(PECFM=VA,BLKSSIZE=141)
//FT1SFOOL DD DSH=TSOTSDF.PV.GO27F.HODE2.OH,
//
DISP = SHR
//SD4060
DD DSH=ROUTE.DAC.GCMIF.BOH.FLO060.VECPLT
    DISP = (HEH,KEEP),
%
UHIT=TAPE16,LAREL=RETPD=10,DCB=DEN=3
```

Figure $27(c)$. JCL stream to execute the VECPLOT program.

```
/1* JCL TO ISOPLOT A 3-D PRESSURE/VELOCITY FILE
//*
//ISOPLOT EXEC PGM=UISOPLT,REGION=750K
//STEPLIB DD DSN=TSOISCP.H17.LOAD,DISP=SHR
//FTOSF001
*
//FT06F001 DD SYSOUT=A,DCB=(RECFM=VA,BLKSIZE=141)
//FT18F001 DD DSN=TSOT3DF.PV.GO27F.MODE2.ON,
// DISP=SHR
//SD4060 DD DSN=ROUTE.DAC.GCMIF.BON.FLO06年ISOPLT,
// DD DISP=(NEM,KEEP),
// UNIT=TAPE16,LABEL=RETPD=10,DCB=DEN=3
```

Figure 27(d). JCL stream to execute the ISOPLOT program.

Figure 28. Sample output from the 72 -panel simple inlet chack case.
THURSDAY, JUL 18. 1985
 RESSIBLE COMSINATION RESULTS FOR THE 72-PANEL INLET. FLAGS CASE IITLE: INCOMPI
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Figure 28. Continued.
Figure 28. Continued.
"ORDERED SECTIONS" (MLAKE" SECTIONS POSITIONED AFTER MLIFTM SECTIOMS):


Figure 28. Continued.
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Figure 28. Continued.
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## ORIGINAL PAGE IS

(a)


SURFACE VELOCITY VECTORS IN LOWER FRONT 45 DEGREE VIEH INCOMPRESSIBLE COMBINATION RESULTS FOR THE TE-PANEL INLET

> ar-mac $=0.0 \mathrm{mll}$
> $\mathrm{CL}=0.719$
> 07.10.es
(b)


SURFACE ISOGARS IN LOHER FRONT 45 DEGREE VIEH INCOPPRESSIELE こOMEIINATION RESULTS FOR THE TZ-PANEL INLET

$$
\begin{aligned}
& \text { meavt lime imoicatcs isovalut - -z.no00 } \\
& \text { Dased Lite inoleates isovalue - } 0.0000 \\
& \text { incmenin's im isovalue. 0.1006 }
\end{aligned}
$$

Figure 29. (a) Sample VECPLOT output from DF12 Mode 2 for a combined ALPHA=5 degrees. (b) Sample ISOPLOT output for same case.

## ORIC:NAL PAGE IS OF POOR QUALITY



Figure 30. P/V (Pressure/Velocity) dataset format.


Figure 31. Extended set of velocity points stored in the P/V dataset: solid symbols are standard panel control points, hollow symbols are interpolated/extrapolated points. For MxN input nanel defining points, $(M-1) \times(N-1)$ panels are produced, and $(M+1) \times(N+1)$ velocity points are calculated and saved.
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Figure 32. Sample interactive TRACE-ON execution for a streamline on the 72 -panel simple inlet check case.
```



Figure 33. Two streamlines calculated by TRACE-OM for the 72 -panel simple inlet check case.
(a)

(c)


Figure 34. (a) Examples of correct and incorrect input; (b) Plan view of the input points on a body divided into sections; (c) Another possible division into sections.

## APPENDIX A

CONSISTENT EXPANSIONS FOR THE POTENTIAL AND VELOCITY INDUCED BY
a CURVED PANEL AT A POINT IN SPACE

A "true" panel on a body surface is the curved four-sided region of the surface whose corners are input points lying exactly on the surface (Fig. 8). The boundary curves of the true panel that connect the corner points will be defined shortly. Consider a plane tangent to the surface at sume central point of the true panel. A panel coordinate system is constructed whose origin is the tangency point and whose $z$ or $\zeta$ axis is normal to the tangent plane. The $x$ or $\xi$ and $y$ or $n$ axes $l$ ie in this section. The corner points of the true panel are projected into the tangent plane along the normal direction. By joining adjacent projected corner points with straight lines, a flat panel is produced, which is assumed to be the projection of the true panel in the tangent plane. This construction now defines the boundary curves of the true panel. They are the curves joining the true corner points that have straightline projections in the tangent plane.

It is a fundamental assumption of the present method that the dimensions of the panel are small in certain senses. Certainly variations over the panel of the normal direction are assumed small. Moreover, if a physical quantity is expanded in a Maclaurin series, successive terms become small, i.e., if

$$
\begin{equation*}
f(\xi, n)=\sum_{n=0}^{\infty} \frac{1}{n!}\left(\xi \frac{\partial}{\partial \zeta}+n \frac{\partial}{\partial n}\right)_{0,0}^{n} f(\xi, n) \equiv \sum_{n=0}^{\infty} Q_{n}(\zeta, n) \tag{A.1}
\end{equation*}
$$

tnen

$$
\begin{equation*}
\left|Q_{n}\right| \ll\left|Q_{m}\right| \quad \text { if } \quad m<n \tag{A.2}
\end{equation*}
$$

fiso, the vertical distance $\zeta$ of a point on the true panel is of the order of the square of the horizontal distance, i.e.,

$$
\begin{equation*}
\zeta=0\left(\xi^{2}+n^{2}\right) \ll \sqrt{\xi^{2}+n^{2}} \tag{A.3}
\end{equation*}
$$

The potential at a point $(x, y, z)$ in space due to a source distribution on the true panel is.

$$
\begin{equation*}
\phi=\iint_{S} \frac{\sigma}{r} d S \tag{A.4}
\end{equation*}
$$

where

$$
\begin{equation*}
r^{2}=(x-\varepsilon)^{2}+(y-n)^{2}+(z-\xi)^{2} \tag{A.5}
\end{equation*}
$$

and where $S$ is the surface area of the true panel. It is desired to express : in terms of a series of integrals over the projected flat panel. Thus it lay be stated that the potential of the true panel is "expanded about" that of the flat panel. To illustrate the process more completely, a three-term expansion is derived, although only the first two terms are ultimately retained in the present method.

In panel coordinates the equation $\zeta=f(\xi, \eta)$ of the surface of the true panel may be expanded in a Maclaurin series in the form

$$
\begin{align*}
\zeta & =\left[P \xi^{2}+20 \xi n+R n^{2}\right]+\left[T_{30} \xi^{3}+T_{21} \xi^{2} n+T_{12} \xi^{2}+T_{03} r^{3}\right]+\ldots  \tag{A.6}\\
& =\zeta_{2}+\zeta_{3}+\ldots
\end{align*}
$$

There are no constant or linear terms in (A.6) because the origin is at the tangency point. All coefficients in (A.6) are constants proportional to derivatives of $\zeta$ at the origin. The coefficients $P, Q$ and $R$, which are the only ones actually used in the present method, are the second derivatives. They are referred to below as the surface curvatures to which they are closely related. The quantity $\zeta_{2}$ is second order in $\xi$ and $n$ and thus in panel dimension $t$, and $r_{3}$ is third order.

The equation of the true panel may be written

$$
\begin{equation*}
F(\xi, \eta, \zeta)=\zeta-\zeta_{2}(\zeta, \eta)-\zeta_{3}(\zeta, \eta)-\ldots=0 \tag{A.7}
\end{equation*}
$$

Then, taking the gradient gives

$$
\begin{equation*}
\operatorname{grad} F=\vec{k}-\left(\zeta_{2 \xi}+\zeta_{3 \xi}+\ldots\right) \hat{i}-\left(\zeta_{2 n}+\zeta_{3 n}+\ldots\right) \vec{j} \tag{A.8}
\end{equation*}
$$

where subscripts $\xi$ and $\eta$ denote partial derivatives and $\overrightarrow{\vec{l}}, \vec{j}, \vec{k}$ are the unit vectors of the panel coordinate systen. The vector grad $F$ is normal to the panel at any point. The unit normal at any point is

$$
\begin{equation*}
\vec{n}=\frac{\operatorname{grad} F}{\operatorname{lgrad} F T} \tag{A.9}
\end{equation*}
$$

so the $\zeta$-component of the unit normal is

$$
\begin{equation*}
n_{\zeta}=\frac{1}{\text { gradFT }}=\frac{1}{\sqrt{1+\left(\zeta_{2 \xi}+\zeta_{3 \xi}+\ldots\right)^{2}+\left(\zeta_{2 n}+\zeta_{3 n}+\ldots\right)^{2}}} \tag{A.10}
\end{equation*}
$$

This can be expanded in the form

$$
\begin{align*}
n_{\zeta}=1 & -\frac{1}{2}\left\lfloor\left(\zeta_{2 \xi}+\zeta_{3 \xi}+\ldots\right)^{2}+\left(\zeta_{2 \eta}+\zeta_{3 n}+\ldots\right)^{2}\right\rfloor \\
& +\frac{3}{8}\left\lfloor\left(\zeta_{2 \xi}+\zeta_{3 \xi}+\ldots\right)^{2}+\left(\zeta_{2 \eta}+\zeta_{3 n}+\ldots\right)^{2}\right\rfloor^{2}+\ldots \tag{A.11}
\end{align*}
$$

From (A.6) it is clear that $\zeta_{2 \xi}$ and $\zeta_{2 \eta}$ are first order, $\zeta_{3 \xi}$ and $\zeta_{3 \eta}$ are second order, etc., so the leading terms from the first square bracket of (A.11) are second order, and the leading terms in the second square bracket are fourth order. Thus,

$$
\begin{equation*}
n_{\zeta}=1-\frac{1}{2}\left(\zeta_{2 \xi}^{2}+\zeta_{2 n}^{2}\right) \tag{A.12}
\end{equation*}
$$

is a valid three-term expansion with second (linear) term zero. More precisely.

$$
\begin{align*}
n_{\zeta} & =1-\frac{1}{2}\left\lfloor(2 P \xi+2 Q n)^{2}+(2 Q \zeta+2 R n)^{2}\right\rfloor \\
& \left.=1-2 L\left(P^{2}+Q^{2}\right) \xi^{2}+2(P Q+Q R) \xi n+\left(Q^{2}+R^{2}\right) n^{2}\right\rfloor  \tag{A.13}\\
n_{\zeta} & =1-2 \psi_{2}
\end{align*}
$$

where $\psi_{2}$ is second order. The elementary surface area $d S$ on the true pane 1 is related to the elementary area $d A=d \xi d n$ in the tangent plane by

$$
\begin{align*}
n_{\zeta} d S & =d A  \tag{A.14}\\
d S & =\left(1+2 \dot{\psi}_{2}\right) d \xi d n \tag{A.15}
\end{align*}
$$

The source density is strictly a function of surface distances along the panel. However, it can be shown that there is no difference between surface distances and $\xi$ and $\eta$ through second order. Thus it suffices to define $\sigma$ in terms of $\xi$, and $\eta$ in the form

$$
\begin{align*}
\sigma & =\sigma_{0}+\left(\sigma_{x} \xi+\sigma_{y} \eta\right)+\left(\sigma_{x x} \xi^{2}+2 \sigma_{x y} \xi \eta+\sigma_{y y} \eta^{2}\right)+\ldots \\
& =\sigma_{0}+\sigma_{1}+\sigma_{2} \tag{A.1j}
\end{align*}
$$

where $\sigma_{n}$ is $n$-th order in $\xi$ and $n$ and thus in panel dimension $t$. The coefficients in (A.16) are constants proportional to derivatives of $\sigma$ at the origin.

Thus, to three terms

$$
\begin{align*}
o d S & =\left(\sigma_{0}+\sigma_{1}+\sigma_{2}\right)\left(1+2 \psi_{2}\right) d \xi d \eta \\
& =\left(\sigma_{0}+\sigma_{1}+\sigma_{2}^{\prime}\right) d \xi d \eta \tag{A.17}
\end{align*}
$$

where

$$
\begin{equation*}
\sigma_{2}^{\prime}=\sigma_{2}+2 \psi_{2} \sigma_{0} \tag{A.18}
\end{equation*}
$$

All of the above expansions are independent of the location of the point ( $x, y, z$ ).

It remains to expand $1 / r$, which of course, does depend on $x, y, z$. It is necessary to differentiate three ranges of value of $r$ :
(a) $r \gg t$
for all $\xi, n$
(b) $r=0(t)$
for all $\xi, n$
$r \ll t$
for some $\xi, \eta$
(c)

$$
r=O(t) \quad \text { for other } \xi, \eta
$$

In other words, the ranges amount to the situations where the distance of the point ( $x, y, z$ ) from the origin of panel coordinates is, respectively large, of the order of, and small compared to the dimensions of the panel. It turns out tnat the range (b) where $r$ is of the order of the panel dimensions is the essential one. In the far-field, range (a), $1 / r$ is expanded in negative powers of $r_{0}=\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}$. The resulting expansion differs in no important way
from the usual far-field multipole expansion and thus 1 relatively easy to derive. An order-of-magnitude comparison of the expansions of ranges (a) and (b) shows that while certain terms become small faster than others as the distance $r$ increases, the expansion derived for range (b) is valid for range (a), although it is conservutive in that some retained terms could be eliminated. For points close to the panel, range (c), it is necessary to assume that they lie on a line through the origin having a finite slope with respect to the tangent plane. Under this condition the order-of-magnitude analysis of range (b) remains valid. This is just what the physics of a panel method requires in any event. Eventually, the control point of the panel is identified with the origin of panel coordinates and the above condition states that if a point approaches the surface, it does so at a control point. Since it is only at the control points that the normal velocity boundary condition is applied, approaching any other surface point would give physically meaningless results. Thus the derivation be low concentrates on range (b), which may be thought of as the effect of a panel on control points of nearby panels.

The distance $r$ can be written

$$
\begin{align*}
r^{2} & =(x-\xi)^{2}+(y-\eta)^{2}+z^{2}-2 z \zeta+\zeta^{2} \\
& =r_{f}^{2}-2 z \zeta+\zeta^{2} \tag{A.20}
\end{align*}
$$

where $r_{f}$ is the distance between $(x, y, z)$ and the point $(\xi, n, 0)$ on the flat panel (Fig. 3). Thus

$$
\begin{align*}
\frac{1}{r} & =\frac{1}{r_{f}} \frac{1}{\sqrt{1+\left(-2 z \zeta+\zeta^{2}\right) / r_{f}^{2}}}=\frac{1}{r_{f}}\left[1-\frac{1}{2} \frac{-2 z \zeta+\zeta^{2}}{r_{f}^{2}}+\frac{3}{8} \frac{4 z^{2} \zeta^{2}}{r_{f}^{4}}+\ldots\right] \\
& =\frac{1}{r_{f}}\left[1+\frac{z}{r_{f}} \frac{\zeta}{r_{f}}+\left(\frac{3}{2} \frac{z^{2}}{r_{f}^{2}}-\frac{1}{2}\right) \frac{\zeta^{2}}{r_{f}^{2}}+\ldots\right] \tag{A.21}
\end{align*}
$$

Note that $\left(z / r_{f}\right)$ is of order unity, and, since $r_{f}$ is $0(t)$, the quantity $\zeta / r_{f}$ is also $O(t)$, i.e., $O(\xi)$. If use is mace of ( $A .6$ ), the above becomes

$$
\begin{equation*}
\frac{1}{r}=\frac{1}{r_{f}}\left[1+\frac{z}{r_{f}} \frac{\zeta_{2}+\zeta_{3}+\cdots}{r_{f}}+\left(\frac{3}{z} \frac{z^{2}}{r_{f}^{2}}-\frac{1}{2}\right)\left(\frac{\zeta_{2}+\zeta_{3}+\cdots}{r_{f}}\right)^{2}\right] \tag{A.22}
\end{equation*}
$$

from which the desired three-term expansion is obtained in the form

$$
\begin{equation*}
\frac{1}{r}=\frac{1}{r_{f}}\left\{1+\frac{z}{r_{f}} \frac{\zeta_{2}}{r_{f}}+\left[\frac{z}{r_{f}} \frac{\zeta_{3}}{r_{f}}+\left(\frac{3}{2} \frac{z^{2}}{r_{f}^{2}}-\frac{1}{2}\right) \frac{\zeta_{2}^{2}}{r_{f}^{2}}\right]\right\} \tag{A.23}
\end{equation*}
$$

or, for abbreviation,

$$
\begin{equation*}
\frac{1}{r}=\frac{1}{r_{f}}\left(1+c_{1}+c_{2}\right) \tag{A.24}
\end{equation*}
$$

where $c_{n}$ is of order $n$ in $\xi$ or $n$ and thus in $t$. Now this is multiplied by (A.17) to obtain the expansion

$$
\begin{align*}
\frac{\sigma}{r} d S= & \frac{1}{r_{f}}\left(\sigma_{0}+\sigma_{1}+\sigma_{2}^{\prime}\right)\left(1+c_{1}+c_{2}\right) d A \\
= & \frac{d A}{r_{r}}\left[\sigma_{0}+\sigma_{1}+\sigma_{2}^{\prime}\right.  \tag{A.25}\\
& +c_{1} \sigma_{0}+c_{1} \sigma_{1}+c_{1} \sigma_{2}^{\prime} \\
& \left.+c_{2} \sigma_{0}+c_{2} \sigma_{1}+c_{2} \sigma_{2}^{\prime}\right]
\end{align*}
$$

The square bracket in (A.25) must be reduced to a three-term expansion using the facts that

$$
\begin{equation*}
\sigma_{0} \gg \sigma_{1} \gg \sigma_{2} \tag{A.26}
\end{equation*}
$$

and

$$
\begin{equation*}
1 \gg c_{1} \gg c_{2} \tag{A.27}
\end{equation*}
$$

The leading (lowest order) term is clearly $\sigma_{0}$ because all terms are small compared to it. Possible members of the second term are $\sigma_{1}$ and $c_{1} \sigma_{0}$ because all remaining terms are small compared to one or the other. Thus, both of these are retained in the second term, because neither can be guaranteed to be small compared to the other in all cases. The question then arises as to which of the remaining six terms of the square bracket of (A.24) need to be retained in
the third term of the expansion. Obviously, if any of these six is small compared to any other, it may be discarded. This eliminates all but $\sigma_{2}, c_{1} \sigma_{1}$ and $c_{2}{ }_{0}$. Thus, the three-term expansion of the integrand of (A.4) has the form

$$
\begin{equation*}
\frac{\sigma}{r} d S=\frac{d A}{r_{f}}\left[\sigma_{0}+\left(c_{1} \sigma_{0}+\sigma_{1}\right)+\left(c_{2} \sigma_{0}+c_{1} \sigma_{1}+\sigma_{2}^{1}\right)\right] \tag{A.28}
\end{equation*}
$$

when the abbreviations of (A.16) and (A.24) are replaced by their actual expressions, the three-term expansion of (A.4) is

$$
\begin{align*}
\phi= & \sigma_{0} \iint_{A} \frac{d A}{r_{f}}+\left[\sigma_{0} \iint_{A} z \frac{\zeta_{2}}{r_{f}^{3}} d A+\iint_{A} \frac{\sigma_{x}^{\zeta}+\sigma_{y^{n}}}{r_{f}} d A\right] \\
& +\left[\sigma_{0} \iint_{A}\left(z \frac{\zeta_{3}}{r_{f}^{3}}+\frac{3}{2} z^{2} \frac{\zeta_{2}^{2}}{r_{f}^{5}}-\frac{1}{2} \frac{\zeta_{2}^{2}}{r_{f}^{3}}\right)+\iint_{A} z \frac{\zeta_{2}}{r_{f}^{3}}\left(\sigma_{x} \xi+\sigma_{y} n\right) d A\right]  \tag{A.29}\\
& +\iint_{A} \frac{1}{r_{f}}\left[\sigma_{x x \zeta^{5}}^{2}+2 \sigma_{x y} \xi^{n}+\sigma_{y y^{n}}{ }^{2}+2\left(P^{2}+Q^{2}\right) \xi^{2}+4(P Q+Q R) \xi n\right.
\end{align*}
$$

where the integrals are over the projected flat panel. Defining the integrals,

$$
\begin{equation*}
I_{m n p}=\iint_{A} \frac{\xi^{m} n^{n}}{r_{f}^{p}} d A \tag{A.30}
\end{equation*}
$$

the three-term expansion of the potential can be written

$$
\begin{align*}
\phi= & \phi^{(0)} \sigma_{0}+\left[\phi^{(c)} \sigma_{0}+\phi^{(1 x)} \sigma_{x}+\phi^{(1 y)} \sigma_{y}\right] \\
& +\left[\phi^{(20)} \sigma_{0}+\phi^{(2 x)} \sigma_{x}+\phi^{(2 y)} \sigma_{y}+\phi^{(2 x x)} \sigma_{x x}^{\prime}+2 \varphi^{\left.(2 x y)_{\sigma_{x y}^{\prime}}+\phi^{(2 y y)} \sigma_{y y}^{\prime}\right]}\right. \tag{A.31}
\end{align*}
$$

where

$$
\begin{align*}
& \sigma_{x x}^{\prime}=\sigma_{x x}+2\left(P^{2}+Q^{2}\right) \\
& \sigma_{x y}^{\prime}=\sigma_{x y}+2(P Q+Q R)  \tag{A.32}\\
& \sigma_{y y}^{\prime}=\sigma_{y y}+2\left(Q^{2}+R^{2}\right)
\end{align*}
$$

The individual potentials in (A.30) are

$$
\begin{align*}
& \phi^{(0)}=I_{001}  \tag{A.33}\\
& \phi^{(c)}=z\left[\mathrm{PI}_{203}+2 Q \mathrm{I}_{113}+\mathrm{RI}_{023}\right]  \tag{A.34}\\
& \phi^{(1 ،)}=I_{101}  \tag{A.35}\\
& \phi^{(l y)}=I_{0.1} \\
& \phi^{(20)}=2\left[T_{30} I_{303}+T_{21} I_{123}+T_{12} T_{123}+T_{03} I_{033}\right] \\
& +\frac{3}{2} z^{2}\left[P_{2} I_{405}+4 P_{1} I_{315}+\left(2 P R+4 Q^{2}\right) I_{225}+4 Q R I_{135}+R^{2} I_{045}\right] \\
& -\frac{1}{2}\left[P^{2} I_{403}+4 P_{Q I} I_{13}+\left(2 P R+4 Q^{2}\right) I_{223}+4 Q R I_{133}+R^{2} I_{043}\right]  \tag{A.36}\\
& \phi^{(2 x)}=z\left[\mathrm{PI}_{303}+2 \mathrm{QI}_{213}+\mathrm{RI}_{123}\right]  \tag{A.37}\\
& \phi^{(2 x)}=2\left[\mathrm{PI}_{213}+2 \mathrm{QI}{ }_{123}+\mathrm{RI}_{033}\right] \\
& \phi^{(2 x x)}=I_{201} \\
& \phi^{(2 x y)}=I_{111}  \tag{A.38}\\
& \phi^{(2 y y)}=I_{021}
\end{align*}
$$

The first term of (A.31), $\phi^{(0)} \sigma_{0}$, corresponds to a flat panel with a constant source density. This is, of course, the term used in the first-order method. The second term of (A.31) contains the second derivatives $P, Q$ and $R$, of the surface shape but no higher derivatives and first derivatives of the source density but no higher derivatives. Thus the second term of (A.31) corresponds to a paraboloidal panel shape with a linearly varying source density. The third term of (A.31) contains all the preceding quantities and also the third
derivatives of the surface shape and the second derivatives of the source density: a cubic panel with a quadratic source density.

The equations above illustrate the fact that succeeding terms in the expansion for the potential of a panel increase rapidly ir complexity. A single first term is followed by a second term containing five individual parts, each with its own integral of the form, Eq. (A.30). The third term contains 23 individual parts which together involve 17 different integrals of the form of Eq. (A.30). The great increase in complexity associated with retaining the third term of (A.31) appears to be unjustified at this time. Accordingly, the higher-order method accounts for the source density effect by considering the first two terms in Eq. (A.31). This is the approach that has previously been followed in the two-dimensional and axisymetric higher-order methods (Refs. 17 and 18).

AFPENDIX B
gENERATION OF PANEL GEOMETRIC qUANTITIES BY MEANS OF BICUBIC SPLINES

Very elaborate geometry fitting procedures based on parametric bicubic splines have been developed at Douglas Aircraft Company over many years. A description of this technique is beyond the scope of the present report. A survey is contained in Ref. 19. In the present application the method is considered a "black box," although several minor changes had to be made.

The points defining the body are input in the usual way. Each panel is fitted by a bicubic surface in terms of two parameters, $u$ and $v$, that vary from 0 to 1 over the panel. (The panel is the unit square in parameter space.) This permits the well-known procedures of Ref. 20 to be used as follows.

Let a point, $(x, y, z)$, of the panel be represented as a vector

$$
\begin{equation*}
\vec{x}=\vec{x} i+\vec{y} j+\vec{z} k \tag{B.1}
\end{equation*}
$$

The parametric cubic fit then yields

$$
\begin{equation*}
\vec{x}=\vec{x}(u, v) \tag{B.2}
\end{equation*}
$$

These expressions may be differentiated analytically to give

$$
\begin{equation*}
\vec{x}_{u}, \quad \vec{x}_{v}, \quad \vec{x}_{u u}, \quad \vec{x}_{u v}, \quad \vec{x}_{v v} \tag{B.3}
\end{equation*}
$$

as functions of $u$ and $v$. The vectors $\vec{x}_{u}$ and $x_{v}{ }^{*}$ are tangent to the curves, $v=$ constant and $u=$ constant, respectively, and thus lie in the surface although they are not perpendicular.

The point corresponding to $u=v=1 / 2$ is in the "center" of the panel in some sense. It is selected as the control point and origin of coordinates of the flat projected pane1. The derivatives of Eq. (B.3) are evaluated there, and in all that follows $\vec{x}$ and its derivatives are assumed to be those at $u=v=1 / 2$.

The unit normal vector to the panel, which is also the unit vector along the $\zeta$ axis of panel coordinates is

$$
\begin{equation*}
\vec{n}=\vec{k}_{e}= \pm \frac{\vec{x}_{u} \times \vec{x}_{v}}{\left|\vec{x}_{u} \times \vec{x}_{v}\right|} \tag{B.4}
\end{equation*}
$$

where the sign is selected te give an outward normal. The unit vector along the $\xi$ axis of panel coordinates is taken tangent to the $v=$ constant curve which nearly parallels the N-lines,

$$
\begin{equation*}
\stackrel{\rightharpoonup}{i}_{e}=\frac{\vec{x}_{u}}{\left|\vec{x}_{u}\right|} \tag{B.5}
\end{equation*}
$$

Thus the unit vector along the $\eta$ axis of panel coordinates is

$$
\begin{equation*}
\dot{J}_{e}=\vec{R}_{e} \times \dot{t}_{e} \tag{B.6}
\end{equation*}
$$

The components of the three unit vectors thus obtained comprise the transformation matrix.

Now define

$$
\begin{equation*}
h=u-1 / 2, \quad k=v-1 / 2 \tag{B.7}
\end{equation*}
$$

and consider the Maclaurin series for $\xi, \eta$ and $\zeta$ in terms of $h$ and $k$. They have the form

$$
\begin{align*}
& \xi=A h+B k+(\text { second order }) \\
& n=C h+D k+(\text { second order })  \tag{B.8}\\
& \zeta=1 / 2\left(e h^{2}+2 f h k+g k^{2}\right)+(\text { third order })
\end{align*}
$$

There are not constant terms in (B.8), because the origin of panel coordinates corresponds to $h=k=0$. Furthermore, since the 5 n plane is tangent to the surface at the origin ( $\vec{k}_{e}$ is the normal vector), the series for $\zeta$ has no linear terms. Reference $\mathbf{2 0}$ gives the coefficients of Eqs. (B.8) as

$$
\begin{equation*}
A=\vec{x}_{u} \cdot \vec{t}_{e} \quad B=\vec{x}_{v} \cdot \overrightarrow{1}_{e} \tag{B.9}
\end{equation*}
$$

$$
\begin{array}{cc}
C=\vec{x}_{u} \cdot \vec{j}_{e}=0 & D=\vec{x}_{v} \cdot \vec{j}_{e} \\
e=\vec{x}_{u u} \cdot \vec{n} \quad f=\vec{x}_{u v} \cdot \vec{n} \quad g=\vec{x}_{v v} \cdot \vec{n} \tag{B.10}
\end{array}
$$

The first two of Eqs. (B.8) may be inverted to give

$$
\begin{align*}
& h=a \xi+h \eta+(\text { second order })  \tag{B.11}\\
& k=c \xi+d \eta+(\text { second order })
\end{align*}
$$

where
$a=\frac{D}{\Delta}$,
$b=-\frac{B}{\Delta}$,
$c=\frac{C}{\Delta}$,
$d=\frac{A}{\Delta}$

$$
\begin{equation*}
\Delta=A D-B C \tag{B.12}
\end{equation*}
$$

Equation (B.12) may be inserted into the third equation of (B.8) to give the desired form

$$
\begin{equation*}
\zeta=P \xi^{2}+2 Q \xi n+R \eta^{2} \tag{B.13}
\end{equation*}
$$

The resuit is

$$
\begin{align*}
& P=1 / 2\left[e a^{2}+2 f a c+g c^{2}\right] \\
& Q=1 / 2[e a b+f(a d+b c)+g c d]  \tag{B.14}\\
& R=1 / 2\left[e b+2 f b d+g d^{2}\right]
\end{align*}
$$

For generality $c$ has been included in Eq. (B.14), but in the present application it is zero, which simplifies (B.14).

It remains to compute corner points in panel coordinates. The four input points bounding the pane 1 are transformed into panel coordinates to obtain $\left(\xi_{k}^{*}, n_{k}^{*}, \zeta_{k}^{*}\right), k=1,2,3,4$. They are projected into the plane by simply ignoring $\zeta_{k}^{*}$. Next the side between points 1 and 2 is rotated to make $\eta_{1}=\eta_{2}$. The midpoint and length of the side are, respectively,

$$
\begin{gather*}
\bar{\xi}=\frac{1}{2}\left(\xi_{\cdot 1}^{\star}+\xi_{2}^{\star}\right), \quad \bar{n}=\frac{1}{2}\left(n_{1}^{\star}+n_{2}^{\star}\right)  \tag{B.15}\\
d=\sqrt{\left(\xi_{1}^{\star}-\xi_{2}^{\star}\right)^{2}+\left(n_{1}^{\star}-n_{2}^{\star}\right)^{2}}
\end{gather*}
$$

Then the final corner point coordinates are

$$
\begin{align*}
& n_{1}=n_{2}=\bar{n} \\
& \xi_{1}=\bar{\xi}-\frac{d}{2}  \tag{B.16}\\
& \xi_{2}=\bar{\xi}+\frac{d}{2}
\end{align*}
$$

A similar calculation is performed for the side between the points 3 and 4.

It should be noted that the underlying parametric cubic geometry routine uses the surrounding input points to generate the fit to a panel. The routine considers only points on the same section, and thus slightly different results can be obtained depending on how the body is sectioned. For fitting purposes, the wake is considered a separate section, so that the routine does not try to fit around the trailing edge. On the semi-infinite last-wake panel the derivatives $P$ and $Q$ are set equal to zero, so that the panel has straight generators in the stream direction, but $R$, the spanwise second derivative, may be nonzero.

## APPENDIX C

area moments of a panel

The nomalized moments of the area of the tangent panel are required. These are defined by

$$
\begin{equation*}
I_{n m}=\frac{1}{t^{n+m+2}} \iint_{A} \xi^{n} n^{m} d \xi d n \tag{C.1}
\end{equation*}
$$

where the region of integration is the area of the panel. For example, $t^{2} I_{n}$ is the area $t^{4} I_{20}, t^{4} I_{11}, t^{4} I_{02}$ are the moments of inertia or second moments. The order of a moment is the sum of its subscripts $n+m$. There are two firstorder moments, three second-order, four third-order, and five fourth-order. The present method uses up through fourth order. The noments are calculated by a straightforward but rather lengthy set of formulas.

First, normalize the corner point coordinates by the maximum diagonal,

$$
\begin{equation*}
\dot{\xi}_{k}=\xi_{k} / t, \quad \dot{\eta}_{k}=\xi_{k} / t, \quad k=1,2,3,4 \tag{C.2}
\end{equation*}
$$

Now the normalized moment may be defined in terms of certain auxiliary functions

$$
\begin{align*}
I_{n m}=-1_{n m}^{(32)}+1_{n m}^{(41)}+\frac{1}{(m+1)(n+1)} & \stackrel{\bullet}{n}_{1}^{n+1}\left(\dot{\xi}_{2}^{n+1}-\dot{\xi}_{1}^{n+1}\right) \\
& \left.+i_{3}^{\bullet m+1}\left(\dot{\xi}_{4}^{n+1}-\dot{\xi}_{3}^{n+1}\right)\right] \tag{C.3}
\end{align*}
$$

The auxiliary function I 32 ) is as follows:

$$
\begin{align*}
\text { If }|n 32| & >1: \\
I_{n m}^{(32)}= & \frac{1}{(m+1)(n+1)}\left[\dot{\xi}^{n+1 \cdot m+1}\right]_{3}^{2} \\
& -\frac{1}{(n+1)(n+2)} \frac{1}{m_{32}}\left[\dot{\xi}^{n+2 \cdot m}\right]_{3}^{2} \\
& +\frac{n}{(n+1)(n+2)(n+3)} \frac{1}{m_{32}^{2}}\left[\xi^{n+3 \cdot n-1}\right]_{3}^{2} \tag{C.1}
\end{align*}
$$

$$
\begin{aligned}
& -\frac{n(m-1)}{(n+1)(n+?)(n+3)(n+1)} \frac{1}{r_{32}^{3}}\left[\xi^{n+4} m^{m-2}\right]_{3}^{2} \\
& +\frac{m(m-1)(m-2)}{(n+1)(n+7)(n+3)(n+4)(n+5)} \frac{1}{m_{32}^{4}}\left[\dot{\xi}^{n+5} n_{n}^{n-3}\right]_{3}^{2} \\
& -\frac{m(n-1)(m-2)(m-3)}{(n+1)(n+2)(n+3)(n+4)(n+5)(n+6)} \frac{1}{n_{3}^{5}}\left[\dot{\xi}^{n+6} n_{n}^{n-4}\right]_{3}^{2}
\end{aligned}
$$

If $|m 32| \leq 1:$

$$
\begin{align*}
I_{n m}^{(32)=} & \frac{1}{(m+1)(m+2) m_{32}\left[\xi^{n} n_{n}^{n+2}\right]_{3}^{2}} \\
& -\frac{n}{(m+1)(m+2)(m+3) m_{32}^{2}\left[\xi^{n-1} \cdot n^{m+3}\right]_{3}^{2}} \\
& +\frac{n(n-1)}{(m+1)(m+2)(m+3)(m+4)} m_{32}^{3}\left[\xi^{n-2 \cdot m+4}\right]_{3}^{2}  \tag{C.5}\\
& -\frac{n(n-1)(n-2)}{(m+1)(m+2)(m+3)(m+4)(m+5)} m_{32}^{4}\left[\dot{\xi}^{\left.n-3 \cdot n_{n}^{m+5}\right]_{3}^{?}}\right. \\
& +\frac{n(n-1)(n-2)(n-3)}{(m+1)(m+2)(m+3)(m+4)(m+5)(m+6)} m_{32}^{5}\left[\xi_{n}^{n-4 \cdot n+6}\right]_{3}^{?}
\end{align*}
$$

where the bracketed symbols are defined by
(The superscripts in the above equations denote simple povers of the quantities except for the bracketed doubie superscript (32), which denotes the side of the quadrilateral.) It is clear from the above that the calculation of $I_{n \pi}^{(32)}$ requires $m+2$ terms of Eq. (C.4) or $n+1$ terms of Eq. (C.5). The calculation is simply terminated at this number of terms. The auxiliary function $I_{\mathrm{nm}}^{(41)}$ is obtained from the above by an obvious substitution of subscripts.

## APPENDIX D

## NEAR-FIELD SOUPCE FORMULAS

If $r_{0} / t<\rho_{2}$, the near field formulas are used to compute induced velocities. The calculation starts with the element coordinates $x, y, z$ of the field point and the geometric quantities associated with the element that are discussed in Section 2.3.

Preliminary quantities to be calculated are:

$$
\begin{array}{ll}
r_{k}=\sqrt{\left(x-\xi_{k}\right)^{2}+\left(y-\eta_{k}\right)^{2}+z^{2}}, & k=1,2,3,4 \\
a_{k}=\frac{x-\xi_{k}}{r_{k}}, \quad B_{k}=\frac{y-\eta_{k}}{r_{k}}, \quad r_{k}=\frac{z}{r_{k}} & k=1,2,3,4 \\
p_{k}^{(32)}=m_{32}\left[z^{2}+\left(y-r_{k}\right)^{2}\right]-\left(x-\xi_{k}\right)\left(y-\eta_{k}\right), & k=3 \text { or } 2 \\
p_{k}^{(41)}=m_{41}\left[z^{2}+\left(y-\eta_{k}\right)^{2}\right]-\left(x-\xi_{k}\right)\left(y-\eta_{k}\right), & k=4 \text { or } 1
\end{array}
$$

The basic functions are
$L^{(m n)}=\log \frac{r_{m}+r_{n}-d_{m n}}{r_{m}+r_{n}+d_{m n}} \quad m, n$ consecutive, i.e., $m n=12,32,34$ or 41
and

$$
\begin{array}{ll}
T_{k}^{(32)}=\tan ^{-1}\left[\frac{p_{k}^{(32)}}{2 r_{k}}\right], & k=3 \text { or } 2  \tag{D.4}\\
T_{k}^{(41)}=\tan ^{-1}\left[\frac{p_{k}^{(41)}}{2 r_{k}}\right], & k=4 \text { or } 1
\end{array}
$$

Also needed are derivatives of the T's and L's. The derivatives of $T_{k}^{(32)}$ are

$$
\frac{\partial T_{k}^{(32)}}{\partial x}=-\frac{z\left(r_{k}^{2} \beta_{k}+p_{k}^{(32)} \alpha_{k}\right)}{D_{k}^{(32)}}
$$

$$
\begin{align*}
& \frac{\partial T_{k}^{(32)}}{\partial y}=\frac{2\left[\left(2 m_{32} \beta_{k}-\alpha_{k}\right) r_{k}^{?}-p_{k}^{(32)} \beta_{k}\right]}{D_{k}^{(32)}} \\
& \frac{\partial T_{k}^{(32)}}{\partial z}=\frac{2 m_{32} z^{2} r_{k}-p_{k}^{(32)}\left(r_{k}+z r_{k}\right)}{D_{k}^{(32)}} \\
& D_{k}^{(32)}=z^{2} r_{k}^{2}+\left[p_{k}^{(32)}\right]^{?}
\end{align*}
$$

There is an analogous set of formulas for the derivatives of $T_{k}^{(41)}$. The derivatives of $L^{(n n)}$ are

$$
\begin{gather*}
\frac{\partial L}{\partial x}(m n)=D_{m n}\left(\alpha_{m}+\alpha_{n}\right), \quad \frac{\partial L(m n)}{\partial y}=D_{m n}\left(\beta_{m}+\beta_{n}\right), \quad \frac{\partial L^{(m n)}}{\partial z}=D_{m n}\left(r_{m}+\gamma_{n}\right), \\
D_{m n}=\frac{2 \alpha_{m n}}{\left(r_{m}+r_{n}\right)^{2}-d_{m n}^{2}}  \tag{D.6}\\
m n=12,32,34,41
\end{gather*}
$$

The flat-panel constant-source velocities are

$$
\begin{align*}
& v_{x}^{(0)}=-\frac{1}{S_{32}} L^{(32)}+\frac{1}{S_{41}} L^{(41)} \\
& v_{y}^{(0)}=-L^{(12)}+L^{(34)}+\frac{m_{32}}{S_{32}} L^{(32)}-\frac{m_{41}}{S_{41}} L^{(41)}  \tag{D.7}\\
& v_{z}^{(0)}=-T_{2}^{(32)}+T_{3}^{(32)}+T_{1}^{(41)}-T_{4}^{(41)}
\end{align*}
$$

Referring again to Appendix $A$, it can be seen that the integrals $I_{m n p}$ of Eq. (A.30) are source potentials if $p=1$ and, when multiplied by $z$, are dipole potentials if $p=3$. Specifically if $\phi_{\operatorname{mn}}$ represents the potential of a dipole distribution $\mu=\xi^{m} n^{n}$ on the panel, then

$$
\begin{equation*}
\phi_{m n}=z I_{m n 3} \tag{D.8}
\end{equation*}
$$

It turns out that the higher-order source terms for a panel are expressible in terms of derivatives of the dipole potentials, Eq. (D.8), and the derivatives of the source velocities, Eq. (D.7).

Only the derivatives of $V_{x}$ and $V_{y}$ are needed (since $V_{z}=\phi_{00}$, its derivatives are exactly a potential derivative). The derivatives of $V_{x}$ and $V_{y}$ are

$$
\begin{align*}
& \frac{\partial V_{x}^{(0)}}{\partial x}=-\frac{1}{S_{32}} \frac{\partial L^{(32)}}{\partial x}+\frac{1}{S_{41}} \frac{\partial L^{(41)}}{\partial x} \\
& \frac{\partial V_{x}^{(0)}}{\partial y}=-\frac{1}{S_{32}} \frac{\partial L^{(32)}}{\partial y}+\frac{1}{S_{41}} \frac{\partial L^{(41)}}{\partial y} \\
& \frac{\partial V_{x}^{(0)}}{\partial z}=-\frac{1}{S_{32}} \frac{\partial L^{(32)}}{\partial z}+\frac{1}{S_{41}} \frac{\partial L^{(41)}}{\partial z}  \tag{D.9}\\
& \frac{\partial V_{y}^{(0)}}{\partial x}=-\frac{\partial L^{(12)}}{\partial x}+\frac{\partial L^{(34)}}{\partial x}+\frac{m_{32}}{S_{32}} \frac{\partial L^{(32)}}{\partial x}-\frac{m_{41}}{S_{41}} \frac{\partial L^{(41)}}{\partial x} \\
& \frac{\partial V_{y}^{(0)}}{\partial y}=-\frac{\partial L^{(12)}}{\partial y}+\frac{\partial L^{(34)}}{\partial y}+\frac{m_{32}}{S_{32}} \frac{\partial L^{(32)}}{\partial y}-\frac{m_{41}}{S_{41}} \frac{\partial L^{(41)}}{\partial y} \\
& \partial V_{y}^{(0)} \\
& \frac{\partial z}{\partial z}=-\frac{\partial L^{(12)}}{\partial z}+\frac{\partial L^{(34)}}{\partial z}+\frac{m_{32}}{S_{32}} \frac{\partial L^{(32)}}{\partial z}-\frac{m_{41}}{S_{41}} \frac{\partial L^{(41)}}{\partial z}
\end{align*}
$$

Now the potential derivatives are as follows.

$$
\begin{align*}
& \frac{\partial \phi_{00}}{\partial x}=-\frac{\partial T_{2}^{(32)}}{\partial x}+\frac{\partial T_{3}^{(32)}}{\partial x}+\frac{\partial T_{1}^{(41)}}{\partial x}-\frac{\partial T_{4}^{(41)}}{\partial x} \\
& \frac{\partial \phi_{00}}{\partial y}=-\frac{\partial T_{2}^{(32)}}{\partial y}+\frac{\partial T_{3}^{(32)}}{\partial y}+\frac{\partial T_{1}^{(41)}}{\partial y}-\frac{\partial T_{4}^{(41)}}{\partial y}  \tag{D.10}\\
& \frac{\partial \phi_{00}}{\partial z}=-\frac{\partial T_{2}^{(32)}}{\partial z}+\frac{\partial T_{3}^{(32)}}{\partial z}+\frac{\partial T_{1}^{(41)}}{\partial z}-\frac{\partial T_{4}^{(41)}}{\partial z}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial \phi_{01}}{\partial x}=-z \frac{\partial V_{y}^{(0)}}{\partial x}+y \frac{\partial \Phi_{00}}{\partial x} \\
& \frac{\partial \phi_{01}}{\partial y}=-z \frac{\partial V_{y}^{(0)}}{\partial y}+y \frac{\partial \phi_{00}}{\partial y}+V_{z} \text { (source) }  \tag{0.11}\\
& \frac{\partial \phi_{01}}{\partial z}=-z \frac{\partial V_{y}^{(0)}}{\partial z}+y \frac{\partial \phi_{00}}{\partial z}-V_{y} \text { (source) } \\
& \frac{\partial \phi_{10}}{\partial x}=-z \frac{\partial V_{x}^{(0)}}{\partial x}+x \frac{\partial \phi_{00}}{\partial x}+V_{z} \text { (source) } \\
& \frac{\partial \phi_{10}}{\partial y}=-z \frac{\partial V_{x}^{(0)}}{\partial y}+x \frac{\partial \phi_{00}}{\partial y}  \tag{0.12}\\
& \frac{\partial \phi_{10}}{\partial z}=-z \frac{\partial V_{x}^{(0)}}{\partial z}+x \frac{\partial \phi_{00}}{\partial z}-V_{x} \text { (source) }
\end{align*}
$$

Now define

$$
\begin{align*}
& J_{11}= \frac{r_{3}-r_{2}}{s_{32}^{2}}+\frac{r_{1}-r_{4}}{s_{41}^{2}}+\frac{m_{32}}{s_{32}^{3}}\left(x-m_{32} y-b_{32}\right) L^{(32)} \\
&-\frac{m_{41}}{s_{41}^{3}}\left(x-m_{41} y-b_{41}\right) L^{(41)}  \tag{0.13}\\
& \begin{aligned}
\frac{\partial J_{11}}{\partial x}= & \frac{\alpha_{3}-\alpha_{2}}{s_{32}^{2}}+\frac{m_{32}}{s_{32}^{3}} L^{(32)}+\frac{m_{32}}{s_{32}^{3}}\left(x-m_{32} y-b_{32}\right) \frac{\partial L^{(32)}}{\partial x} \\
& +\frac{\alpha_{1}-\alpha_{4}}{s_{41}^{2}}-\frac{m_{41}}{s_{41}^{3}} L^{(41)}-\frac{m_{41}}{s_{41}^{3}}\left(x-m_{41} y-b_{41}\right) \frac{\partial L^{(41)}}{\partial x} \\
\frac{\partial J_{11}}{\partial y} & =\frac{\beta_{3}-\beta_{2}}{s_{32}^{2}}-\frac{m_{32}^{2}}{s_{32}^{3}} L^{(32)}+\frac{m_{32}}{s_{32}^{3}}\left(x-m_{32} y-b_{32}\right) \frac{\partial L^{(32)}}{\partial y} \\
& +\frac{\beta_{1}-\beta_{4}}{s_{41}^{2}}+\frac{m_{41}^{2}}{s_{41}^{3}} L^{(41)}-\frac{m_{41}}{s_{41}^{3}}\left(x-m_{41} y-b_{41}\right) \frac{\partial L^{\prime}(41)}{\partial y}
\end{aligned}
\end{align*}
$$

$$
\begin{aligned}
& \frac{{ }^{\partial J} 11}{\partial z}=\frac{r_{3}-r_{2}}{s_{32}^{2}} \quad+\frac{m_{32}}{S_{32}^{3}}\left(x-m_{32} y-b_{32}\right) \frac{\partial L^{(32)}}{\partial z} \\
& +\frac{\gamma_{i}-\gamma_{4}}{s_{41}^{2}} \quad-\frac{m_{41}}{s_{41}^{3}}\left(x-m_{41} y-b_{41}\right) \frac{\partial L^{(41)}}{\partial z}
\end{aligned}
$$

Using the above

$$
\begin{align*}
& v_{x}^{(Q)}=-\left[z \frac{\partial \mathrm{~J} 11}{\partial x}+x \frac{\partial \phi_{01}}{\partial x}+y \frac{\partial \phi_{10}}{\partial x}-x y \frac{\partial \phi_{00}}{\partial x}-z v_{y}^{(0)}\right] \\
& v_{y}^{(0)}=-\left[z \frac{\partial J_{11}}{\partial y}+x \frac{\partial \phi_{01}}{\partial y}+y \frac{\partial \phi_{10}}{\partial y}-x y \frac{\partial \phi_{00}}{\partial y}-z v_{x}^{(0)}\right]  \tag{0.15}\\
& v_{z}^{(Q)}=-\left[z \frac{\partial J_{11}}{\partial z}+x \frac{\partial \phi_{01}}{\partial z}+y \frac{\partial \phi_{10}}{\partial z}-x y \frac{\partial \phi_{00}}{\partial z}+J_{11}\right]
\end{align*}
$$

Also define

$$
\begin{align*}
H_{02}= & m_{32} \frac{r_{2}-r_{3}}{s_{32}^{2}}+m_{41} \frac{r_{4}-r_{1}}{s_{41}^{2}}+\frac{1}{s_{32}^{3}}\left(x-m_{32} y-b_{32}\right) L^{(32)} \\
& -\frac{1}{s_{41}^{3}}\left(x-m_{41} y-b_{41}\right) L^{(41)}  \tag{0.16}\\
\frac{\partial H_{02}}{\partial x}= & \frac{m_{32}}{s_{32}^{2}}\left(\alpha_{2}-\alpha_{3}\right)+\frac{1}{s_{32}^{3}} L^{(32)}+\frac{\left(x-m_{32} y-b_{32}\right)}{s_{32}^{3}} \frac{\partial L^{(32)}}{\partial x} \\
& +\frac{m_{41}}{s_{41}^{2}}\left(\alpha_{4}-\alpha_{1}\right)-\frac{1}{s_{41}^{3}} L^{(41)}-\frac{\left(x-m_{41} y-b_{41}\right)}{s_{41}^{3}} \frac{\partial L^{(41)}}{\partial x} \\
\frac{\partial H_{02}}{\partial y}= & \frac{m_{32}}{s_{32}^{2}}\left(\beta_{2}-\beta_{3}^{\prime}-\frac{m_{32}}{s_{32}^{3} L}(32)+\frac{\left(x-m_{32} y-b_{32}\right)}{s_{32}^{3}} \frac{\partial L}{(32)}\right. \\
& +\frac{m_{41}}{s_{41}^{2}}\left(\beta_{4}-\beta_{1}\right)+\frac{m_{41}}{s_{3}^{3}} L^{(41)}+\frac{\left(x-m_{41} y-b_{41}\right)}{s_{41}^{3}} \frac{\partial L^{(41)}}{\partial y} \tag{D.17}
\end{align*}
$$

$$
\begin{aligned}
\frac{\partial H_{02}}{\partial z}= & \frac{m_{32}}{s_{32}^{2}}\left(\gamma_{2}-\gamma_{3}\right) \\
& +\frac{\left(x-m_{32} y-b_{32}\right)}{s_{32}^{3}} \frac{\partial L}{(32)} \\
& +\frac{m_{41}}{s_{41}^{2}}\left(\gamma_{4}-\gamma_{1}\right)
\end{aligned}
$$

Using the above

$$
\begin{align*}
& v_{x}^{(R)}=-\left[z \frac{\partial H_{02}}{\partial x}+2 y \frac{\partial \phi_{01}}{\partial x}-\left(y^{2}+z^{2}\right) \frac{\partial \phi_{00}}{\partial x}\right] \\
& v_{y}^{(R)}=-\left[z \frac{\partial H_{02}}{\partial y}+2 y \frac{\partial \phi_{01}}{\partial y}-\left(y^{2}+z^{2}\right) \frac{\partial \phi_{00}}{\partial y}-2 z v_{y}^{(0)}\right]  \tag{D.18}\\
& v_{z}^{(R)}=-\left[z \frac{\partial H_{02}}{\partial z}+2 y \frac{\partial \phi_{01}}{\partial z}-\left(y^{2}+z^{2}\right) \frac{\partial \phi_{00}}{\partial z}-2 z v_{z}^{(0)}\right]
\end{align*}
$$

Finally, define

$$
\begin{align*}
& J_{02}=H_{02}-z V_{z}^{(0)} \\
& J_{20}=\phi^{(0)}-H_{02} \tag{0.19}
\end{align*}
$$

$$
\begin{gather*}
\frac{\partial J_{20}}{\partial x}=-v_{x}^{(0)}-\frac{\partial H_{02}}{\partial x}, \quad \frac{\partial J_{20}}{\partial y}=-v_{y}^{(0)}-\frac{\partial H_{02}}{\partial y}  \tag{0.20}\\
\frac{\partial J_{20}}{\partial z}=-v_{z}^{(0)}-\frac{\partial H_{02}}{\partial z},
\end{gather*}
$$

where

$$
\begin{align*}
\phi^{(0)}= & \left(y-\eta_{1}\right)^{(12)}+\frac{\left(x-\xi_{2}\right)-m_{32}\left(y-\eta_{2}\right)}{S_{32}} L^{(32)}  \tag{0.21}\\
& -\left(y-n_{3}\right) L^{(34)}-\frac{\left(x-\xi_{4}\right)-m_{41}\left(y-n_{4}\right)}{S_{41}} L^{(41)}-2 V_{z}^{(0)}
\end{align*}
$$

Using the above

$$
v_{x}^{(\rho)}=-\left\lceil z \frac{\partial J_{20}}{\partial x}+2 x \frac{\partial \phi_{10}}{\partial x}-x^{2} \frac{\partial \phi_{00}}{\partial x}-2 z v_{x}^{(0)}\right]
$$

$$
\begin{align*}
& v_{y}^{(P)}=-\left[z \frac{\partial J_{20}}{\partial y}+2 x \frac{\partial \phi_{10}}{\partial y}-x^{2} \frac{\partial \phi_{00}}{\partial y}\right]  \tag{D.22}\\
& v_{z}^{(P)}=-\left[z \frac{\partial J_{20}}{\partial z}+2 x \frac{\partial \phi_{10}}{\partial z}-x^{2} \frac{\partial \phi_{00}}{\partial z}+J_{20}\right] \\
& V_{x}^{(1 x)}=x V_{x}^{(0)}-J_{20} \\
& V_{y}^{(1 x)}=x V_{y}^{(0)}-J_{11}  \tag{0.22}\\
& V_{z}^{(1 x)}=x V_{z}^{(0)}-z V_{x}^{(0)} \\
& V_{x}^{(1 y)}=y V_{x}^{(0)}-J_{11} \\
& V_{y}^{(1 y)}=y V_{y}^{(0)}-J_{02}  \tag{D.23}\\
& V_{z}^{(1 y)}=y V_{z}^{(0)}-z V_{y}^{(0)}
\end{align*}
$$

## APPENDIX E <br> INTERMEDIATE-FIELD SOURCE FORMULAS

If

$$
\begin{equation*}
\rho_{1}>r_{0} / t>\rho_{2} \tag{ELl}
\end{equation*}
$$

the intermediate-field formulas are used.
First define direction cosines

$$
\begin{equation*}
\alpha=\frac{x}{r_{0}}, \quad \beta=\frac{y}{r_{0}}, \quad \gamma=\frac{z}{r_{0}} \tag{E.2}
\end{equation*}
$$

Next define certain "derivative functions" as follows:
First Order:

$$
\begin{equation*}
u_{x}=-\alpha, \quad u_{y}=-\beta, \quad u_{z}=-\gamma \tag{E.3}
\end{equation*}
$$

Second Order:

$$
\begin{array}{lll}
u_{x x}=3 \alpha^{2}-1, & u_{x y}=3 \alpha \beta, & u_{y y}=3 \beta^{2}-1  \tag{E.4}\\
u_{x z}=3 \alpha \gamma, & u_{y z}=3 \beta \gamma, & u_{z z}=3 \gamma^{2}-1
\end{array}
$$

Third Order:

$$
\begin{array}{lll}
u_{x x x}=3 \alpha\left(3-5 \alpha^{2}\right), & u_{x x y}=3 \beta\left(1-5 \alpha^{2}\right), & u_{x x z}=3 \gamma\left(1-5 \alpha^{2}\right) \\
u_{x y y}=3 \alpha\left(1-5 \beta^{2}\right), & u_{x y z}=-15 \alpha \beta \gamma, & u_{x z z}=3 \alpha\left(1-5 \gamma^{2}\right) \\
u_{y y y}=3 \beta\left(3-5 \beta^{2}\right), & \left.u_{y y z}=3 ; 11-5 \beta^{2}\right), & u_{y z z}=3 \beta\left(1-5 \gamma^{2}\right)
\end{array}
$$

Fourth Order:

$$
\begin{aligned}
& u_{x x x x}=9-90 \alpha^{2}+105 \alpha^{4} \\
& u_{x x x y}=15 \alpha \beta\left(7 \alpha^{2}-3\right)
\end{aligned}
$$

$$
\begin{align*}
& u_{x x x z}=15 \alpha \gamma\left(7 \alpha^{2}-3\right) \\
& u_{x x y y}=3-15\left(\alpha^{2}+\beta^{2}\right)+105 \alpha^{2} \beta^{2} \\
& u_{x x y z}=15 \beta \gamma\left(7 \alpha^{2}-1\right) \\
& u_{x x z z}=3-15\left(\alpha^{2}+\gamma^{2}\right)+105 \alpha^{2} \gamma^{2}  \tag{E.6}\\
& u_{x y y y}=15 \alpha \beta\left(7 \beta^{2}-3\right) \\
& u_{x y y z}=15 \alpha \gamma\left(7 \beta^{2}-1\right) \\
& u_{x y z z}=15 \alpha \beta\left(7 \gamma^{2}-1\right) \\
& u_{y y y y}=9-90 \beta^{2}+105 \beta^{4} \\
& u_{y y y z}=15 \beta \gamma\left(7 \beta^{2}-3\right) \\
& u_{y y z z}=3-15\left(\beta^{2}+\gamma^{2}\right)+105 \beta^{2} \gamma^{2}
\end{align*}
$$

The source velocity components are:

$$
\begin{aligned}
& v_{x}^{(0)}=\frac{t^{2}}{r_{0}^{2}}\left\{-I_{00} u_{x}+\left(\frac{t}{r_{0}}\right)\left[I_{10} u_{x x}-\frac{1}{2} I_{01} u_{x y}\right]-\frac{1}{2}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{20} u_{x x x}+2 I_{11} u_{x x y}\right.\right. \\
& +\mathrm{I}_{02}{ }^{\mathrm{xyy}}{ }^{\mathrm{J}} \text { \} } \\
& V_{y}^{(0)}=\frac{t^{2}}{r_{0}^{2}}\left\{-I_{00} u_{y}+\left(\frac{t}{r_{0}}\right)\left[I_{10} u_{x y}+I_{01} u_{y y}\right]-\frac{1}{2}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{20} u_{x x y}+2 I_{11} u_{x y y}\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& v_{z}^{(0)}=\frac{t^{2}}{r_{0}^{2}}\left\{-I_{00} u_{z}+\left(\frac{t}{r_{0}}\right)\left[1_{10} u_{x z}+I_{01} u_{y z}\right]-\frac{1}{2}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{20} u_{x x z}+21_{11} u_{x y z}\right.\right. \\
& +\mathrm{I}_{02 \mathrm{~L}}^{\mathrm{yyz}}{ }^{\mathrm{J}} \text { \} }
\end{aligned}
$$

$$
\begin{aligned}
& v_{x}^{(Q)}=\frac{t^{4}}{r_{0}^{3}}\left\{I_{11} u_{x z}-\left(\frac{t}{r_{0}}\right)\left[I_{21} u_{x x z}+I_{12} u_{x y z}\right]+\frac{1}{2}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{31} u_{x x x z}+2 I_{22} u_{x x y z}+I_{13} u_{x y y z}\right]\right\} \\
& v_{y}^{(Q)}=\frac{t^{4}}{r_{0}^{3}}\left\{I_{11} u_{y z}-\left(\frac{t}{r_{0}}\right)\left[I_{21} u_{x y z}+I_{12} u_{y y z}\right]+\frac{1}{2}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{31} u_{x x y z}+2 I_{22} u_{x y y z}+I_{13} u_{y y y z}\right]\right\} \\
& \text { (E. }) \\
& v_{z}^{(Q)}=\frac{t^{4}}{r_{0}^{3}}\left\{I_{11} u_{z z}-\left(\frac{t}{r_{0}}\right)\left[I_{21} u_{x z z}+I_{12} u_{y z z}\right]+\frac{1}{2}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{31} u_{x x z z}+2 I_{22} u_{x y z z}+I_{13} u_{y y z z}\right]\right\}
\end{aligned}
$$

$$
v_{x}^{(R)}=\frac{t^{4}}{r_{0}^{3}}\left\{I_{02} u_{x z}-\left(\frac{t}{r_{0}}\right)\left[I_{12} u_{x x z}+I_{03} u_{x y z}\right]+\frac{1}{2}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{22} u_{x x x z}+2 I_{13} u_{x x y z}+I_{04} u_{x y y z}\right]\right\}
$$

$$
v_{y}^{(R)}=\frac{t^{4}}{r_{0}^{3}}\left\{I_{02} u_{y z}-\left(\frac{t}{r_{0}}\right)\left[I_{12}{ }^{u} x y z+I_{03^{u} y y z}\right]+\frac{1}{2}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{22} u_{x x y z}+21_{13} u_{x y y z}+I_{04}^{u}{ }_{y y y z}\right]\right\}
$$

$$
v_{z}^{(R)}=\frac{t^{4}}{r_{0}^{3}}\left\{I_{02} u_{z z}-\left(\frac{t}{r_{0}}\right)\left[1_{12} u_{x z z}+I_{03} u_{y z z}\right]+\frac{1}{2}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{22} u_{x x z 2}+21_{13}{ }^{u} x y z z ~+I_{04} u_{y y z z}\right]\right\}
$$

$$
v_{x}^{(P)}=\frac{t^{4}}{r_{0}^{3}}\left\{I_{20}{ }^{u} x z-\left(\frac{t}{r_{0}}\right)\left[I_{30}{ }_{x x z}+I_{21^{u} x y z}\right]+\frac{1}{2}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{40}{ }^{u} x x x z ~+2 I_{31} u_{x x y z}+I_{22^{u}}{ }_{x y y z}\right]\right\}
$$

$$
v_{y}^{(P)}=\frac{t^{4}}{r_{0}^{3}}\left\{I_{20} u_{y z}-\left(\frac{t}{r_{0}}\right)\left[I_{30}{ }^{u} x y z+I_{21} u_{y y z}\right]+\frac{1}{z}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{40}{ }_{x x y z}+2 I_{31} u_{x y y z}+I_{22} u_{y y y z}\right]\right\}
$$

$$
v_{z}^{(P)}=\frac{t^{4}}{r_{0}^{3}}\left\{I_{20}{ }^{u} z z-\left(\frac{t}{r_{0}}\right)\left[I_{30} u_{x z z}+I_{21} u_{y z z}\right]+\frac{1}{2}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{40} u_{x x z z}+2 I_{31} u_{x y z z}+I_{22^{u} y y z z}\right]\right\}
$$

$v_{x}^{(1 x)}=\frac{t^{3}}{r_{0}^{2}}\left\{I_{10}{ }^{u} x-\left(\frac{t}{r_{0}}\right)\left[I_{20} u_{x x}+I_{11}{ }^{u} x y\right]+\frac{1}{2}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{30}{ }_{x x x x}+2 I_{21}{ }^{u} x x y+I_{12}{ }^{u} x y y\right]\right\}$

$$
\begin{aligned}
& v_{y}^{(1 x)}=\frac{t^{3}}{r_{0}^{2}}\left\{I_{10} u_{y}-\left(\frac{t}{r_{0}}\right)\left[I_{20} u_{x y}+I_{11} u_{y y}\right]+\frac{1}{2}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{30} u_{x x y}+2 I_{21} u_{x y y}+I_{12}^{\left.\left.u_{y y y}\right]\right\}}\right.\right. \\
& v_{z}^{(1 x)}=\frac{t^{3}}{r_{0}^{2}}\left\{I_{10} u_{z}-\left(\frac{t}{r_{0}}\right)\left[I_{20} u_{x z}+I_{11} u_{y z}\right]+\frac{1}{2}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{30}^{u} u_{x x z}+2 I_{21} u_{x y z}+I_{\left.\left.12 u_{y y z}\right]\right\}}\right.\right. \\
& v_{x}^{(1 y)}=\frac{t^{3}}{r_{0}^{2}\left\{I_{01} u_{x}-\left(\frac{t}{r_{0}}\right)\left[I_{11} u_{x x}+I_{02} u_{x y}\right]+\frac{1}{2}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{21} u_{x x x}+2 I_{12} u_{x x y}+I_{03} u_{x y y}\right]\right\}} \\
& v_{y}^{(1 y)}=\frac{t^{3}}{r_{0}^{2}}\left\{I_{01} u_{y}-\left(\frac{t}{r_{0}}\right)\left[I_{11} u_{x y}+I_{02} u_{y y}\right]+\frac{1}{2}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{21}^{u} u_{x x y}+2 I_{12}^{u}{ }_{x y y}+I_{03} u_{y y y}\right]\right\} \\
& v_{z}^{(1 y)}=\frac{t^{3}}{r_{0}^{2}}\left\{I_{01} u_{z}-\left(\frac{t}{r_{0}}\right)\left[I_{11} u_{x z}+I_{02} u_{y z}\right]+\frac{1}{z}\left(\frac{t}{r_{0}}\right)^{2}\left[I_{21} u_{x x z}+2 I_{12}^{u} u_{x y z}+I_{03} u_{y y z}\right]\right\}
\end{aligned}
$$

## APPENDIX F

As usual $\vec{n}$ denotes the unit normal vector to a projected flat panel and ${ }^{\mathrm{i}_{\mathrm{E}}}$ and $\vec{j}_{E}$ are, respectively, unit vectors along the $x$ - and $y$-axis of the panel coordinate system (Appendix B). Define $\vec{r}_{0}$ as the vector from the origin of panel coordinates to the point where velocity is being evaluated and $r_{0}$ as its magnitude. Certain auxiliary vectors are needed:

$$
\begin{align*}
& \vec{D}=-\left[3\left(\frac{\vec{n} \cdot \stackrel{\rightharpoonup}{r}_{0}}{r_{0}}\right) \frac{\vec{r}_{0}}{r_{0}}-\vec{n}\right] \\
& \vec{D}_{i}=-\left[3\left(\frac{\vec{I}_{E} \cdot \vec{r}_{0}}{r_{0}}\right) \frac{\vec{r}_{0}}{r_{0}}-\vec{t}_{E}\right]  \tag{F.1}\\
& \vec{D}_{j}=-\left[3\left(\frac{\vec{j}_{E} \cdot \vec{r}_{0}}{r_{0}}\right) \frac{\vec{r}_{0}}{r_{0}}-\vec{J}_{E}\right]
\end{align*}
$$

The far-field expressions for the source velocities are

$$
\begin{align*}
\vec{v}^{(0)} & =\frac{t^{2} I_{00}}{r_{0}^{2}} \frac{\vec{r}_{0}}{r_{0}}  \tag{F.2}\\
\vec{v}^{(P)} & =-\frac{t^{4}}{r_{0}^{3}} I_{20} \vec{D} \\
\overrightarrow{v^{( }}(0) & =-\frac{t^{4}}{r_{0}^{3}} I_{11} \vec{D}  \tag{F.3}\\
\vec{v}^{(R)} & =-\frac{t^{4}}{r_{0}^{3}} I_{02} \vec{D}
\end{align*}
$$

$$
\begin{align*}
& \vec{\nabla}(1 x)=\frac{t^{3}}{r_{0}^{2}} I_{10} \frac{\vec{r}_{0}}{r_{0}}-\frac{t^{4}}{r_{0}^{3}}\left[I_{20} D_{i}+I_{11} D_{j}\right]  \tag{F.4}\\
& \vec{v}^{(1 y)}=\frac{t^{3}}{r_{0}^{2}} I_{01} \frac{\vec{r}_{0}}{r_{0}}-\frac{t^{4}}{r_{0}^{3}}\left[I_{11} \|_{i}+I_{02} D_{j}\right]
\end{align*}
$$

The fact that three auxiliary vectors (F.1) are required means that in effect a transformation into panel coordinates has been performed. It appears to be somewhat faster computationally to use the vector far-field forms above rather than simply truncate the intermediate field formulas in panel coordinates.

APPENDIX G
SOME SPECIAL NEAR-FIELD FORMULAS

The near-field formuias of Appendices $D$ and I can have numerical difficulties under certain circumstances. Some of these are inherent in the formulas, while others are due to extremes in panel dimensions - particularly very long thin panels. Special formulas have been developed to deal with these situations.

## "Small Logs" (Long Thin Panels)

First con,ider side 32. If

$$
\begin{equation*}
\frac{r_{3}+r_{2}-d_{32}}{r_{3}+r_{2}+d_{32}}<\varepsilon_{3}=10^{-3} \tag{G.1}
\end{equation*}
$$

Then define

$$
\begin{align*}
& \varepsilon^{2}=\frac{h_{32}^{2}}{1+m_{32}^{2}}+z^{2} \\
& d_{3}=\left|\frac{m_{32}}{\sqrt{1+m_{32}^{2}}}\left(x-\xi_{3}\right)+\frac{1}{\sqrt{1+m_{32}^{2}}}\left(y-r_{3}\right)\right|  \tag{G.2}\\
& d_{2}=d_{32}-d_{3}
\end{align*}
$$

In the argument of the logarithm $L^{(32)}$ set

$$
\begin{equation*}
r_{3}+r_{2}-d_{32}=\frac{1}{2}\left(\frac{1}{d_{3}}+\frac{1}{d_{2}}\right) \varepsilon^{2}-\frac{1}{8}\left(\frac{1}{d_{3}^{3}}+\frac{1}{d_{2}^{3}}\right) \varepsilon^{4} \tag{G.3}
\end{equation*}
$$

For Side 41
A similar procedure is used for $r_{1}+r_{4}-d_{41}$. Define

$$
\begin{equation*}
\varepsilon^{2}=\frac{n_{41}^{2}}{1+m_{41}^{2}}+z^{2} \tag{G.4}
\end{equation*}
$$

$$
\begin{align*}
& d_{4}=\left|\frac{m_{41}}{\sqrt{1+m_{41}^{2}}}\left(x-\xi_{4}\right)+\frac{1}{\sqrt{1+m_{41}^{2}}}\left(y-n_{3}\right)\right|  \tag{G.4}\\
& d_{1}=d_{41}-d_{4}
\end{align*}
$$

Then if

$$
\begin{equation*}
\frac{r_{4}+r_{1}-d_{41}}{r_{4}+r_{1}+r_{41}}<\varepsilon_{3} \tag{G.5}
\end{equation*}
$$

set

$$
\begin{equation*}
r_{4}+r_{1}-d_{41}=\frac{1}{2}\left(\frac{1}{d_{4}}+\frac{1}{d_{1}}\right) \varepsilon^{2}-\frac{1}{8}\left(\frac{1}{d_{4}^{3}}+\frac{1}{d_{1}^{3}}\right) \varepsilon^{4} \tag{G.6}
\end{equation*}
$$

The formulas are slightly different for the other two sides. If

$$
\begin{equation*}
\frac{r_{1}+r_{2}-d_{12}}{r_{1}+r_{2}+d_{12}}<\varepsilon_{3} \tag{G.7}
\end{equation*}
$$

define

$$
\begin{align*}
& \varepsilon^{2}=\left(y-\eta_{1}\right)^{2}+z^{2} \\
& d_{1}=x-\xi_{1}  \tag{G.8}\\
& d_{2}=d_{12}-d_{1}
\end{align*}
$$

and set

$$
\begin{equation*}
r_{1}+r_{2}-d_{12}=\frac{1}{2}\left(\frac{1}{d_{1}}+\frac{1}{d_{2}}\right) \varepsilon^{2}-\frac{1}{8}\left(\frac{1}{d_{1}^{3}}+\frac{1}{d_{2}^{3}}\right) \varepsilon^{4} \tag{G.9}
\end{equation*}
$$

Finally, if

$$
\begin{equation*}
\frac{r_{3}+r_{4}-d_{34}}{r_{3}+r_{4}+d_{34}}<\varepsilon_{3} \tag{G.10}
\end{equation*}
$$

define

$$
\begin{align*}
& \varepsilon^{2}=\left(y-\eta_{3}\right)^{2}+z^{2} \\
& d_{4}=\left(x-r_{4}\right) \tag{G.11}
\end{align*}
$$

$$
d_{3}=d_{34}-d_{4}
$$

and set

$$
\begin{equation*}
r_{3}+r_{4}-d_{34}=\frac{1}{2}\left(\frac{1}{d_{3}}+\frac{1}{d_{4}}\right) \varepsilon^{2}-\frac{1}{8}\left(\frac{1}{d_{3}^{3}}+\frac{1}{d_{4}^{3}}\right) \varepsilon^{4} \tag{G.12}
\end{equation*}
$$

"T-Derivatives"
The individual $T$-derivatives in Appendix $D$ become indeterminate if the point $(x, y, z)$ is on the extension of a side of the pane1. The "fix" of Ref. 5 is designed to remedy this, but it is inadequate for two reasons if the panels are long enough. One is that if the point is near the side itself, the fix is inappropriate. The other is that the criterion is too stringent if the point is indeed near the side extension. The following appears to be a reasonable "fix of the fix."

1. Slanted sides

$$
\begin{align*}
& \text { If }\left(y-\eta_{1}\right)\left(y-n_{3}\right)<0 \text {, skip this part. Otherwise calculate } \\
& \varepsilon_{32}^{2}=h_{32}^{2}+z^{2}  \tag{G.13}\\
& \varepsilon_{41}^{2}=h_{41}^{2}+z^{2} \\
& \text { If } \varepsilon_{32}^{2} / y^{2}<0.0001 \text {, use } \\
&  \tag{G.14}\\
& -\frac{\partial T_{2}^{(32)}}{\partial x}+\frac{\partial T_{3}^{(32)}}{\partial x}=-\frac{\partial T_{2}^{(32)}}{\partial y}+\frac{\partial T_{3}^{(32)}}{\partial y}=0 \\
& \\
& -\frac{\partial T_{2}^{(32)}}{\partial z}+\frac{\partial T_{3}^{(32)}}{\partial z}=\frac{m_{32}}{\sqrt{1+m_{32}^{2}}}\left(\frac{1}{T y-\eta_{3} T}-\frac{1}{T y-\eta_{1} T}\right)
\end{align*}
$$

$$
-\frac{\partial T_{1}^{(41)}}{\partial z}+\frac{\partial T_{4}^{(41)}}{\partial Z}=-\frac{m_{41}}{\sqrt{1+m_{41}^{2}}}\left(\frac{1}{T Y-n_{1} T}-\frac{1}{\mid Y-n_{3} T}\right)
$$

2. Parallel sides

If $h_{32} h_{41}<0$, skip this part. Otherwise calculate

$$
\begin{align*}
& \varepsilon_{12}^{2}=\left(h-n_{1}\right)^{2}+z^{2}  \tag{G.16}\\
& \varepsilon_{34}^{2}=\left(y-n_{3}\right)^{2}+z^{2}
\end{align*}
$$

If

$$
\begin{equation*}
\frac{\varepsilon_{12}^{2}}{\left\{x-\left(\xi_{1}+\xi_{2}\right) / 2\right\}} 2^{<0.0001} \tag{G.17}
\end{equation*}
$$

use

$$
\begin{align*}
& -\frac{\partial T_{2}^{(32)}}{\partial x}+\frac{\partial T_{1}^{(41)}}{\partial x}=-\frac{\partial T_{2}^{(32)}}{\partial y}+\frac{\partial T_{1}^{(41)}}{\partial y}=0  \tag{G.18}\\
& -\frac{\partial T_{2}^{(32)}}{\partial z}+\frac{\partial T_{1}^{(41)}}{\partial z}=\frac{m_{41}}{T x-\xi_{1} T}-\frac{m_{32}}{T x-\xi_{2} T}
\end{align*}
$$

If

$$
\begin{equation*}
\frac{\varepsilon_{34}^{2}}{\left\{x-\left(\xi_{3}+\xi_{4}\right) / 2\right\}} 2^{2}<0.0001 \tag{G.19}
\end{equation*}
$$

use

$$
\begin{align*}
& -\frac{\partial T_{3}^{(32)}}{\partial x}+\frac{\partial T_{4}^{(41)}}{\partial x}=-\frac{\partial T_{3}^{(32)}}{\partial y}+\frac{\partial T_{4}^{(41)}}{\partial y}=0  \tag{G.20}\\
& \\
& \frac{\partial T_{2}^{(32)}}{\partial z}-\frac{\partial T_{1}^{(41)}}{\partial z}=\frac{m_{32}}{T x-\xi_{3} T}-\frac{m_{41}}{T x-\xi_{4} T}
\end{align*}
$$

## Edge Vortex Formulas Near Extended Line

These are needed for srall values of

$$
\begin{equation*}
q^{2}=\left(y-\pi_{1}\right)^{2}+z^{2} \tag{G.21}
\end{equation*}
$$

If

$$
\begin{equation*}
\frac{q^{2}}{\left\lfloor x-\xi_{1 \text { or } 2}\right\rfloor^{2}}<2.5 \cdot 10^{-2} \tag{G.22}
\end{equation*}
$$

use the following formula for $\mathrm{J}_{0 n}(F)$

$$
\begin{align*}
J_{0 n}(F)= & \frac{\operatorname{sgn}\left(x-\xi_{1}\right)}{n-1}\left\{L \frac{1}{\left(\xi_{2}-x\right)^{n-T}}-\frac{1}{\left(\xi_{1}-x\right)^{n-1}}\right]  \tag{G.23}\\
& \left.-\frac{n(n-1)}{2(n+1)} q^{2}\left\lfloor\frac{1}{\left(\xi_{2}-x\right)^{n+1}}-\frac{1}{\left(\xi_{1}-x\right)^{n+1}}\right]\right\}
\end{align*}
$$

"Simpson's Rule"

Define $R$ as the distance of $(x, y, z)$ from the closest point of the line vortex and $d$ as the length of the line vortex. Then if

$$
\begin{equation*}
R / d>10 \tag{G.24}
\end{equation*}
$$

do not use the recursion formulas of Appendix $I$, but calculate the $J_{m n}$ by the three-point Simpson's rule

$$
\begin{equation*}
J_{m n}=\int_{\xi_{1}}^{\xi_{2}} F(\xi) d \xi=\frac{\xi_{2}-\xi_{1}}{6}\left\lfloor F\left(\xi_{1}\right)+4 F\left(\frac{\xi_{1}+\xi_{2}}{2}\right)+F\left(\xi_{2}\right)\right\rfloor \tag{G.25}
\end{equation*}
$$

## APPENDIX H <br> CALCULATION OF VORTICITY INDUCED VELOCITIES IN TERMS OF SOURCE INDUCED VELOCITIES

The calculation of the vorticity influences can be made much more efficient by expressing them in terms of the corresponding source influence, which of course, must be calculated in any event. The use of this procedure was put forward in Ref. 21. The portion of the theory that is needed for the present purpose is quite easy to state.

Suppose there is a variable source density o on a portion of a plane or curved surface $S$. The velocity due to this at a point ( $x, y, z$ ) is

$$
\begin{equation*}
\vec{V}(\text { source })=\iint_{S} \frac{\vec{r}}{r^{3}} d S \tag{H.l}
\end{equation*}
$$

where $\vec{r}$ and $r$ have their usual meanings. If there is a vorticity distribution on $S$ of strength

$$
\begin{equation*}
\vec{\omega}=\omega t \tag{H.2}
\end{equation*}
$$

The Biot-Savart law gives the resulting induced velocity as

$$
\begin{equation*}
\nabla(\text { vorticity })=\iint_{S} \frac{\vec{t} \times \vec{r}}{r^{3}} \omega d S \tag{H.3}
\end{equation*}
$$

Then if $\vec{t}$ is a constant vector and if $\omega$ has the same spatial variation as $\sigma$, the velocity due to the vorticity distribution may be expressed in terms of the velocity due to the source distribution 3 s

$$
\begin{equation*}
\vec{V}(\text { vorticity })=\vec{t} \times \vec{V} \text { (source) } \tag{H.4}
\end{equation*}
$$

since $\vec{\omega}$ can be resolved into components, each of which has a constant direction, the restriction to a constant $\vec{t}$ is not serious. Although the above results apply to a curved surface $S$, it is far simpler to apply to a flat surface. In the present context the above is applied to the flat projected pane 1.

Figure 8 illustrates the projection of a curved panel $S$ on the surface of a ilat panel $A$ in the tangent plane. In particular, Figure 8 illustrates $\vec{r}$ from a point of $S$ and the vector $\vec{r}_{f}$ from a point of the projected flat panel to the point $(x, y, z)$. Evidently

$$
\begin{equation*}
\vec{r}_{f}=(x-\xi) \vec{j}_{e}+(y-\eta) \vec{j}_{e}+z \vec{k}_{e} \tag{H.5}
\end{equation*}
$$

where $\overrightarrow{\mathrm{t}}_{e}, \vec{j}_{e}, \vec{k}_{e}$ are unit vectors along the axes of the panel coordinate system. As in Appendix A, the vertical distance $\zeta$ Letween the curved panel and its projection is approximated by its leading term $\zeta_{2}$, which represents a surface of second degree

$$
\begin{equation*}
\zeta_{2}=P \xi^{2}+2 Q \xi n+R n^{2} \tag{H.6}
\end{equation*}
$$

The aim is to obtain a consistent two-term expansion of Eq. (H.3) and express the results in terms of source effects. From Eq. (2.6.7) it is seen that a two-term expansion of the vector vorticity distribution is

$$
\begin{equation*}
\vec{\omega}=\vec{\omega}_{0}+\vec{\omega}_{1} \tag{H.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\vec{\omega}_{0}=\mu_{y} \overrightarrow{\mathbf{J}}_{e}-\mu_{x} \overrightarrow{\mathbf{J}}_{e} \tag{H.8}
\end{equation*}
$$

is zero order and

$$
\vec{\omega}_{1}=2\left(\mu_{x y} \xi+\mu_{y y^{n}}\right) \vec{i}_{e}-2\left(\mu_{x x} \xi+\mu_{x y} \eta\right) \vec{j}_{e}+2\left[-\left(Q \xi+R_{n}\right) \mu_{x}+(P \xi+Q n) \mu_{y}\right] \vec{k}_{e}
$$

is first order. The constants $\mu_{x}, \mu_{x x}$, etc. are the derivatives of the equiva lent dipole distribution as given by Eq. (2.6.4). From Fig. 8 it can be seen that

$$
\begin{equation*}
\vec{r}=\vec{r}_{f}-\zeta_{2} \vec{k}_{e} \tag{H.10}
\end{equation*}
$$

Thus a two-term expansion of the vel ity at $(x, y, z)$ due to the vorticity on the panel is
$\vec{\nabla}_{\omega}=\iint_{S} \frac{\vec{\omega}^{\prime} \times \vec{r}^{3}}{r^{3}} d S=\iint_{A}\left\{\frac{\vec{\omega}_{0} \times \vec{r}_{f}}{r_{f}^{3}}\left(1+3 z \frac{\zeta_{2}}{r_{f}^{2}}\right)+\frac{\vec{\omega}_{1} \times \vec{r}_{f}}{r_{f}^{3}}-\zeta_{2} \frac{\vec{\omega}_{o} \times \vec{k}_{e}}{r_{f}^{3}}\right\} d A$

$$
=\vec{\omega}_{0} \times \iint_{A}\left[\frac{\vec{r}_{f}}{r_{f}^{3}}\left(1+3 z \frac{\zeta_{2}}{r_{f}^{2}}\right)-\zeta_{2} \frac{\vec{k}_{e}}{r_{f}^{3}}\right] d A+\iint_{A} \frac{\vec{\omega}_{1} \times \vec{r}_{f}}{r_{f}^{3}} d A
$$

By taking the gradient of the $\phi^{(0)}$ and $\phi^{(c)}$ terms of the source expansion in EqS. (A.33) and (A.,4) of Appendix $A$, it can be seen that the integral multiplying $\vec{\omega}_{0}$ above is just the sum of superscript 0 and $c$ source terms for unit source density. Specifically this combination is the velocity

$$
\begin{equation*}
\nabla^{\prime}=\vec{V}^{(0)}+\left[P \vec{V}^{(P)}+2 Q \vec{V}^{(Q)}+R V^{(R)}\right] \tag{H.12}
\end{equation*}
$$

This same combination appears in Eqs. (2.4.1). To analyze the last term of Eq. (H.11), collect terms in Eq. (H.9) to obtain

$$
\begin{equation*}
\vec{\omega}_{1}=2\left(\vec{\xi} \vec{q}_{x}+\overrightarrow{n q}_{y}\right) \tag{H.13}
\end{equation*}
$$

where the vectors

$$
\begin{align*}
& \vec{q}_{x}=\mu_{x y} \overrightarrow{\mathbf{j}}_{e}-\mu_{x x} \vec{j}_{e}+\left(P \mu_{y}-Q \mu_{x}\right) \vec{k}_{e}  \tag{H.14}\\
& \vec{q}_{y}=\mu_{y y} \overrightarrow{ }_{e}-\mu_{x y} \vec{j}_{e}+\left(Q \mu_{y}-R \mu_{x}\right) \vec{k}_{e}
\end{align*}
$$

are constants in the integration. The integrals that result from using Eq. (H.13) in the last term of Eq. (H.11) are the velocities due to linearly varying source densities in the $\xi$ and $n$ directions having unit slope, i.e. $\vec{v}^{(1 x)}$ and $\vec{v}^{(7 y)}$ of Eq. (2.4.1).

Thus the velocity due to vorticity on the panel may be expressed in terms of source velocities as follows

$$
\begin{equation*}
\vec{V}_{\omega}=\vec{\omega}_{0} \times \vec{v}^{\prime}+2\left[\vec{q}_{x} \times \vec{v}^{(l x)}+\vec{q}_{y} \times \vec{v}^{(l y)}\right] \tag{H.15}
\end{equation*}
$$

It is interesting to note that Eq. (H.15) can be evaluated directly in reference coordinates after the relevant source velocities have been calculated and put into this system. With regard to the velocities due to the vorticity, this not only means that no transformations between panel and reference coordinates are required, but it also means that the question of far-field calculation need never arise. If the source velocities have been computed by far-field
formulas, they simply are used in Eq. (H.15), so that in effect the vorticity calculation uses the source far-field procedure. The present code takes advantage of the second of these facts, the use of far-field source formulas, but performs the calculation in panel coordinates.

The implementation in panel coordinates proceeds as follows.

Define

$$
\begin{array}{lr}
\alpha_{1}=-\frac{n_{3}}{w} & \beta_{1}=\frac{h_{F}}{w}-c\left(n_{1}+n_{3}\right)  \tag{H.16}\\
\alpha_{2}=\frac{n_{1}}{w} & \beta_{2}=-\frac{h_{S}}{w}+c\left(n_{1}+n_{3}\right)
\end{array}
$$

then

$$
\begin{align*}
\vec{\omega}_{0} \times \vec{V}= & B_{F}\left\{\vec{i}_{e}\left[-V_{z}^{\prime} \alpha_{1}\right]+\vec{j}_{e}\left[-V_{z}^{\prime} \beta_{1}\right]+\vec{k}_{e}\left[\beta_{1} V_{y}^{\prime}+\alpha_{1} V_{x}^{\prime}\right]\right\}  \tag{H.17}\\
& +B_{s}\left\{\mathbf{t}_{e}\left[-V_{z}^{\prime} \alpha_{2}\right]+\vec{j}_{e}\left[-V_{z}^{\prime} \beta_{2}\right]+\vec{k}_{e}\left[\beta_{2} V_{y}^{\prime}+\alpha_{2} V_{x}^{\prime}\right]\right\}
\end{align*}
$$

Define

$$
\begin{array}{ll}
\delta_{1}=\frac{1}{2 w} & \varepsilon_{1}=c  \tag{H.18}\\
\delta_{2}=-\frac{1}{2 w} & \varepsilon_{1}=-c
\end{array}
$$

then

$$
\begin{aligned}
\vec{q}_{x} \times \vec{v}^{(1 x)}= & B_{F}\left\{^{\left\{\stackrel { 1 } { 1 } _ { e } \left[V_{y}^{(1 x)}\left(P \beta_{1}-Q \alpha_{1}\right)+\vec{J}_{e}\left[V_{x}^{(1 x)}\left(P \beta_{1}-Q \alpha_{1}\right)-v_{z}^{(1 x)} \delta_{1}\right]\right.\right.}\right. \\
& +\vec{k}_{e}\left[V_{y}^{\left.\left.(1 x)_{\delta_{1}}\right]\right\}}\right. \\
& +B_{S}\left\{^{\left\{\vec { 1 } _ { e } \left[V_{y}^{(1 x)}\left(P \beta_{2}-Q \alpha_{2}\right)+\vec{J}_{e}\left[V_{x}^{(1 x)}\left(P \beta_{2}-Q \alpha_{2}\right)-v_{z}^{\left.(1 x)_{\delta_{2}}\right]}\right.\right.\right.}\right. \\
& +\vec{k}_{e}\left[V_{y}^{\left.\left.(1 x)_{\delta_{2}}\right]\right\}}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \vec{q}_{y} \times \vec{V}^{(l y)}=B_{F}{ }^{\left[\dagger_{e}\right.}\left[-V_{z}^{(l y)} \delta_{1}-V_{y}^{(l y)}\left(Q B_{1}-R \alpha_{1}\right)+\vec{J}_{e}\left[V_{x}^{(l y)}\left(Q B_{1}-R \alpha_{1}\right)-V_{z}^{(l y)} \epsilon_{1}\right]\right. \\
& +\vec{k}_{e}\left[v_{y}^{(l y)} \epsilon_{1}+v_{x}^{\left.\left.(l y)_{\delta_{1}}\right]\right\}}\right. \\
& +B_{S}\left\{\prod_{e}\left[-V_{z}^{(l y)} \delta_{2}-V_{y}^{(l y)}\left(Q \beta_{2}-R \alpha_{2}\right)+{\underset{J}{e}}^{\left[V_{x}^{(l y)}\right.}\left(Q \beta_{2}-R \alpha_{2}\right)-V_{z}^{(l y)} E_{2}\right]\right. \\
& \left.+\vec{k}_{e}\left[V_{y}^{(l y)} \varepsilon_{2}+v_{x}^{(l y)} \delta_{2}\right]\right\}
\end{aligned}
$$

## APPENDIX I

FORMULAS FOR THE EFFECT OF NEAR-FIELD LINE VORTEX
ALONG A STREAMWISE EDGE OF A PANEL

Derivation of the Influence of an Edge Vortex
The equation of the curved panel is Eq. (H.6). For definiteness consider the case when the edge in question lies in the plane $\eta=\eta_{1}$, i.e. the first N -line (Fig. 3). The modifications for the case of the second N -1 ine are obvious. Thus the curve $c$ along which the vortex lies is

$$
\begin{equation*}
\zeta=\zeta(\xi)=P \xi^{2}+20 \xi \eta_{1}+R n_{1}^{2} \tag{1.1}
\end{equation*}
$$

The unit vector along this curve is

$$
\begin{equation*}
\vec{t}=\frac{1}{\sqrt{1+T^{2}}}\left[\vec{i}_{e}+T \vec{j}_{e}\right] \tag{1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
T=2\left(P \xi+Q_{n}\right) \tag{1.3}
\end{equation*}
$$

The velocity due to the vortex is

$$
\begin{equation*}
\vec{\nabla}_{\Gamma}=\int_{c} \frac{\vec{t} \times \vec{r}}{r^{3}} \mu \mathrm{ds} \tag{1.4}
\end{equation*}
$$

where $\mu$ is the edge value of the equivalent dipole strength. Arc length along the curve is related to distance in the tangent plane by

$$
\begin{equation*}
d s=\sqrt{1+T^{2}} d \xi \tag{I.5}
\end{equation*}
$$

Thus with $r$ expressed in panel coordinates (Fig. 8)

$$
\begin{align*}
(\vec{t} \times \vec{r}) d s= & \left\{\left[\begin{array}{ll}
{[ } & 0
\end{array}\right) T\left(y-n_{1}\right)\right] \overrightarrow{1}_{e} \\
& {[z+T(x-\xi)+\zeta] \vec{j}_{e} }  \tag{1.6}\\
& {\left.\left[\left(y-n_{1}\right)+0 \quad\right] \vec{k}_{e}\right\} d \xi }
\end{align*}
$$

where the terms in the first column of Eq. (I.6) are first order, and those in the second column are second order. This expression is exact except for the approximation $\zeta=\zeta_{2}$.

As shown in Appendix $A$, a three-term expansion of $1 / r^{3}$ is

$$
\begin{equation*}
\frac{1}{r^{3}}=\frac{1}{r_{f}^{3}}\left[1+3 c_{1}+3\left(c_{1}^{2}+c_{2}\right)\right] \tag{1.7}
\end{equation*}
$$

where $r_{f}$ is distance from a point of the flat tangent pane 1 and where

$$
\begin{align*}
& c_{1}=\frac{z \zeta_{2}}{r_{f}^{2}}  \tag{1.8}\\
& c_{2}=\frac{3}{2} c_{1}^{2}-\frac{1}{2} \frac{\zeta_{2}^{2}}{r_{f}^{2}}
\end{align*}
$$

Along the $N-1$ ine the equivalent dipole strength varies linearly

$$
\begin{equation*}
\mu=B(h+\xi) \tag{1.9}
\end{equation*}
$$

where $h$ is the total arc length along the $N-1$ ine up to the $\eta$-axis of pane 1 coordinates (see Section 9.2 of Ref. 2), and B is the unknown value of vorticity that is determined from the kutta condition. The fundamental flow is obtained by setting $B$ equal to unity in Eq. (I.9). Multiplying the above expansions gives the components of the vortex velocity as follows

$$
\begin{align*}
& V_{r_{x}}= \int_{\xi_{1}}^{\xi_{2}} \frac{1}{r_{f}^{3}}\left\{0-\left[T\left(y-n_{1}\right) h\right]-\left[T\left(y-\eta_{1}\right)\left(3 c_{1} h+\xi\right)\right]\right\} d \xi \\
& V_{r_{y}}= \int_{\xi_{1}}^{\xi_{2}} \frac{1}{r_{f}^{3}}\left\{-z h+\left[-2\left(3 c_{1} h+\xi\right)+h\left(T\left(x_{1}-\xi\right) l_{1} \zeta_{2}\right)\right]\right.  \tag{1.10}\\
&\left.+\left[-z\left\{3\left(c_{1}^{2}+c_{2}\right) h+3 c_{1} \xi\right\}+\left(3 c_{1} h+\xi\right)\left(T(x-\xi)+\zeta_{2}\right)\right]\right\} d \xi \\
&(I .10) \\
& V_{\Gamma_{z}=}=\left(y-h_{1}\right) \int_{\xi_{1}}^{\xi_{2}} \frac{1}{r_{f}^{3}}\left\{h+\left[3 c_{1} h+\xi\right]+\left[3\left(c_{1}^{2}+c_{2}\right) h+3 c_{1} \xi\right]\right\} d \xi
\end{align*}
$$

The integrals in Eq. (I.10) have the form

$$
\begin{equation*}
J_{m n}=\int_{\xi_{1}}^{\xi_{2}} \frac{\xi^{m}}{r_{f}^{n}} d \xi \tag{1.11}
\end{equation*}
$$

Once the $J_{0 n}$ and $J_{1 n}$ have been calculated the others are calculated from the recursion formulas

$$
\begin{equation*}
J_{m n}=J_{(m-2)(n-2)}+2 x J_{(m-1) n}-p^{2} J_{(m-2) n} \tag{1.12}
\end{equation*}
$$

where

$$
\begin{equation*}
p^{2}=x^{2}+\left(y-n_{1}\right)^{2}+z^{2} \tag{1.13}
\end{equation*}
$$

The required $J_{0 n}$ and $J_{1 n}$ are

$$
\begin{align*}
& J_{01}=\log \frac{r_{1}+r_{2}+d_{12}}{r_{1}+r_{2}-d_{12}}=-L^{(12)} \\
& J_{11}=r_{2}-r_{1}+x J_{01} \\
& J_{03}=\frac{1}{q^{2}}\left[\frac{\xi_{2}-x}{r_{2}}-\frac{\xi_{1}-x}{r_{1}}\right]  \tag{1.14}\\
& J_{13}=\frac{1}{r_{1}}-\frac{1}{r_{2}}+x J_{03} \\
& J_{05}=\frac{1}{3 q^{2}}\left[\frac{\xi_{2}-x}{r_{2}^{3}}-\frac{\xi_{1}-x}{r_{1}^{3}}+2 J_{03}\right] \\
& J_{15}=-\frac{1}{3}\left(\frac{1}{\left.r_{2}^{3}-\frac{1}{r_{1}^{3}}\right)+x J_{05}}\right. \\
& J_{07}=\frac{1}{5 q^{2}}\left[\frac{\xi_{2}-x}{r_{2}^{5}}-\frac{\xi_{1}-x}{r_{1}^{5}}+4 J_{05}\right] \\
& J_{17}=-\frac{1}{5}\left(\frac{1}{\left.r_{2}^{5}-\frac{1}{r_{1}^{5}}\right)+x J_{07}}\right.
\end{align*}
$$

where

$$
\begin{equation*}
q^{2}=\left(y-n_{1}\right)^{2}+z^{2} \tag{1.15}
\end{equation*}
$$

and where $r_{1}$ and $r_{2}$ are, respectively, distances of the point $(x, y, z)$ from the ends of the interval, i.e.,

$$
\begin{equation*}
r_{k}^{2}=\left(x-\xi_{k}\right)^{2}+\left(y-\eta_{1}\right)^{2}+z^{2} \tag{1.16}
\end{equation*}
$$

In terms of certain auxiliary functions, $F_{n}$, the velocity components of Eq. (1.10) are

$$
\begin{align*}
& V_{\Gamma x}=-\left(y-\eta_{1}\right)\left[h F_{1}+F_{5}\right] \\
& V_{\Gamma y}=-2 h J_{03}+\left[-z F_{2}+h F_{3}\right]-z\left[3 h F_{4}+F_{6}\right]+F_{7}  \tag{1.17}\\
& V_{\Gamma x}=+\left(y-\eta_{1}\right)\left[h J_{03}+F_{2}+3 h F_{4}+F_{6}\right]
\end{align*}
$$

The auxiliary functions for on-body panels are:

$$
\begin{align*}
& F_{1}=2 P J_{13}+2 Q \eta_{1} J_{03} \\
& F_{2}=32 h\left[P J_{25}+2 Q \eta_{1} J_{15}+R n_{1}^{2} J_{05}\right]+\left\{J_{13}\right\} \\
& F_{3}=2 P x J_{13}+2 Q \eta_{1} \times J_{03}-P J_{23}+R \eta_{1}^{2} J_{03} \\
& F_{4}=\frac{5}{2} z^{2} Q_{7}-\frac{1}{2} Q_{5} \\
& Q_{j}=\left[P^{2} J_{4 j}+4 P Q \eta_{1} J_{3 j}+\left(2 P R+4 Q^{2}\right) n_{1}^{2} J_{2 j}+4 Q R \eta_{1}^{3} J_{1 j}+R^{2} \eta_{1}^{4} J_{0 j}\right]  \tag{I.18}\\
& F_{5}=6 z h\left[P^{2} J_{35}+3 P Q \eta_{1} J_{25}+P R \eta_{1}^{2} J_{15}+2 Q^{2} \eta_{1}^{2} J_{15}+Q R \eta_{1}^{3} J_{05}\right]+\left\{2 P J_{23}+2 Q \eta_{1} J_{13}\right\} \\
& F_{6}=\left\{3 z\left[P J_{35}+2 Q \eta_{1} J_{25}+R \eta_{1}^{2} J_{15}\right]\right\} \\
& F_{7}=3 z h\left[-P^{2} J_{45}+\left(2 P P_{x}^{2}-2 P Q \eta_{1}\right) J_{35}+6 P Q \times \eta_{1} J_{25}+\left(4 Q^{2} \times \eta_{1}^{2}+2 P R x_{1}^{2}+2 Q R \eta_{1}^{3}\right) J_{15}\right. \\
&
\end{align*}
$$

For the semi-infinite last wake additional changes are made to the formulas (I.14) for the $J_{m n}$ corresponding to

$$
\begin{equation*}
\xi_{2}+\infty \quad r_{2}+\infty \quad \xi_{2} / r_{2} \rightarrow 1 \tag{I.19}
\end{equation*}
$$

Furthermore, $P$ and $Q$ are set equal to zero.

APPENDIX J
FAR-FIELD EDGE VORTEX FORMULAS

Compute

$$
\begin{equation*}
r_{F}^{2}=\left[x-\left(\frac{\xi_{1}+\xi_{2}}{2}\right)\right]^{2}+\left[y-\eta_{1}\right]^{2}+z^{2} \tag{J.1}
\end{equation*}
$$

If

$$
\left(\xi_{2}-\xi_{1}\right)^{2} / r_{F}^{2}<0.001
$$

use

$$
\begin{align*}
& V_{\Gamma x}=-\left(y-\Pi_{1}\right) T_{0} I \\
& V_{\Gamma y}=\left[-z+T_{0}\left(x-\frac{\xi_{1}+\xi_{2}}{2}\right)+\xi_{0}\right] I  \tag{J.2}\\
& V_{\Gamma z}=\left(y-\eta_{1}\right) I
\end{align*}
$$

where

$$
\begin{gather*}
I=\frac{\xi_{2}-\xi_{1}}{r_{f}^{3}}\left(h+\frac{\xi_{1}+\xi_{2}}{2}\right) \\
T_{0}=2\left[P \frac{\xi_{1}+\xi_{2}}{2}+Q n_{1}\right]  \tag{J.3}\\
\xi_{0}=\left(P \frac{\xi_{1}+\xi_{2}}{2}\right)^{2}+2 Q_{n_{1}}\left(\frac{\xi_{1}+\xi_{2}}{2}\right)+R_{n 1}^{2}
\end{gather*}
$$

For the second $N-l$ ine the obvious quantities are replaced by the corresponding ones. The above equations replace the elaborate formulas of Appendix 1 .

## APPENDIX K

PARABOLIC CHORDWISE VORTICITY

The assumption of constant vorticity around a wing section (linear variation of the underlying dipole strength) can lead to numerical difficulties on certain wings with very thin trailing edges. Accordingly, a second chordwise variation option is required. The important consideration is to have the "bound" vorticity strength approach zero at the trailing edge on both upper and lower wing surfaces. This is accomplished by a quadratic global variation of vorticity as a function of arc length along an N-line. While only two glojal chordwise variations have been incorporated into the present method, many such variations are possible. As will be seen below, the required modifications to the program are quite minor. This flexibility is due to the use of vorticity as an auxiliary singularity.

To implement the parabolic vortfcity option, the linear variation of the underlying dipole strength along an $N$-line is replaced by a cubic variation having zero derivative at the upper and lower trailing edge. Specifically,

$$
\begin{equation*}
\mu=\operatorname{Bs}\left\{3 \frac{s}{L(\text { tota })}-2\left[\frac{s}{L(\text { tota } 1)}\right]^{2}\right\} \tag{K,1}
\end{equation*}
$$

where $s$ is arc length along the $N-1$ ine. The above is a global variation. The variation over an individual panel can be no higher a degree than quadratic, and in the present method has been taken as linear. It is assumed that the underlying dipole distribution on a panel agrees with Eq. (K.1) at the corners of the panel and varies linearly in between. Thus, the overall behavior is that of an inscribed-polygon approximation to Eq. (K.1).

For an individual panel the arc length measured along an $N$-line from the trailing edge to the lower corner of the panel is $h_{F}+\xi_{1}$ or $h_{S}+\xi_{4}$ while the arc length associated with the upper corner is $h_{F}+\xi_{2}$ or $h_{S}+\xi_{3}$. The linear function that agrees with Eq. (K.1) at these two values of arc length is

$$
\begin{equation*}
\mu=B(H+I \xi) \tag{K.2}
\end{equation*}
$$

where on the two $N$-1ines the constants $H$ and $I$ have the values

$$
\begin{align*}
& H_{F}= \frac{3}{L_{F}(\text { tota })}\left(h_{F}^{2}-\xi_{1} \xi_{2}\right)-\frac{2}{\left[L_{F}(\text { total })\right]^{2}}\left[h_{F}^{3}-\xi_{1} \xi_{2}\left(3 h_{F}+\xi_{1}+\xi_{2}\right)\right] \\
& I_{F}= \frac{3}{L_{F}(\text { total })}\left(2 h_{F}-\xi_{1}+\xi_{2}\right)-\frac{2}{\left[L_{F}(\text { total })\right]^{2}}\left[3 h_{F}^{2}+3 h_{F}\left(\xi_{1}+\xi_{2}\right)\right. \\
&+\frac{\left.\xi_{1}+\xi_{2}^{2}+\xi_{1} \xi_{2}\right]}{}  \tag{K.3}\\
& H_{S}=\frac{3}{L_{S} \text { (total) }\left(h_{S}^{2}-\xi_{3} \xi_{4}\right)-\frac{2}{\left[L_{S}(\text { tota } 1)\right]^{2}}\left[h_{S}^{3}-\xi_{3} \xi_{4}\left(3 h_{S}+\xi_{3}+\xi_{4}\right)\right]} \\
& I_{S}=\frac{3}{L_{S} \text { (total) }\left(2 h_{S}-\xi_{3}+\xi_{4}\right)-\frac{2}{\left[L_{S}(\text { total })\right]^{2}}\left[3 h_{S}^{2}+3 h_{S}\left(\xi_{3}+\xi_{4}\right)\right.} \\
&\left.+\xi_{3}^{2}+\xi_{4}^{2}+\xi_{3} \xi_{4}\right]
\end{align*}
$$

where all symbols have the same meaning as in Section 2.6.1. Thus the quadratic form (2.6.9) for the variation of dipole strength over a panel is replaced by

$$
\begin{align*}
\mu=\frac{B_{F} I_{F}-B_{S} I_{S}}{W} \xi_{\eta} & +\frac{B_{F} H_{F}-B_{S} H_{S}}{W} \eta+\frac{B_{S} I_{S} \eta_{1}-B_{F} I_{F} \eta_{3}}{W} \xi+\frac{B_{S} H_{S} \eta_{1}-B_{F} H_{F} \eta_{3}}{W} \\
& +c\left(B_{F}-B_{S}\right)\left(\eta-n_{3}\right)\left(\eta-n_{1}\right) \tag{K.4}
\end{align*}
$$

The dipole derivative formulas of Section 2.6.1 are modified in an obvious way, specifically
a. Terms containing $c$ are not changed.
b. In terms containing $h_{F}$ or $h_{S}$ these quantities are replaced by $\mathrm{H}_{\mathrm{F}}$ or $\mathrm{H}_{\mathrm{S}}$, respectively.
c. All other terms are multiplied by $I_{F}$ or $I_{S}$ as appropriate.

The wake formulas are unchanged except for $c$. In the constant chordwise vorticity option, the parameter $c$ is nonzero on wake panels if the "piecewise linear" spanwise variation of vorticity is used. However, if the parabolic chordwise vorticity option is used, $c$ is taken as zero on ail panels.

The near-field edge-vortex formulas (Appendix I) are modified as follows:

$$
\begin{align*}
& F_{1}= \text { unchanged } \\
& F_{2}= \text { replace } h_{F} \text { by } H_{F} \\
& \quad \text { multiply } J_{13} \text { by } I_{F}
\end{aligned} \quad \begin{aligned}
& F_{3}= \text { unchanged } \\
& F_{4}= \text { unchanged } \\
& F_{5}= \text { Replace } h_{F} \text { by } H_{F}  \tag{K.5}\\
& \quad \text { multiply }\left[2 P J_{23}+2 Q_{1} J_{13}\right] \text { by } I_{F} \\
& F_{6}= \text { mult ply entire term by } I_{F} \\
& F_{7}= \text { replace } h_{F} \text { by } H_{F} \\
& \quad \text { multiply }\left[-P J_{33}+2 P_{x} J_{23}+\left(2 Q_{x} \eta_{1}+R \eta_{1}^{2}\right) J_{13}\right] \text { by } I_{F}
\end{align*}
$$

The wake formulas are unchanged. Replace $H$ by $L_{F}$ (tot.) and set $I=0$.
Note that the terms multiplied by I are exactly the terms neglected in the wake.

In the far field (Appendix J), the only change is that I becomes

$$
\begin{equation*}
I=\frac{d_{F}}{r_{F}^{3}}\left(H_{F}+\frac{\xi_{1}+\xi_{2}}{2} I_{F}\right) \tag{K.6}
\end{equation*}
$$

## APPENDIX L

## b derivatives at section edges

If the $k$-th strip is last in a section, the square bracket in Eq. (2.6.30) of Section 2.6.5 is replaced by

$$
\begin{gather*}
{\left[D B_{k-2}+E B_{k-1}+F B_{k}\right]}  \tag{L.1}\\
D=\frac{w_{k}}{w_{k-1}+1 / 2\left(w_{k-2}+w_{k}\right)}\left(\frac{w_{k-1}+w_{k}}{w_{k-2}+w_{k-1}}\right) \\
E=-4 w_{k} \frac{w_{k-1}+1 / 2\left(w_{k-2}+w_{k}\right)}{\left(w_{k-2}+w_{k-1}\right)\left(w_{k-1}+w_{k}\right)}  \tag{L.2}\\
F=w_{k} \frac{w_{k-2}+3 w_{k-1}+2 w_{k}}{\left(w_{k-1}+w_{k}\right)\left[w_{k-1}+1 / 2\left(w_{k-2}+w_{k}\right)\right]}
\end{gather*}
$$

If the $k$-th strip is first in a section, the square bracket is replaced by

$$
\begin{gather*}
{\left[D B_{k}+E B_{k+1}+F B_{k+2}\right]}  \tag{L.3}\\
D=-w_{k} \frac{2 w_{k}+3 w_{k+1}+w_{k+2}}{\left(w_{k}+w_{k+1}\right)\left[w_{k+1}+1 / 2\left(w_{k}+w_{k+2}\right)\right]} \\
E=4 w_{k} \frac{w_{k+1}+1 / 2\left(w_{k}+w_{k+2}\right)}{\left(w_{k}+w_{k+1}\right)\left(w_{k+1}+w_{k+2}\right)}  \tag{L.4}\\
\tilde{r}=-\frac{w_{k}}{w_{k+1}+1 / 2\left(w_{k}+w_{k+2}\right)}\left(\frac{w_{k}+w_{k+1}}{w_{k+1}+w_{k+2}}\right)
\end{gather*}
$$

If a sec cion has only one strip, eliminate the square bracket, i.e.

$$
\begin{equation*}
D=E=F=0 \tag{L.5}
\end{equation*}
$$

If the section has two strios, use

$$
D=0
$$

$$
E=-\frac{2 W_{k}}{W_{k+1}+W_{k}}
$$

$$
F=-E
$$

for the first strip, and

$$
\begin{align*}
& D=\frac{2 w_{k}}{w_{k}+w_{k-1}} \\
& E=-D  \tag{L.7}\\
& F=0
\end{align*}
$$

for the second strip.

## APPENDIX M CONVERGENCE ACCELERATION SCHEME

After each iteration, a convergence acceleration procedure is invoked in which a new solution is defined in terms of a linear combination of the previous solutions. This appendix will give the details of the calculation of the required linear combination.

Let $X^{0}, X^{1}, \ldots X^{k}$ and RES ${ }^{0}$, RES ${ }^{1}, \ldots$ RES $^{k}$ be $k+1$ successive approximations, and their corresponding residual vectors. Since there are $N+L$ unknowns to be solved for, we defines the $(N+L) \times(k+1)$ matrix whose columns are the solution vectors

$$
\begin{equation*}
[x]=\left[x^{0}, x^{1}, \ldots x^{k}\right] \tag{M.1}
\end{equation*}
$$

Similarly, define the residual matrix

$$
\begin{equation*}
[\operatorname{RES}]=\left[\operatorname{RES}^{0}, \operatorname{RES}^{1}, \operatorname{RES}^{2}, \ldots \operatorname{RES}^{k}\right] \tag{M.2}
\end{equation*}
$$

Define the "linear combination vector"

$$
\left[\begin{array}{c}
f_{0} \\
\cdot \\
\dot{f_{k}}
\end{array}\right]
$$

such that a new approximation $X^{\prime}$ is given by the matrix product

$$
x^{\prime}=[x]\left[\begin{array}{c}
f_{0}  \tag{M.3}\\
\cdot \\
\dot{f_{k}}
\end{array}\right]
$$

and the corresponding residual is

$$
\text { RES }^{\prime}=[R E S]\left[\begin{array}{c}
f_{0}  \tag{M.4}\\
\cdot \\
\cdot \\
f_{k}
\end{array}\right]
$$

Note that we can write

```
RES' = R - AX'
```

$$
=R-A[x]\left[\begin{array}{l}
f_{0} \\
\vdots \\
\vdots \\
f_{k}
\end{array}\right]
$$

$$
=R\left(1-\sum_{i=0}^{k} f_{i}\right)+\left[\left(R-A X^{0}\right),\left(R-A X^{1}\right), \ldots\left(R-A X^{1}\right)\right]\left[\begin{array}{l}
f_{0} \\
\vdots \\
\vdots \\
f_{k}
\end{array}\right]
$$

$$
=R\left(1-\sum_{i=0}^{k} f_{i}\right)+\left[R E S^{0}, R E S^{1}, \ldots R E S^{k}\right]\left[\begin{array}{c}
f_{0} \\
\bullet \\
\vdots \\
f_{k}
\end{array}\right]
$$

Therefore, by choosing

$$
\begin{equation*}
f_{k}=\left(i-\sum_{i=0}^{k-1} f_{i}\right) \tag{M.6}
\end{equation*}
$$

the first term will disappear, and a new residual is given by

$$
\operatorname{RES}^{\prime}=[R E S]\left[\begin{array}{c}
f_{0}  \tag{M.7}\\
\dot{c} \\
\dot{f_{k-1}} \\
1-f_{0}-\ldots-f_{k-1}
\end{array}\right]
$$

Define $(k+1) \times(k+1)$ modified" unit matrix $I_{1}$ by

$$
I_{1}=\left[\begin{array}{cccccc}
1 & & & & &  \tag{M.8}\\
& & 1 & & & 0 \\
& & & 1 & & \\
\\
& 0 & & & & \\
& & & & & \\
& -1 & -1 & -1 & \ldots & -1
\end{array}\right]
$$

from which the linear combination vector can be written:

$$
\left[\begin{array}{c}
f_{0}  \tag{M.9}\\
\cdot \\
f_{k}
\end{array}\right]=I_{1}\left[\begin{array}{l}
f_{0} \\
\cdot \\
\cdot \\
f_{k-1} \\
1
\end{array}\right]=I_{1}\left[\begin{array}{l}
F \\
1
\end{array}\right]
$$

where $F$ is the ( $k \times 1$ ) vector

$$
F=\left[\begin{array}{l}
f_{0} \\
\vdots \\
\cdot \\
f_{k-1}
\end{array}\right]
$$

The new residual vector RES' can now be written as a matrix product involving the old residual matrix and the unknown vector $F$ in the form (using Eq. (M.4))

$$
\operatorname{RES}^{\prime}=[\operatorname{RES}]\left[I_{1}\right]\left[\begin{array}{l}
F  \tag{1.10}\\
1
\end{array}\right]
$$

Define the norm of this vector, \|RES'\| by
$\|$ RES' $\|\left.\right|^{2}=$ RES' $^{\top} \cdot$ RES' $^{\prime}$
$=\left[\begin{array}{lllll}F^{\top} & 1] & {\left[I_{1}\right.}\end{array}\right]^{\top} \quad\left[\begin{array}{lll}\text { RES }\end{array}\right]^{\top} \quad\left[\begin{array}{ll} & {[R E S}\end{array} \quad\left[I_{1}\right] \quad\left[\begin{array}{l}\mathrm{F} \\ 1\end{array}\right]\right.$

The right-hand side of this equation is a quadratic non-negative (scalar) function of the $k$ unknowns $f_{0}, f_{1} \ldots f_{k-1}$. The minimum value must therefore occur at the point at which

$$
\frac{\partial}{\partial f_{i}} \| \text { RES' } \|^{2}=0 \quad \text { for } \quad i=0, \ldots k-1 .
$$

This will therefore provide $k$ linear equations which can be solved to minimize Eq. (M.11).

Calculation of Partial Derivatives of $\mid$ RES' $\|\left.\right|^{2}$

First define the symmetric matrix $P$ by

$$
\begin{gather*}
P=[R E S]^{T}[R E S] \\
\text { i.e. } \quad P=\left[P_{i j}\right], \text { where } P_{i j}=\text { RES }^{i} \cdot \text { RES }^{j} \tag{M.12}
\end{gather*}
$$

(scalar product of $i^{\text {th }}$ and $j^{\text {th }}$ residual vectors). Now partition the matrix $P$ in the fo!lowing manner:

$$
P=\left[\begin{array}{cc}
P_{11} & P_{12}  \tag{M.13}\\
(k x k) & (k \times 1) \\
P_{12}^{\top} & P_{22} \\
(1 \times k) & (1 x 1)
\end{array}\right]
$$

so that $P_{11}=$ scalar products between all of the residuals RES $^{\circ} \ldots$ RES $^{k-1}$, while $P_{12}$ consists of scalar products between latest residual RESk, and all of earlier residuals, RES $^{0} \ldots$ RES $^{k-1}$, and $P_{22}$ is scalar \|RES $\|_{1}{ }^{2}$.

Next define the symmetric matrix $Q$ by

$$
\begin{equation*}
\mathrm{Q}=\left[\mathrm{I}_{1}\right]^{\top}[\mathrm{P}]\left[\mathrm{I}^{\prime}\right] \tag{M.14}
\end{equation*}
$$

and again partition the matrix $Q$ to separate the last row and column:


Straightforward matrix multiplication can show that:
or

$$
\begin{equation*}
Q_{11}=P_{11}+P_{12}[-1]^{\top}+[-1] P_{12}^{\top}+P_{22}[-1][-1]^{\top} \tag{array}
\end{equation*}
$$

$$
q_{11_{i j}}=p_{11_{i j}}-p_{12_{i}}-p_{12}+p_{22}
$$

and
or $\quad q_{12}=p_{12}-P_{22}$
and

$$
Q_{22}=P_{22}
$$

Eq. (M.1I) now can be written

$$
\| \text { RES' }\left\|\|^{2}=\left[\begin{array}{ll}
F^{\top} & 1
\end{array}\right]\left[\begin{array}{ll}
Q_{11} & Q_{12}  \tag{M.18}\\
Q_{12}^{\top} & Q_{22}
\end{array}\right]\left[\begin{array}{l}
F \\
1
\end{array}\right]\right.
$$

and partial differentiation of this expression with respect to $f_{0}, f_{1}, \ldots$ $f_{k-1}$ provides a set of $k$ linear equations:
or

$$
\begin{align*}
& Q_{11} F+Q_{12}=0 \\
& Q_{11} F=-Q_{12} \tag{H.19}
\end{align*}
$$

the solution of which provides the unknown $k$ acceleration coefficients.
Given this solution, we can define the acceleration vector

$$
F^{\prime}=\left[\begin{array}{c}
f_{0} \\
\vdots \\
f_{k-1} \\
1-f_{0} \ldots-f_{k-1}
\end{array}\right]
$$

from which the new solution $X$ ' is given by
and

$$
\begin{align*}
X^{\prime} & =[X] F^{\prime} \\
\text { RES }^{\prime} & =[R E S] F^{\prime} \tag{M.21}
\end{align*}
$$

## APPENDIX N

THE COMPRESSIBILITY CORRECTION

The user inputs the average incompressible velocity $\bar{V}_{i}$, which should correspond to physical conditions in the region of interest. If $\bar{V}_{i}>a{ }^{\prime}, \bar{V}_{i}$ is set equal to $a_{*}^{\prime}$ and the average density ratio $\varepsilon$ is

$$
\begin{equation*}
\varepsilon=\frac{\bar{\rho}}{\rho_{t}}=0.6339 \tag{N.1}
\end{equation*}
$$

If this occurs the point is labeled "choked" on the output.
If $\overline{\mathrm{V}}_{\mathrm{i}}<\mathrm{a}_{\mathrm{k}}^{\prime}$, it is used as it stands to compute ( $\bar{\rho} / \rho_{t}$ ) by an iterative procedure. The iterative equation is

$$
\begin{equation*}
\varepsilon=\left[1-\frac{1}{5}\left(\frac{V_{i}}{a_{t}}\right)^{2} \frac{1}{\varepsilon}\right]^{2.5} \tag{N.2}
\end{equation*}
$$

with initial value $\varepsilon=1$.
Finally, the compressible velocity magnitude $V$ is calculated from

$$
\begin{equation*}
V=V_{i}\left(\frac{1}{\varepsilon}\right)^{m}, \quad m=\frac{V_{i}^{\prime}}{\nabla_{i}} \tag{N.3}
\end{equation*}
$$

where $V_{i}^{\prime}$ is the magnitude 0 . the local equivalent incompressible velocity (Section 3.3). The direction of local velocity is not changed.

It will be seen in Appendix 0, Eq. ( 0.20 ), that an equivalent incompressible average velocity $V_{C}^{\prime}$ is computed at the control station. For compatibility at the control station, the input should insure that

$$
\begin{equation*}
\nabla_{i}=V_{c}^{\prime} \tag{N.4}
\end{equation*}
$$

or the computed surface Mach number will not agree with that input for the control station. (This is also the default.) This seemingly contradictory flexibility is allowed to improve results if the region of interest is far from the control station..

## APPENDIX 0 OPTIONS OF THE COMBINATION PROGRAM

### 0.1 Incompressible Option

If the flow is incompressible, this option is selected and only the following quantities are input:
$V_{\infty} \quad$ freestream velocity
$V_{c} \quad$ average velocity at the control station
$V_{\text {ref }} \quad$ reference velocity used in computing pressure coefficient
$\alpha \quad$ angle of attack

B angle of yaw

### 0.2 Freestream Conditions

For compressible flow the freestream conditions are defined by inputting angle of attack $\alpha$, angle of yaw $\beta$, and three additional quantities:
either velocity $V_{\infty}$ or Mach number $M_{\infty}$ either total pressure $P_{t}$ or static pressure $P_{s}$ either total temperature $T_{t}$ or static temperature $T_{s}$

Then the preliminary calculations are as follows:
$0.2 .1 \mathrm{M}_{\infty}$ Input
(a) If $P_{t}$ is input, $P_{S}$ is given by

$$
\begin{equation*}
P_{s}=P_{t}\left(1+\frac{1}{5} M_{\infty}^{2}\right)^{-3 / 5} \tag{0.1}
\end{equation*}
$$

If $P_{s}$ is input, $P_{t}$ is given by

$$
\begin{equation*}
P_{t}=P_{s}\left(1+\frac{1}{5} M_{\infty}^{2}\right)^{3 / 5} \tag{0.2}
\end{equation*}
$$

If neither is input, the default is

$$
\begin{equation*}
P_{t}=2116.23 \tag{0.3}
\end{equation*}
$$

and $P_{S}$ is as above.
(b) If $T_{t}$ is input, $T_{s}$ is given by

$$
\begin{equation*}
T_{s}=T_{t}\left(1+\frac{1}{5} M_{\infty}^{2}\right)^{-1} \tag{0.4}
\end{equation*}
$$

If $T_{s}$ is input, $T_{t}$ is given by

$$
\begin{equation*}
T_{t}=T_{s}\left(1+\frac{1}{5} M_{\infty}^{2}\right) \tag{0.5}
\end{equation*}
$$

If neither is input, the default is

$$
\begin{equation*}
T_{t}=518.67 \tag{0.6}
\end{equation*}
$$

and $T_{S}$ is as above.
In either case stagnation and freestream sound speeds $a_{t}$ and $a_{s}$ are calculated from

$$
\begin{equation*}
a_{t}=49 \sqrt{\tau_{t}}, \quad a_{s}=49 \sqrt{\tau_{s}} \tag{0.7}
\end{equation*}
$$

and $V_{\infty}$ from

$$
\begin{equation*}
v_{\infty}=a_{t} M_{\infty}\left(1+\frac{1}{5} M_{\infty}^{2}\right)^{-1 / 2} \tag{0.8}
\end{equation*}
$$

0.2.2 $\mathrm{V}_{\infty}$ Input
(a) If $T_{t}$ is input, $a_{t}$ is given by

$$
\begin{equation*}
a_{t}=49 \sqrt{T_{t}} \tag{0.9}
\end{equation*}
$$

$M_{\infty}$ is then calculated from

$$
\begin{equation*}
M_{\infty}=\frac{V_{\infty}}{a_{t}}\left[1-\frac{1}{5}\left(\frac{V_{\infty}}{a_{t}}\right)^{-1 / 2}\right]^{-1} \tag{0.10}
\end{equation*}
$$

The remainder of the calculation proceeds as in 0.2 .1 above.
(b) If $T_{s}$ is input, $a_{s}$ is given by

$$
\begin{equation*}
a_{s}=49 \sqrt{\tau_{s}} \tag{0.11}
\end{equation*}
$$

and $M_{\infty}$ by

$$
\begin{equation*}
M_{\infty}=V_{\infty} / a_{s} \tag{0.12}
\end{equation*}
$$

The remainder of the calculation proceeds as in 0.2 .1 above.

### 0.2.3 Additiona1 Freestream Quantities

Built into the program are constants

$$
\begin{aligned}
& g=32.174 \\
& R=1715.63
\end{aligned}
$$

The following quantities are calculated:

$$
\begin{array}{ll}
\text { Total density: } & \rho_{t}=\frac{P_{t}}{R T_{t}} \\
\text { Static density: } & \rho_{s}=\frac{P_{s}}{R T_{s}} \tag{0.13}
\end{array}
$$

Dynamic pressure: $\quad q_{\infty}=0.7 P_{t}\left(\frac{{ }^{\mathrm{S}}}{\mathrm{P}_{\mathrm{t}}}\right) \mathrm{M}_{\infty}^{2}$
Pressure ratio: $\quad P_{s} / P_{t}$
Density ratio: $\quad \rho_{s} / \rho_{t}$
Temperature/sea-level ratio: $\quad \theta=\frac{T_{t}}{518.67}$
Pressure/sea-level ratio: $\quad \delta=\frac{P_{t}}{2116.23}$

Critical speed:

$$
a_{\star}=a_{t} / \sqrt{T .2}
$$

Maximum velocity:

$$
V_{\max }=\sqrt{5} a_{t}
$$

Equivalent incompressible freestream velocity: $V_{\infty}^{\prime}=V_{\infty}\left(\frac{\rho_{s}}{\rho_{t}}\right)$
Equivalent incompressible critical velocity: $\quad a^{\prime}{ }^{\prime}=0.6339 a *$.

### 0.2.4 Summary

Three freestream conditions are input: $V_{\infty}$ or $M_{\infty}, P_{t}$ or $P_{s}, T_{t}$ or $T_{s}$ (or default values). Calculated and saved are

$$
\begin{gather*}
V_{\infty}, M_{\infty}, P_{t}, P_{s}, T_{t}, T_{s}, a_{t}, a_{s} \\
\rho_{t}, \rho_{s}, q_{\infty}, P_{s} / P_{t}, \rho_{s} / \rho_{t}, \theta, \delta  \tag{0.14}\\
a_{k}, V_{\max }, V_{\infty}^{\prime}, a_{k}^{\prime}
\end{gather*}
$$

Nineteen quantities all together.

### 0.3 Control Station Conditions

Input consists of one of the following three quantities:

* inlet mass flow rate
$V_{c}$ average velocity
$M_{c}$ average Mach number
The remaining two must be calculated plus some additional quantities.
0.3.1 $\mathrm{V}_{\mathrm{c}}$ Input
$\rho_{c}$ is given by

$$
\begin{equation*}
\rho_{c}=\rho_{t}\left[1-\frac{1}{5}\left(\frac{v_{c}}{a_{t}}\right)^{2 / 5}\right] \tag{0.15}
\end{equation*}
$$

w by

$$
\begin{equation*}
W=g \rho_{c} V_{c} \frac{A_{p p}(k)}{144} \tag{0.16}
\end{equation*}
$$

and $M_{c}$ by

$$
\begin{equation*}
M_{c}=\frac{v_{c}}{a_{t}}\left[1-\frac{1}{5}\left(\frac{v_{c}}{a_{t}}\right)^{2}\right]^{-1 / 2} \tag{0.17}
\end{equation*}
$$

0.3.2 $M_{C}$ Input
$V_{c}$ is given by

$$
\begin{equation*}
v_{c}=a_{t} M_{c}\left(1+\frac{1}{5} M_{c}^{2}\right)^{-1 / 2} \tag{0.18}
\end{equation*}
$$

Then $\rho_{c}$ and $\dot{w}$ are obtained as in 0.3.1 above.

### 0.3.3 wi Input

Here $V_{c}$ must be calculated iteratively by solving the equation

$$
\begin{equation*}
V_{c}=\frac{\dot{w}}{g\left(A_{F P}(k) / 144 i \rho_{t}\left[1-1 / 2\left(V_{c} / a_{t}\right)^{2}\right]^{2.5}\right.} \tag{0.19}
\end{equation*}
$$

starting with $\mathrm{V}_{\mathrm{C}}=0$.
once $V_{c}$ is known, $M_{c}$ and $\rho_{c}$ are obtained as in 0.3.1 above.

### 0.3.4 Additional Control Station Quantities.

These are calculated as follows:

Pressure ratio:

$$
\left(P_{c} / P_{t}\right)=\left[1-\frac{1}{5}\left(\frac{V_{c}}{a_{t}}\right)^{2}\right]^{3.5}
$$

Density ratio:

$$
{ }^{1} c^{/ \rho} \rho_{t}
$$

Dynamic pressure: $\quad q_{c}=0.7 P_{t}\left(\frac{P_{C}}{P_{t}}\right) M_{c}^{2}$
Velocity ratio: $\quad V_{\infty} / V_{C}$

Corrected mass flow: $\quad \dot{w}_{\text {cor }}=\dot{\mathbf{w}} \frac{\sqrt{\theta}}{\delta}$
Equivalent incompressible average velocity: $\quad V_{c}^{\prime}=v_{c}\left(\frac{\rho_{c}}{\rho_{t}}\right)$

### 0.3.5 Sunmary

One quantity, $\dot{W}, V_{C}$, or $M_{c}$ is input. Quantities saved are

$$
\begin{equation*}
\dot{w}, V_{c}, M_{c}, \rho_{c},\left(P_{c} / P_{t}\right),\left(\rho_{c} / \rho_{t}\right), q_{c},\left(V_{\infty} / V_{c}\right), \dot{w}_{c o r}, V_{c}^{\prime} \tag{0.21}
\end{equation*}
$$

a total of ten quantities.

APPENDIX P
ORGANIZATION OF THE INPUT POINTS

The input to this program consists of the coordinates of a number of points. These points define the surface of the three-dimensional inlet around which the flow is to be computed. For the purpose of organizing these points for computation, each point is assigned a pair of integers, $m$ and $n$. These integers need not be input, but their use must be understood to insure the correctness of the input and to facilitate the interpretation of the output.

For each point, $n$ identifies the "column" of points to which it belongs, while $m$ identifies its position in the "column," i.e, the "row." The first point of a "colum" always has $m=1$. To insure that the program will compute outward normia vectors, the following condition must be satisfied by the input points. If an sbserver is located in the flow and is oriented so that locally he sees points on the surface with $m$ values increasing upward, he must also see $n$ values increasing toward the right. Examples of correct and incorrect input are shown in Fig. 34(a). In this figure the flowfield lies about the paper, while the interior of the body lies below the paper. Occasionally, it happens that despite all care a body is input incorrectly. If the entire body is input incorrectly - not some sections correctly and some incorrectly - the difficulty can be remedied by changing the sign of one coordinate of all the input points. Th is trick will give a correctly input body of the proper shape at perhaps a peculiar location. Otherwise, the input will have to be done over. If the inlet is input correctly (Step 2), but a cross-section (Step 4) is input so that its normal vector points upstream, the combined flow will be correct, but the flux at the cross section will be negative. Clearly a control station with the wrong normal vector invalidates the calculation (Step 4).

The body surface is imagined divided into sections, which may be actual physical divisions or may be selected for convenience. A section is defined as consisting of a group of at least two $n$-lines. Within each section the $n$-lines are incust in order to increasing $n$. On each $n-l$ ine the points are input in order of increasing $m$. All $n-1$ ines in a section must have the same number of points, but this may vary from section to section. The first $n-1$ ine of the first section is $n=1$. From then on the $n-1$ ines may be thought of as numbered
r ecutively through all sections, i.e., the numbering is nui begun over at the beginning of each section. Elements will be formed ciate are associated with points on every $n$-line except those that are last in their respective sections. Points on these latter $n-l$ ines are used only to form elements associated with points on the next lowest $n-l$ ines.

To illustrate this procedure, consider the plan view of a body shown in Fig. 34 (b). This body has been divided into four sections, as shown in the figure. The first section contains four $n-l$ ines, $n=1,2,3,4$; the second, five $n-1$ ines, $n=5,6,7,8,9$; the third three $n-1$ ines, $n=10,11,12$; and the fourth three $n$-lines; $n=13,14,15$. The number of points on each $n$-line are:

$$
\begin{aligned}
\text { Section } & =1234 \\
M & =4742
\end{aligned}
$$

Notice that the line $n=4$ has only four points, the points $m=1,2,3,4$ and the $m$-grid of Section 1 , which is listed in the figure along the $n=1$ line. The lines $n=4$ and $n=5$ are physically identical. Some of the points on the two lines are physically identical but correspond to different values of $m$. This is of no consequence. In this scheme sections are completely independent. No elements are computed corresponding to points on lines $n=4,9,12,15$.

There is no restriction that the $m$ and $n$ lines of different sections have to be roughly parallel. The arrangement shown in Fig. $34(c)$ is permissible.
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