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E-2808

PARTITIONING AND PACKING MATHEMATICAL SIMULATION MODELS
FOR CALCULATION ON PARALLEL COMPUTERS

Dale J. Arpasi and Edward J. Milner
National Aeronautics and Space Administration
Lewis Research Center
Cleveland, Ohio 44135

SUMMARY

‘This paper deals with the development of multiprocessor simulations from
a serial set of ordinary differential equations describing a physical system.
Degrees of parallelism (i.e., coupling between the equations) and their impact
on parallel processing are discussed. The problem of identifying computational
paralielism within sets of closely coupled equations that require the exchange
of current values of variables is described.

A technique is presented for identifying this parallelism and for parti-
tioning the equations for parallel solution on a multiprocessor. An algorithm
which packs the equations into a minimum number of processors is also
described. The results of the packing algorithm when appiied to a turbojet
engine model are presented in terms of processor utilization.

INTRODUCTION

Multiple processors, operating together to solve a single problem, can,
in many cases, decrease the time of calculation. This is important in time-
critical applications, such as real-time simulation, where this technique can
provide computational rates unachievable on a single processor or allow the use
of lower cost hardware to provide the necessary computational capabilities.
For certain classes of problems it is possible to configure a network of micro-
computers to achieve the same throughput rate as a large mainframe computer at
a lower initial and ongoing maintenance cost.

The parallel processing concept has opened new areas of research and
development in hardware, software and theory. Some efforts sponsored by NASA
Lewis are described in references 1 to 4. Techniques for developing mathe-
matical models that can be solved efficiently on parallel processors is a key
area of study. The first step in developing these multiprocessor models. is to
identify parallelism within the mathematical formulation of the problem. This
requires a data flow analysis of the problem's equations and will identify the
“"critical path" and the minimum achievable calculation time. The next step is
to arrange, or "pack" the noncritical path computations on the minimum number
of processors so as to make maximum use of the available computing resources.

This paper presents a method of partitioning equations for multiprocessor
solution. The method, when applied to models containing inherent parallelism,
will produce segmented sets of equations that can be solved in parallel. A
brief discussion of computational parallelism is presented in terms of the
degree of coupling between subsets of the model equations. The identification
of parallel paths in closely coupled sets of equations is then discussed,
followed by the description of a packing algorithm for assignment of the paths
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to a minimum number of processors. Finally, the results of the algorithm
applied to the mathematical model of a helicopter engine are used to demon-
strate the algorithm's capabilities.

COMPUTATIONAL PARALLELISM

A mathematical model of a physical system consists of a set of equations
which describe, to some degree of accuracy, the response of that system to
external influences (driving functions) over a 1imited range of operation.

This range is defined in terms of the maximum and minimum values of the driving
functions and, if time dependent, the maximum frequency or maximum rate of
change of these functions. Generally, the object of this modeling effort 1is

to provide a simulation. of the physical system.

Whenever a simulation must interface to the real world (e.g., with control
hardware), the mathematical model must be computed at a rate sufficient to make
the simulation look 1ike the real physical process to the real-world compo-
nents. This is termed real-time computation. To test a piece of control hard-
ware, the simulation response to control inputs must dynamically match the
response of the physical system. This real-time requirement establishes a max-
imum allowable calculation time for a digital simulation. The maximum allow- -
able calculation time may be further reduced by internal numerical stability
requirements. The maximum calculation time necessary to meet all of these
real-time requirements 1s termed the required update time (AT). The simulation
will meet all real-time requirements if the mathematical model is computed
every AT sec.

Once the simulation update time has been established, the model must be
programmed and executed on a computer. Both the efficiency of the programming
language and the capabilities of the computer hardware will determine the
achievable calculation time of the model. If the model can be divided into
parts which can be computed in parallel, then the efficiency requirements of
the language and the computational capabilities of the hardware may be relaxed
by assigning each path to a separate computer and computing these paths in
parallel (assuming appropriate data transfer takes place between the com-
puters.) If a model can be computed serially in the required update time on a
single computer, parallel processing may allow the use of a number of lower
cost computers to do the job. This could be a more cost effective approach to
simulation.

The prerequisite to developing paraliel processor simulations is to be
able to identify the parallel computational paths contained in the model. 1In
general, a dynamic model can be programmed on a digital computer as a set of
N computationally sequential equations of the form

Xk (1h) = fx[Xp(ih), Xp((3 - 1)h), ..., u(ih)]

where Xg(ih) 4s the result of the Kth equation at time 1h. Here, h
denotes the simulation time step or update interval of the model calculations.
The arguments Xu(1h) are the current values of the results of preceding
equations in the model (1.e., m =1 to K - 1), and Xu((3 - 1)h) are the
past values of the results of all equations in the model. The argument u
Tepresents values obtained from sources external to the model which are always
available at the start of the model computation sequence. The functional
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relationship between Xx and its arguments is represented by fg.  Assuming
an equation is an indivisible computational unit, then the paralielism in the
model 1s determined by the arguments of each equation. That is, two equations,
or sets of equations, can be computed in parallel within an update interval if
their arguments are independent of the results of the others computed in that
interval.

For example, a model of the form
X1(ih) = £1[X3((1 - 1)h)]
X2(1h) = fa[Xy3((1h))]
X3(ih) = f3[Xa((ih)), X3((1 - 1)h)]

contains no parallelism since X3(1h) requires  Xp(1h) and Xy(ih) requires
X1(ih). These calculations must be done serially. However, the model

X3(ih) = f1[X3((1 - 1)h)]
X2(1h) = falu(ih)]
X3(1h) = f3[Xy(ih), Xa(ih), X3((1 - 1)h]
does contain parallelism since Xy can be computed at the same time as Xp.

Many times, parallelism is obvious from the physical nature of the system
which 1s modeled. For example, to test a control system designed to balance
the load on two generators, the generators could be formulated in a model con-
taining two sets of decoupled equations. That is, there are no result values
transferred between the sets. Both, however, provide results to an external
piece of hardware (the controller). It is obvious that the simulation of the
generators can at least be implemented on two computers operating in paraliel
(fig. 1(a)). Each equation set (generator) may, of course, contain additional
computational parallelism.

Another example of physically detectable parallelism occurs when two or
more sets of equations have significantly different dynamic characteristics.
For example, suppose a simulation of a single engine aircraft is desired. The
mathematical model would consist of a set of engine equations and a set of
airframe equations. The airframe dynamics are generally an order of magnitude
slower than the engine dynamics. Therefore, these equation sets can be com-
puted using different update times. If the update times differ by a factor of
5 or more (rule of thumb), then results transferred between the airframe and
engine can be past values without introducing dynamic errors. 1In this case,
the equation sets are considered loosely coupled and each can be placed on a
separate computer. As shown in figure 1(b), because the airframe equations
(A) use only results of engine equations (E) computed in a previous calculation
(update interval) and vice-versa, these arguments can be computed in parallel.
As is the case of decoupled equation sets, loosely coupled equation sets may
each contain additional computational parallelism.



Parallelism due to decoupled or loosely coupled equation sets is easily
identified from the physical nature of the model. A more difficult task is the
jdentification of parallelism in a set of closely coupled equations, where the
process dynamics dictate the use of current arguments in solving for equation
results. For instance, suppose a model contains the following set of

equations:
X3(ih) = £1[X5((1 - 1)h), u(ih)]
X2(1h) = falXs5((1 - 1)h)]
X3(ih) = f3[X2(1h)]
Xg(1h) = f4[X1(1h), X2(1h)]
Xg(1h) = fg[X3(1h), Xg(ih), Xs((1 - 1)h)]

The variable Xj can be computed at the start of the calculation interval,
since it is a function of the past value of Xs and the external variable

u. X2 may also be computed at the start of the interval. However, the
calculation of X3 must be delayed until X has been determined, the cal-
culation of X4 must be delayed until both Xy and Xp are determined, and
the calculation of X5 must be delayed until both X3 and Xs have been
determined. As shown in figure 2(a), three computational paths can be identi-
fied which can be assigned to three different computers in the simulation.
Note that "wait states" have been inserted to insure the currency of the argu-
ments. That is, equation calculation is delayed until current argument values
become available. The X4 calculation is shown to be delayed slightly for
the transfer of X3. The shaded areas (time slots) indicate the time available
for result transfer to computer number 1. The calculation of X; and X3

can take place anywhere in the time slot.

The detection of this type of computational parallelism can become burden-
some when the equation set becomes large. The technique, however, can be auto-
mated. Related to this problem of partitioning is the problem of allocation
(i.e., packing these paths into a minimum number of computers without extending
the update time). Figure 2(b) demonstrates packing of the paths defined in
figure 2(a). Arbitrary calculation times of TXy, TX5, TX3, TX4 and TXg have
been assigned to the equations producing results X; through Xs, respec-
tively. The time TX; 9includes the time required to obtain the value of u.
Note in figure 2(b), that, because of the calculation times, the Xo - X4 - X5
path i1s critical in that it contains no idle states. This path, therefore,
dictates the minimum possible update time (AT = TX, + TX4 + TXg5). The paths
X7 and X3 are assigned to separate computers. Packing in.this example is a
trivial task, since the X3 calculation can be moved onto the computer
number 2 to be calculated during the idle period.

In many cases, efficient packing requires shifting equations in their
time slots. This causes a ripple effect on the time slots of other equations
which can complicate the packing problem. Because of the nature of the packing
problem, a unique solution to the development of a packing algorithm does not
exist. There are many ways to pack most parallel models. The optimum approach
may be model-dependent.



In the following sections partitioning and packing algorithms that have
been developed at NASA Lewis are discussed. These algorithms were tested with
a model of a jet engine and the results are presented.

PARTITIONING

To begin the discussion of the partitioning algorithm, certain terms
should be defined. A mathematical model is a set of equations, written to
define the characteristics of a physical system to some desired degree of
accuracy. A program is a sequential set of digital equations and supporting
information (e.g., variable and constant definition) which define the mathe-
matical model within the constructs of a programming language. A path is a
subset of these equations which, because of interrelationships between arqu-
ments and results, contains no parallelism. Partitioning is the transformation
of the program equations into a number of paths which may be calculated in
parallel. Packing is the combination of paths into a minimum number of pro-
cessors (computers) which, provide computation of the model within a prescribed
update interval. The critical path is the longest path and the prescribed
update interval must be greater than or equal to the calculation time of the
critical path.

In this discussion of partitioning it is assumed that a program is given.
That 4s, these equations, when executed serially, provide the required results.
No assumptions are made concerning the parallelism of computational units
(operations) contained in the program equations. The equation

X = axy + bxz

contains parallelism (i.e., axy can be calculated in parallel with bxz) which
will be ignored since we are concerned with partitioning at the equation level
and not parsing. For purposes of this discussion, the above equation will be
considered as

x = f(a, y, b, 2)

where f 1s some single operation. Therefore, equations will be assigned to
paths in their entirely and not broken up into more primitive result-argument
relationships.

As indicated in the last section, partitioning requires the establishment
of result-argument relationships for the serial set of equations in order to
develop computational paths. It is also necessary to know the calculation time
of each equation. The program must be processed to provide this information.
For this effort, the result-argument relationships and the calculation time
information are outputs of the multiprocessor programming utility RTMPL
(refs. 2 and 3). The primary function of this utility is to translate a struc-
tured program of the mathematical model into assembly language for the simula-
tion processor(s). As an option, the utility also provides information on the
result and arguments of each equation, the processor operations necessary to
obtain the result, and the processor calculation time for each operation. For
example, the utility-generated information for the equation



X=y +z

might be as shown in table I. Each equation has a label (programmer or RTMPL
defined). In this case, S$12 is used to indicate that this information con-
cerns the twelfth equation in the program. The processor operations to compute
the equation are: 1load register R1 with z (requires 8 time units), add
variable y to Rl (16 time units) and store R1 as the value of variable

X (8 time units). This type of information is generated for each equation in

the program.

.The first step in the partitioning process is to convert the utility gen-
erated information into the form needed for partitioning. This form is shown
in table 1I: for the close-coupled example in the previous section. -To simplify
the discussion, the equation label has been replaced by the name of the result
variable. Dependent arguments are those which are the results of previous
program equations calculations in the update interval (e.g., Xy 1s a depend-
ent argument of X3). These are the drivers for partitioning since their -
current values are required before the computation sequence can continue.. The:
independent arguments u and Xs do not affect partitioning since only past. -
values are used. The calculation time for each equation is determined by add-
ing the calculation times of the given processor operations. For example, the -
calculation time of equation Xy 1s determined to be 32 from table.I. .. -

- The time at which an equation can start is determined by the arguments and
calculation time of each equation. The first equation of a set only. has inde-
pendent- arguments and thus, can always start at time 0 (measured from the .
beginning of the calculation update interval). It can never require results -
from calculations in the current update interval since none are yet available.
An equation can end at the time obtained by adding its calculation time to the
time it can start. The general formula for obtaining this time is

CANSTART(RESULT) = MAX(CANEND(ARG 1), CANEND(ARG 2), ..., 0)
CANEND(RESULT) = CANSTART(RESULT) + CALCTIME(RESULT)

where ARGl 1is the first dependent argument, etc. This formula is applied
sequentially to each equation in the program (see table II).

Once these attributes have been established for each program equation, the
identification of computational paths contained in the program can begin. The
algorithm used for path identification is shown in figure 3. 1Its purpose is to
identify all sequences of equations which contain no parallelism and which must
be computed serially. These paths are organized into a linked list called
PATHLIST. The paths in PATHLIST are ordered in terms of decreasing path cal-
culation time. Therefore. the first path in PATHLIST is the critical path.

To form a path, the algorithm selects the program equation, having the:maximum
CANEND time, and which has not already been assigned to a path. This is the
result equation of the path. The next equation selected is the one which
produces a result used as a dependent arqument of the result equation. If more
than one equation result i1s used as a dependent argument, then the one with
maximum CANEND time is selected. The selected equation then is inserted in
front of the result equation in the path. The path formation process continues
until an equation is inserted which has no dependent arguments equations which
are not already assigned to a path. Paths are formed until all program
equations have been assigned.



partitioning has been discussed in terms of equations that produce values
of variables. Often, mathematical models contain statements that do not pro-
duce values. Two common examples are conditional statements (e.g., IF ...
THEN ... ELSE) and command statements (e.g., I/0 operations). The calculation
time of such a statement must be combined with a preceeding or following equa-
tion. This could impose limitations on program structure and is a subject for
future study.

PACKING

The partitioning process produces a number of paths consisting of equa-
tions which must be computed serially and a table of information on each equa-
tion (described in table II). The final task in the process of formulating a
multiprocessor model is to pack the paths for assignment to a minimum number of
processors. The first path in our 1ist has the largest calculation time due to
the partitioning algorithm. This is called the critical path and 1ts calcula-
tion time s the minimum time in which the model can be computed no matter how
many processors are used. The number of paths identified through partitioning
is usually greater than the minimum number of processors necessary.

The minimum number of processers necessary to implement a multiprocessor
simulation depends on how fast the simulation must be computed. This update
time must be specified prior to packing. The simulation time step h 1is
usually based on stability and dynamic accuracy requirements. For real-time
applications, the update time AT must be equal to h. The update time also
specifies when the computations must end. The first step in packing is to
determine when each equation must end using the specified update time. By
doing so the last column of information is added to table II.

To determine when an equation must end, we begin with the state variabies
(defined here as those variables whose current values are not used as arguments
in the model, but appear as results of model equations). The state variable
computations will be the last computations performed, and thus must will end
at the prescribed update intervals. The calculation of equations which are
dependent arguments of these variables must end no later than the time at which
the state variable calculations must start. The times when subsequent equa-
tions in the result/argument string must end is similarly determined. Since a
variable can be used as a dependent argument in more than one equation, care
must be taken that the earliest time, arrived at after all paths are analyzed,
is used to specify when that equation must end. The numbers given in table II
were arrived at by specifying an update time equal to the time at which the
state variable equation X5 can end. Note that both X3 and X, use X, as
a dependent argument. The time at which Xo must end, as determined from X3
requirements, 1is :

MUSTEND(X2) 80

112 - 32

and, from Xz, is

MUSTEND(X2) = 112 - 48 = 64

The minimum is selected.



We now have determined when an equation can start, can end, .and must end.
These are termed equation attributes. Since the paths are serial they can also
be assigned these attributes: A path can start when its first equation can
start, a path can end when its last equation can end, a path must end when its
Jast equation must end, and additionally, the calculation time of a path is the
summation of the calculation times of its equations. This is sufficient
information to pack the paths.

The solution to the packing problem is not unique in that many arrange-
ments of paths in processors can result in a satisfactory solution. The
requirements placed on a general packing algorithm are not strict, however,
from the point of view of efficiency of processor utilization. For example, it
does not matter if the last processor that is packed performs its calculations
in 5 or 95 percent of the update time if there is insufficient time to calculate
all of its equations on the other processors used in the simulation. From a
processor utilization point of view, both packing arrangements are satis-
factory since the same number of processors are used in the simulation.

The packing algorithm, shown in figure 4, was designed to achieve the
minimum number of processors. Other requirements which may be imposed, such
as memory size limitations and inter- processor data transfer l1imitations were
not imposed on the algorithm.

As input, the algorithm requires: 1) that all paths be specified in a
Tinked 14st called PATHLIST in order of decreasing calculation time; 2) that
the required update time of the simulation, AT, i1s specified and that the
attributes of each equation and path (CANSTART, CANEND, MUSTEND, CALCTIME)
have been determined as described above.

The packing algorithm creates processors as needed and inserts paths from
PATHLIST according to a hierarchy of relationships between existing equations
in a processor and the equations in the unpacked paths. When a processor is
created, the path with the longest calculation time in PATHLIST is inserted.
Next, the paths which are related to paths already in a processor are tested
to see if they fit (see discussion of TESTFIT algorithm below). If so, they
are inserted, if not, they are placed in a carry-over 1ist.

Then, paths in PATHLIST which are unrelated to the equations in the pro-
cessor are tested. 1If one of these is inserted, unrelational testing is ended
and relational testing begins again. When no other paths can be inserted into
a processor, another processor is created. This process continues until all
paths in PATHLIST are inserted into a processor.

Relational testing is prioritized. Al11 unpacked paths which provide
critical arguments are tested first. (A path is considered to provide a
critical argument if the result of the last equation in the path (EL) is an
argument of a processor equation (EP) and

MUSTEND (EL) = MUSTEND (EP) - CALCTIME (EP)
Next, other related paths are tested. Then paths in the carry over 1ist (which

was formed from paths which were related to equations packed into previously
formed processors, but not yet packed) are tested.



Paths are tested for insertion on an equation by equation basis using the
test fit algorithm shown in figure 5. First the attributes (CANSTART, CANEND,
CALCTIME, and MUSTEND) of all program equations are saved. This is necessary
because inserting an equation into a processor can cause a ripple effect on the
attributes of other equations. If the whole path does not fit, any equation of
the path, inserted into the processor, must be removed and the attributes of
affected equations restored.

The ripple effect is illustrated in figure 6. Assume a processor contains
two equations (A and B) and that it has been determined that equation (C) can
be inserted between them. The calculation time of each equation is shown as
the shaded areas. For packing purposes, the calculation of each equation can
take place anytime between its CANSTART time and i1ts MUSTEND time.

The space available for C is the difference between the time at which B
must end and A can end minus the calculation .time of B. Equation C will be
inserted to start directly after A can end. The calculation of B will be
delayed until C can end. Note that the difference between the MUSTEND and
CANEND times of A and B have been reduced to zero by the positioning of C, and
that the time difference for C has been reduced. The primary impact of these
changes is to reduce the space in the processor available for packing other
paths. There is also a secondary impact of equal importance. By increasing
the times at which C and B can end, any unpacked equations which use these
equations as arguments have their starting times delayed. Similarly, by reduc-
ing the MUSTEND times of A and C, the MUSTEND times of any unpacked argu-
ments of these equations are moved up. These effects tend to reduce the slot
sizes of unpacked equations restricting the range of time into which they can
be packed into a processor. Also, these ripple effects may introduce computa-
tional gaps within unpacked paths.

After the attributes are saved (fig. 5); the path equations are ordered
in terms of decreasing CANEND times for insertion testing. That is, the
latest equation will be tested first and the earliest last.

The processor equations are arranged in sequential order where EP(1) 1s
the earliest equation and EP(n) 1is the latest equation. Testing to determine
if a path equation (E(1)) can be inserted into the processor involves the
identification of all slots between any two processor equations (EP(J - 1),
EP(J)) where the equation fits. The processor end points (i.e., EP(J) = EP(1)
and EP(J - 1) = EP(n)) must also be considered. Because of the argument and
result relationships between E(1) and the processor equations it is required
that the range of processor equations be l1imited for testing purposes. Let the
end points of the range be designated by EPE and EPL (the earliest and
latest processor equations respectively, before which E(i) may be inserted).
This range is established as follows: If E(1) 1s an argument of a processor
equation, then EPL 1s the earliest processor equation of which E(%) 1is an
argument (EPE = EP(1)); if any processor equation is an argument of E(1),
then EPE 1s the one following the latest of these and EPL 1is the last pro-
cessor equation plus one (end point); if E(i) 1is unrelated to any processor
equation, then EPE = EP(1) and EPL 1is the last processor equation plus -
one.

Once the range of testing has been established, all slot§ within that—':
range are tested to determine if E(1) fits. The fit criterion is as follows:



1. If EP(J) = EP(1) then CANEND* (E(1)) = CALCTIME (E(1)) else CANEND*
(E(1)) = CANEND (EP(3 - 1)) + CALCTIME (E(1));

2. If CANEND* (E(1)) < CANEND (E(3)) then CANEND* (E(1)) = CANEND (E(1));

3. If EP(J - 1) = EP(n) then MUSTEND* (E(1)) = AT else
MUSTEND* (E(1)) = MUSTEND (EP(J)) - CALCTIME (EP(J));

4. If MUSTEND* (E(1)) > MUSTEND (E(1)) then
MUSTEND* (E(1)) = MUSTEND (E(1))

5. IF [[CANEND* (E(1)) < = MUSTEND (E(1))] and
[CANEND* (E(1)) < = MUSTEND* (E(1))]] then E(1) fits.

The asterisk indicates the attributes of E(1) 1f it were inserted into the
slot between EP(J - 1) and EP(J). ) )

If it is established that E(1) can fit in more than one slot, the test-
fit algorithm proceeds to select the slot into which E(1) best fits. The
best fit criterion 1s as follows:

If a slot exists such that
CANEND* (E(1)) - CALCTIME (E(1)) - CANEND (EP(J - 1)) =0
then this slot is selected. Otherwise, the latest slot which maximizes
[MUSTEND* (E(1)) - CANEND* (E(1))]
1s selected.

This criterion provides for efficient packing by eliminating processor
idle time if possible, and if not, then the ripple effect from insertion is

minimized.

Once a slot is selected, the equation is inserted and the attributes of
all program equations are updated to reflect the insertion. If any path equa-
tion cannot be inserted into the processor, path equations which have already
been inserted are removed from the processor, the original attributes are
restored to the program equations and the Test Fit algorithm ends.

RESULTS

The packing algorithm was programmed in Pascal, along with the partition-
ing algorithm. It was then tested on a helicopter engine model. The appendix
contains a complete 1isting and description of the output. The results, in
terms of percent processor utilization, are presented in table III. This first
column is the update time AT specified prior to packing. It is given in
terms of machine cycles. The second column gives the number of processors
required for packing. The remaining columns show the percent utilization of
the update time in calculating each processor's assigned equations. The first
specified update time (5666 cycles) was the minimum possible time and corre-
sponds to the critical path calculation time. 1In this case, four processors
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were required. The second update time selection (10 000 cycles) required two
processors. Note that the percent utilization of the last processor in each
case exceeds the summation of time available on the other processor(s). The
algorithm, therefore, functioned satisfactorily.

Since the packing algorithm does not account for data transfer times, it
is possible that the available time between when a variable is computed on one
processor and when its value is required for computation on another processor
will be less than the time required to transfer the variable between the pro-
cessors. The effect of this will be to increase the effective calculation
time of the packed simulation, and therefore, to increase the minimum achiev-
able update time. Data transfer effects may be significant for multiprocessor
systems with inefficient data transfer mechanisms or for simulations that
require large volumes of data transfer between processors. Future work in the
development of a packing algorithm should include a study of the effects of
data transfer. While these effects will increase the critical path time, and
therefore, the minimum update time, proper consideration of data transfer will
minimize this increase and provide for more efficient packing.

CONCLUDING REMARKS

The algorithms and considerations presented for partitioning and packing
mathematical models for calculation on paraliel processors has simplified the
development of multiprocessor simulations at NASA Lewis. Evaluation of the
packing aigorithm will continue as other multiprocessor simulations are devel-
oped. Work on a completely automated programming package is in progress, which
will take a structured serial statement of a mathematical model, detect its
parallelism, and provide load modules for the required number of processors.

The authors welcome discussions of the techniques presented in the paper,

related techniques, and developments in the many other aspects of multiproces-
sor simulation.
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APPENDIX

The following 1isting is a result of partitioning and packing the program
equations describing a helicopter engine. An update interval equal to the
critical path time was specified. Al1 times are given in terms of machine
cycle time of the Motorola 68000 microprocessor.

Listing pages 1 to 3 1ist the program equations in terms of result vari-
ables. For each equation, the calculation time (EXTIME) and the CANSTART
and MUSTEND attributes are given. The "RELATED EQUATION" column identifies
the relationships between the equation and other equations. If the equation is
an argument of other equations it is so indicated by an "UB" entry. Constant
arguments of the equation are designated by "CN" followed by the name of the
constant. An "SV" entry designates those equations whose past values are argu-
ments of the equation. Current value or dependent argument equations are
indicated by a "RQ" entry.

The paths generated by the partitioning algorithm are shown at the top of
1isting page 4. Nineteen paths were found. The attributes of each path are
given, followed by the equations contained in each path. Path number 1 1s the
critical path.

The packing sequence beginning in the middle of 1isting page 4 and ending
on page 11 is an optional diagnostic 1isting which can be selected by the user.
It details the operation of the packing algorithm in processing the paths.

Each step is preceded by asterisks. The step is then defined and the operable
equations identified. The number preceding the equation 1ist is the appro-
priate path number, if applicable. The number zero implies that the equations
are contained in a temporary working 1ist. The last comment on 1isting page 11
indicates whether or not the processors were successfully packed. If the
smallest path (processor) execution time is less than the unused time on the
other paths (processors) then the packing is successful.

Listing pages 12 to 14 define the equations packed into each processor.
The processors are identified by number (in this case 1 to 4) and the percent
utilization of the prescribed update interval is given. The calculation time
(CALC), the time (relative to the start of the update interval) at which the
equation starts and ends its computation, and the time computation must end
(MAX) in order to meet data transfer requirements is 1isted. These require-
ments are also listed for each equation. The processors ("PR") and their equa-
tions which use an equation as a dependent argument are shown in the "SENT TO"
column. The time at which the value is required to arrive at the destination
processor (REQ) is also provided. The "NEEDS" column indicates those proces-
sors and equations which supply dependent argument values to an equation. The
time at which these values are available (AVAIL) 1s also included.
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wassE PECKING PROCESSOR L
1 RTTHZ-NGL-FONGL-WAZC-E2- Hh?h G B TORQDC-NGEIT NG
et RELATIONAL EQUATIONSD ARE:?
0. PHIGE-EL-WAZ-HE5-MHEZ M3~ TORAA L WX WEE0T
sk FACHING RELATIOMAL EGUATIONS
wackas ORDERED FHUQTIGNS T BE PACKED:
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pECKEG NOT FATH F.DPUINT FaEnE
RAROKK ORDERED EQUATIONS TO BE PaCKEDS
0., WARZ-EL-TORGL-H25-WEEDT W2 M- HZ
sesoior TRYING TO INMSERT PATH S
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¥ GMALLEST PATH EXECUTIONM TIMEI304Z, UNUSED TIME ON OTHER FATHEI1L86
FACHING SEQUENCE COMPLETE '

23



FERTRTMPL. LISTING 3 M&8000

BMOKOMONCOK MK OHOX N oMK

PROCESSOR 1 X
¥ UTTLIZATIONI 1007 M
HOKOMONON MO W XM XX

ELQUATIOM o e
END MAX

FROCESSOR
Calt  START

RESULLT

QZ/19/88

14324116

SENT TO ——
FR EQUATION  REG

.

T e st BT 5 R
RTTHZ 770 0 770 70 4 WA”
e aoen s e 4420 st e s + o v0en [ I [Pt I 4

4 - -
A706

e oot suea vtes cate sete oo seve cret sass moon sevs seae

MNGC 4349 770 1204 1204

s et st o e s s e s} 4 e aren i sovn e s s cunnsnen
FLONGE 198 1204 1402 1402

caeneome sa00 00 2100 emm v sa2 ¢ snes sn e sr00 s e - wnan snae om0 cmse sen S s 420 0 s0esbnke s05 o com anee se0tsens nse e

WAZELE 2136 1402 3538 2538

B (L L TP S S ——

4 =l 1438

een e 10 00 st om0 s o e e s nn
3 WX 4138
4 WAz 3706

ceveanes o e sene oean e s +{o seen snsm <are 00 snsn wss s oneswenn e sen sasmomnt ot omo dnes 12t S000 et s s amemcnte

e 410 3538 41486

T s S S T

WE2S 122 4148 4270 4270

e seas st e s42m satn v 300 - snve ern e as42s10m s - anns anem 020 9000 smema0en oo onansuse dret Svvmaann 04444415 smms nne vermoram e sont
WAE 30 4270 4300 4300
ceeesens mm s sntn w200 s oo {1 anee sans s e an seme avee o4 nce e 20550020 anon ten wfprntns cos s00s anes aree o000 s cona ene sbat aonn ess seoe

TORGLE H94 4300 4894 4894

e s2mn 0000 s20m snon £y ovonanen 4nem e oonm ssa o svm aves s028 s00n avew sose o4 asat 1600 e300 s0ve sasssuen
S4é4 4894 5440 5440
evee 00 sane svme o5 caemoram aoas 4msn saum anas 4 b0 tupe omtm 000 atte s sase o ence so0s 10 0n08 s atse

206 Baa60 HOEAHG HHHH

s
eve att tne nene wmmw be0s sean sans odes nns o

NGDT

oo bomt Saue vane savaenne mras sems oo seve tven

NG

b LG QD (O (G- (O (G- G (G (G (G 4
®x PROCESSOR 2 ¢
x UTILIZATIONS 98% %
WOW M M MW MW O W X X
fmmmmeeees FROCESSOR EQUATTON e
RESUL.T CALE  START - END Mt
evne sneereun s smsm 600 sonn smse odpa et moensnat 400t anne aess odhe 6mmm m suen sa0s nese 4500 o s ovss 4000 st sane s00s s se0tsane o000 s0nt sans avee
Fa 247 0 242 304
avemsnas smrm s asme e anen snne oho nem savs40ce 4000 anns sasn o onve pess snon so0s ns sove fhe 4ens sasasuss sasssuse cous cf meem emes cume co0 anen soss

A3 e70 242 1212 1274

OSSOV SIYRUHISUIGE DUCIIQUOIOUNPIIGUIPY FORIUIIUURI PRIUISIURIIOY SPUIpRRONA
W 214 1212 1426 1488

oene 00n nrrn cune cect 0v8 uee mane o fh0 neam bake cons sure sase oo .}. o0 wass anes veen eron aven sfo oone wase mece somt csna suen st et tene sous sent tose aeee

FasrR4gl 224 1424 1650 1712

cvensa50 e s casssnem s sas +{os e120 02t 2000 295 waem sema o Sore snsn sos sao svm ansn > ares nse e oanmsass s o anna ssne senmsent s e

|v1 336 1680 1986 2048

oo o .) s00nves sres mnet sras soee .(.. aome crme vess seet aves suna .§. e sees ave 0040 oune save

1985 2108 21?0

e evee sass e tem tans sasesees sesmansn oo sre vuse son strswees sncs ol snensuse sestseen acss e

2109 2230

JOURPOUYE VORI ORI

b " l .l. £ &.-

00 0000 aeas sere ouna sass sve +fro snes sensassn o
THTAAL TG

g e
Ic"? ....( 7 &

4148

; -.-.....‘_..- *o0e vame save sees soue

comn seea e on-t oo aeve sesn seme snes amwe sven o s sons ssus e seve e10m

avme sastedhe ans cnas care coen cong vnae ctes se0e afhe cmen vore cama eves sane suee

4 WEIDT 4846

came seees o o0oe eree armeeest saen e butt sonn o 4000 020 aann mon a5ns 4020

rome seenede sam cree caveane sremanen s onee o tsen crtm gmen 2evs mee cone

""""'Jf' ke s T A

e GENMT TQ wemmis n

P EQLATION RE)

e e - ctmu s vam oo s xa a2 443 b e dne st ent et
3 e 2468

T T et Tt
3 Fa1DT

4 WSADT 18456

3620

FaGE 12

PTUURINU X| -3 - ¢ S
FROEGUATION avall.

ome seee o cute aoes vene auve snes 000t buns sues oo 1000 bine suts 000t cane ens

smte vews oo sene soat cuen sorn sean susnsner snm e soen aees sese sesn susasene

- 3 -
v 3

s onne b nee e vne 10 10 295 et bnem oo mae e anet 2000 wenaannn

3 PEICE G949

sove anen .*.. 000 svas aes ouse sase se secs .u...}. aoen 1sat sves seet tnew soee

soctsosesfbeanes amsssoae usssnem o ssm oo s S aren e sttt snne
4 @ 2034
4 WAz B9
sus00200 o meme 50 sme e s ouim anes sbus o} snne sene so0n 2008 ants s
4 WAZ 3994
cestsom el soo sensecns sens e 1ee cnse 2050 s s ats ote 00 scsansts
3 H3 142
3 H2 268
3 H25 &0
‘(‘} H(’Ix.‘ 3 )N?-'-.2
eeraseme efre snme seass5ee sese s00e snes sess arnt s ere susn 220w wers uve sens
3 TORRAL BA20

doms oo s s 4004400 anre e0i0 sesmanem a0 e tasum sect Sent ancacres

Mo ——
(i l"'( WISTION AT .

vews 4004 oha duse coms 4000 casa ceas suct sus smee aufs S0 stea saee caed suen sone

4s0t0v0n e e aimt o0 rgamentm s me s oS00 ns s s c0m o000

2
)

enom owe oo suee sase oete et seoraene

B e ttalen) .‘.. sve S4ve cape sroe ovme veme

oees ...‘..}. *00n oues moes oat navs seve Bese ounr .{.. aaet soes aeee suce anse meew

eeanmemn e 400 v enrmoaes sans oen amne 1t afp o reo sen et nen sa2e

3 PadDT

enee osa: *“.. avs 5405 4000 00 0n suvy saes snee .&--..

3 Wl 1’“}" &

3&20

24

swevnise o, wooesver §r coom cems voes
T ¥

sssteses of sess asencaee cuss Shet 0o am to0a 2 o00nsnse s sa sesemsse

4000 v04s ave sere wuss ouse ......,.. L ]

148

crue sesea s vermaree tnen aens seveopes

s vese ofuesnee

3 H3

PRSI .{.. wese cnea sees meenoeas soe

svenoee o e me e e s s e e s s snes m o5 nen



FRTRTMPL LISTING 3 M&B0D0

JUSRSNL USSP UIOPRSISRIILE FVRPNPUIIRUSSUI RPRIRRRUITE RNIOURPISRRSHISISS SR

FRASEL 230 =230 2440 2522

Luond £ L
000 2004 suse aves poas meoe .{.. anse sres sess s00s puve sody + Saet eoee sear mse pone et -}- 4040 sves snes boes buay seee .{. s00e 0004 veve vees sese sove

- DHBTHA Wa s 2460 3058 31z

svee sean ens 20 4mes oo oo st o et s ese e s o0 oo a0 s 202 s sa0 b o st sa0esoc ses soas snes i revnsene cuve snes eve sune

DHAL 118 ansa 3176 3238

aove 0u0s srvs cens ants weow sove suss adhe case suas cors come naew sees s o sean anss bosn nuen aren orte ot sue ease sren ause sese aase s fn ors snon cone nons cess one

HAa4 54 3174 3230 3292

USRI SIS EY SRR S it

HAa%5S 114 3230 3344 3404

02/19/85

143134116

e e o s st e o oo e o ot

et e s e o e s e e

R SO
3 TORG4L 3Z30

eran s0m0 00 voon soup s020 caem s00s sans 3000 aase o cmve eo0n wirt st ates eovm

s snae oo 100 s coo s 200 me sms a0 o S0 wemt e o220 092 save

ane eme v na e e seen v 0 00 ensn e 400 cms s 400 v nannt enassos s nen senk v sen see oo o

Ta% 122 a344 34946 3529

4 Hae 3796

- von vese 4
A

3 PASDT

R cenmees o s sesmsane 3 -

THTA4E 122 3466 35488 3650

J
Soen rav saes onem suce cums eue suom 114 4mt ames sose beve saa Seon e amss aint e sace "f'"“"" eron ses sm s tove somm aene nfe mart mees sose saen bese sene

W45 8594 3588 4442 45049

ceoe 200 1n08smo asomo4en e a4 ot snan w600 aasnaneonsm S enenaras oot ane aren s o o008 eaneasas anensoemsane s ene seus o ene e seve

TOROAS 290 4442 4R37 4894

eat aaes sus 4120 tuue 0000 sene weve 4o 0000 tust oure cone pust seus o) secs sene 400w senn sare suon 1o cuss sres pess Seun sros susa s seaw sass sane csne reveare

NFT Y 4832 5398 5460

cammonea s e 4ven 2003 s sare o 0000 snms sese tsa 0450 ms o moce s00s onon e snen e oo uss sacn anes suns nss cnse s hse seoe sase so0s oot sers

N 2064 G5ava wE04 Bhé

»,
s e

WoROK XM W MK K K W X
® PROCESSOR 3 ®
X UTILYZATION: 974 X
HOHONOMOWOMOK K KK N X

s FROCESSOR EQUATION e rommmmere 3
RESULT CALG  START  EMD  MAX
[ - e e sare o250 a00s soun enet = co0 aves arme 500 o200 arepodpe s008 e o cm dnsesone

142 0 142 2&4

H3

“ort cvue cvos sese 108 Fery sve pate -{-.—. P ..}. aete pese 2000 sunt sues sase .{...... P ..}. ors 000t asensuse sorsvane

H2 -126 142 268 39

wvnn seus ssenwee vas sens soom e o saen anna smss wnce sete sonn oo vnes ouss wsas vese spus sass o8 snen dnes onts sesn aves csesefu chse ess eruwbmen sess sonn

P53 122 243 390 514

AL
aram e anan sesn sma 00e aane s ot 200 ance ren a5ss 00t sasm dfe sese sace sons svss saan semt ot snss oaseenve arensvus sass b snse 0 snse sute sove sece

FHINZ 204 390 E94 718

e ame s1am 120 sran e a0t o 940 w100 e s 100 s o wem 00440 s nem w13 esm n avnt st 030 s o sson b0 sne s 100 vt

T25Q2 134 594 728 852

setsame o10s suae sans 4195 snsew1una{onaeae snvn sevs smtnaven eme s susnanasanne snes omen et o o stre ame snss ane stun e i evm nte ene nss aima 020

TES 11a 738 846 P70

evancaun wovs sa0n s 900 oansses oo ase s202sevs axsmsnse owvn adp sremanes s e avemente e ece sasasane oes s snsn a3} some et seme vsn s000 sere

114 846 @460 1084

mre ven sernsr4m e 0 sars s i ers s oase emet e 4ot cmem sere 455 sove wvte 013 o s smmmoncs S0 4500 ansn o ho ac0s oo ere cm aoet4rse

T3R2 598 P60 1558 1482

e 400 s e 450 e s 20 s sncsnns env b sec massnn s s sne s s ann 000 i s st sns e e e

T3¢ 134 1553 1692 1814

cernorom s sosescsssnss v e <o onen s s00navessoet $00a o oressnem s sess sactoa0s e aven soonsass e sn a2t e e 200 wrns e s s020

TI0T 494 14692 2186 2310

eesetoen esns e sasn eum sese snre e onee snesne enem b4 S5nn o dnks ot seenaoet a0 s 0405 cnvs sess enve oo snee ohs ess sens s nse s 4000

206 2186 2392 2516

om0 s s s 4t s sm s s e st 4 w1 e v o e e s st i e i e e s

Al 138 2392 3230 3354

sermoore vone vosn Sovh b40e suns sban -{-. 4400 suee ren aes sers sere .*. se0n vose anss ree poes aass ofon toms mras nass sent seee onie ..}. R

H25

.
[

o e s00 e v o o e mem mas snra s s

-4 DHAS 35388

beesseam e m s cosssasn 100 m wesssens o 000 seas snne e 0 sore

3 PAEDT e85

seme smoe oo wvms acns sues sase svmn anre svos sase oo ores beoa cans err'ss sene
cnae oo e 4504 000 o e 000 e et it o 5000 mst nee S0t sess nve

se0n 1000 o} ra0n sene auee seas ovee orne anse satn  tase cros smce 000 otes sevt

SEMT TO =i
FROEQUATION — REQ
e snsa o e e ame s 200 s 3000 s o s 200 s w00 o 320
1 TORGEC 4300
2 Ml 1650
conesnen e maas o wees e s s wre s o s s s s0ms 00 snae
1 TORGEC 43200

R R R ———

wers oo s 400 seaecuunanes 0104 sa0e seanasts o o assnaevm 4o 900 anns

1 WaZe 1402

o e

antr s el 0000 aree e e 10w ca0e sane sene o 4000 annwsene seen oo anem

e ses 4o vam a1me enstsma o e o w41 e ens e s sean

1 TORQC 4300

JRSSPRIVE SR JRUSUOE Vo o

arm e 210 e et e 4000t 1w sn o 20 s0ms s ster 202 sene

e i n ot bt e o e e e on e

wosn sona edhn caesaus conn seat sunt saes ove vous odhn sane sues cace om0t aee

25

4846

FAGE 13
e e e e
v spome s e e ey e e
e e e e
e e e e e e e
e fem e e e e
e e e e s e
e e e e
m-u.{_w—._nuntﬂtp—uuup*'uum' aeen coee vare snne

4 Wasc G

evon sae dbe nove roes sans cmoe ause sane catm smom ofs ores aras sese sren et

4 DHAS 3704

oves smen e cnen vete nnee c0in s0me aaes saes amen s cane 0000 sete srw ssas sesn

000 2000 +fhe mman cuee sous tas cuns suve mies s0as oo aten ss0n sent vace sase sene

e NEEDS  meoermeons
FROEGUATION  AVATL

—ee sone .&..... B T T
PROSPS) .‘...... Fote dews oo aten sove een -....*. B
Lk ST T P oo e sons setn crnesors srensens

2 F3 242

24%
e S

bl 2

D et

cotn 00t o com e o 4554002 on20 1 220 o a0 o0 209247 omet $00n

....n--(......_.........-u-..-..--—.{.-«.»-.-....-u-uu-

B T T el Ty

sesensee odua tune vans saue 0es coue eustssns -—-..}. eevs 0s0e snen vaes eeee ceve

P -‘.. R s

.»..4}.
P -‘...-.. wvee seee 4000 save sase suse ..-.*. aasscose anes smot vaes vese
oes asne ndun seea sase rove sueecass dasesise ..u.*. et Lot 2008 Sont dehe ume

2 THTA41 2220

svee svee ofrasene boms sres see ot cont beee u----". sace dom 0nen uas sosaene



FRTRTHPL LISTENG § MéBUUU

TORAARL 390 3230 346210 3744
0 wose aene afpesons ece eas soan vuse weos o seer ane tene cann vees cnen .{. san sove nees crar ouee 20ns sfe tvon ovss 4ove cave et sems

312 3420 AIE 40546

- 41DT

4900 000 1000 seas wees cene Suat onte .‘.- 400 0300 sete saem sose aves ..}. woon aver S0 4008 saas seve .‘.. 2400 seen voes suce sree sose ol seeces canenise secnsies
P4l 206 3932 4136 4262

sems svse vty saos suen stes woes sens +fonanse .

eesa vere oene suse ssae ohs anse aree teeesnn cas sne nfhenrnd suis sous ons sren sone adde aase sase sese ones esas seve
WxQ2 oo 4138 4736 4860
o om 2o e e e s e 12 55 e st o s e a1 e o v e s o s e e e o gt e e
WEES 1340 4734 4866 49?0

oa 2000 000y vasn dmes emss s0mn savs ofie sees serestse essen .....*. s00e mave sans oses sore nues .{....-. aeoe seee sven sone. ..-.{. art ave sose seve sone nee

PASDT 470 48646 5336 a0

e R e .}. [OST.So—— .-}‘ aer dees bt vaoe soea e

206 G334 SH42 ShHAES

amoa v00n 0000 sane buss aune ss0e saes ofus sooe

P45

AOMC OMONOHCOK WM MoX X
* FROCESSOR 4 X
¥ UTILIZATIONS 53% *
K OWOROR OKOX XK K K XK WX

e PROCESSOR EQUATION e
RESULT  CALG  START  END MAX
wne etmnones sesn s aves s sane i 8000 wcs 0000 st ants se0e oo av0 fo00 o000 seas sr0e snne s c4un caasseve sevm snes owbm o3} sasn ree sovs aves saon v

FRAP0QS5 =310 0 230 1714

0Z/12/838

14334216
1 NGDRT 4894

oors oumm ..’. 5000 ca0e sese sere 2ens 4eee aaas meae .’..... cans coee s0ss sess mms

- '.... s sovusene cona nser ovse suse secsvoes e cuee csvscnee cnseaven cree
soce oae sffe sua cnas cosa 00ms sase so0e tsnavase o fhs aees cose vess tove sure care
ot oo o0 ere om 10 o108 20 e snes o s s sovm sran v sa00

4 WS3DT 484664

B T katand .........‘...... oues sane oere sove vase

el d I 4 weemasee

e GENT TO oo
FROEQUATION  REQ

veer ..‘...’._...... ....-u.—m--«....*.-..“.--m_.....

vase reoe e «’. savasaus suee asne aoes seas odhs 4000 ese cnns savecose sese o
R S &9 230 BLEG 2312

me sereasansene v svns snse e sene svon sa1m asns ese sean i} s socs emonenam st ssne b e s00esons sege sec 2420 i 200 100 vetence e s0c8
DHOTHES &110 8923 1438 9L
evee 100 0t e see0waen s s ot 2084 0 anur snen e ol e s nensue e et s nms e ene s e oo o son o o0 o ssse e
Bl 598 14:8 2036 3540
rare s sans sran et sees sasn antn o sate sate 0203 s s sommodf 200 9000 o548 420 S50 se0e ps ceet 2e0s 100 00 s0ns ares mif e i ras adumsees save 000
DELZ 216 2034 2254 3738
meaesee0 s s aanswans svse eve o sm sa0m et saa s aras f sso s0se ete a0 So08semm o coss onstoset oon se0e ecs sife sem e et uts H000 cren
DHAS 116 2U8E 3706 3854
er seen cmte et sees ane sursenee s ctes et o2ot s s wentofs 4 4 s

292 3998 4148

[ 2

ofeses

3704

WAz

auce satm anse anse ey asus so0s same ohtense boss 0as soas asen senm o} aues nava s1et 1920 0000 dara ot et S10m to0m anta 0048 458t offe s sose Sbon tuse sevt st

H4a? 42 3PP 4040 5330

senesons s00 se as0m sees wee s s ome 4000 4rve sanssrvn o e senm snre 2000 sao enee s+ sars mes v o410 snne sem o surm snse 9o aves vnve nee

W53DT 130 43464 4996 54A60

D R s B .{...... ase nase oees sees suee v fe secevens ot dese suse cene

WS 2048 4994 520 HéHbG

3 weet ase veun 4200 s0seanes ofhe soen suee snen vane cons aten

2 WAG 35386

0090 eora o csun aren eaa 4ncn 4esn 0200 400w saca adps sine bnea 04t 240s 40us sous

—-m.#'mn‘-‘—r-‘ -—m.-—.--.}.---«.—u--..-—-

1 WEES 4148

o000 smma oifs cone ao0s euss atse nre cave soet smes ohs saes et totn caes save ons

20t aemm e coe emet enes caen 420 0020 o0t smne b s et e cvte it seen
2 TORQGD 44492
rneranem s sem oo oe1ee1sb a2 e oo0s saanofpo ass some s dnte drnn sase
1 WEZS 4148
1 HWAad 4270
1 TORQC 43010
3 WES 4736
3 FaaDT LRI

oot rmrm e o0 e anensnom s 2 2020 mene fp o ens s cooe oran enee vms

FAGE 14

2 DML

consso00 fpe e emamanet et 05 s sens sn i s senm
2 WA3l1
2 T4l

wone onen oo cone sone seas dasa enna sace sure ares ofe cara

vanevnin odhscoen s0m dnee sennsnee onanems ssenede sasmonse drianen i nas

1 WAZC
enamsees o s 405t tun 20000528 anem e aren o anen enen eme sasn wine s
4 WAZ2 3PP
Sactatem b osos sm s 4090 400 era anre seme o snss a2 oesn a1 1m rseanen
A G fiet
2 WAG 442
4 WAZ CAAEE

oo seme s esos 00000 00 420 nserns asne o sve nnt s s srensnes

Lot T ekt Tun |
AN

e NEEDE oo
FREQUATION  AVATL

eonesans oo sme vene cvs soue 00n nionvore sue ofe tooe anes aues nees sire sane

cane oot oo ansnsosm bt sew s s s e oo st b st 14 e

RIS SO [ e

coememnt o 000 404m 42ss 2200 4108 s caneasen e e ure srve2ont s sem

1 FONGT 1403

Sowe oeat o0 dres seneeets 000 5100 cer 120t cesh s sute ders sane bets trea ue

OO SOOI W S—
2 THTA4S ST

R T R et
1 RTTHE 770
1 WAZC 03

LORTRS TNEL W

aresnen o cor snem non anre eren sas snen sarm i saresenssnvearsm 2o s

2 H4S - 3344

0nt 0ce s fe aees eran sue saee e ese cesesace

ses some e e e 20 o0 002 058 420 sanm s e o et erie et

26

snesanee o
. 44

some anee .._...’._..........-..........
1 WAl 4300
2 Wa3l :
3 WE3

er00oxm e cars semssee a0 s00 2200 s st 4100 s samt 210 200 v




REFERENCES

‘Blech, R.A.; and'Arpas1, D.J.: Hardware for a Real-Time Multiprocessor
Simulator. NASA TM-83805, 1984.

. Arpasi, D.J.: RTMPL - A Structured Programming and Documentation Utility
for Real-Time Multiprocessor Simulations. NASA TM-83606, 1985.

. Arpasi, Dale J.: Real-Time Multiprocessor Programming Language, (RTMPL) -
Users Manual. NASA TP-2422, 1985.

. Cole, G.L.: Operating System for a Real-Time Multiprocessor Propulsion
System Simulator. NASA TM-83605, 1985.

21



TABLE I. - RTMPL - GENERATED INFORMATION

Label | Operation | Result | Arguments | Calcul-
ation
time

LOAD R z 8
ADD R1 R1,y 16
STORE X R1 8

TABLE II. - PARTITIONING INFORHATION‘

Equation | Dependent | Independent | Calcul- Can Can | Must

label arguments arguments ation start | end | endd
time

x] (none) U, x5 32 0 32 64
X2 (none) X5 64 0 64 64
X3 X2 (none) 32 64 96 | 112
x4 x], X2_ (none) 48 64 112 | 112
X5 X3. x4 x5 48 112 160 | 160

dinformation used for packing only.

TABLE III. - PACKING ALGORITHM RESULTS FOR TURBOJET MODEL

Update | Processors Processor percent utilization

time required - '

: P number 1 P number 2 P number 3 P number 4
5666 4 100 98 97 53
10000 2 99 98 - -
19568 1 100 - - -
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Figure 1. - Physical parallelism,
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TX1 | wait) [ TX 3] (ldle) Computer #2

(b) Packing.
Figure 2. - Partitioning and packing closely coupled equations,
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Figure 3, - Path identification Algorithm.
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Figure 4, - Packing Algorithm,
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Figure 6. - The affect of insertion on equation attributes.
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