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ABSTRACT

A Workshop on Crystal Growth for High-Efficiency Silicon Solar Cells
was held December 3 and 4, 1984, in San Diego, California. The Workshop
offered a day and a half of technical presentations and discussions and an
afternoon session that involved a panel discussion and general discussions of
areas of research that are necessary to the development of materials for
high-efficiency solar cells. Topics included the theoretical and experimental
aspects of growing high-quality silicon crystals, the effects of
growth- process-related defects on photovoltaic devices, and the suitability of
various growth technologies as cost-effective processes. Fifteen invited
papers were presented, with a discussion period following each presentation.
The meeting was organized by the Flat-Plate Solar Array Project of the Jet
Propulsion Laboratory. These Proceedings are a record of the presentations and
discussions, edited for clarity and continuity.
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FOREWORD

The Crystal Growth for High-Efficiency Silicon Solar Cells Workshop
was held in San Diego, California on December 3 and 4, 1984. Representatives
from industrial laboratories, universities, and Government laboratories
participated in the meeting and contributed to research planning activities.
The Workshop was sponsored by the Flat-Plate Solar Array Project of the Jet
Propulsion Laboratory.

The objectives of the Workshop were to define the requirements for
silicon sheet suitable for processing into high-efficiency solar cells, to
review the state of the art of silicon crystal growth technology (emphasizing
the growth-related phenomena that limited device performance), and to identify
the future research necessary to produce silicon sheet suitable for fabrication
into high-efficiency solar cells. The schedule for this topical meeting
divided each speaker's time equally between a formal presentation and a
discussion period. 1In the final session, a panel of experts opened a general
discussion of the future research activities necessary to achieve the growth of
high-quality silicon crystals. The format for the meeting successfully
provided the opportunity for unrestricted technology exchange among those
attending.

This Proceedings document includes speaker's presentation material
and a transcript of the discussion period following each paper. A transcript
of the entire panel and general discussion is also included. All of the
discussion sections have been edited with the intent of enhancing the clarity
and continuity of each discussion.

1t is hoped that this Proceedings document will serve as a useful
reference for those interested in the growth of silicon crystals for
high-efficiency solar cells.

Katherine A. Dumas
Proceedings Editor
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MATERIAL REQUIREMENTS FOR HIGH-EFFICIENCY SILICON SOLAR CELLS

M. Wolf
The University of Pennsylvania
Philadelphia, PA 19104

(Abstract not received for publication,)
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Primary Causes of Losses

1, LrGHT GENERATED CURRENT:

A, OpticaL SurFace PRoPERTIES (REFLECTION)

B. ConTacT CoveraGe

c. IncoMpLETE ABSORPTION (THICKNESS)

D. RecomsinaTion Outsipe DepLeTioN Region
(BULK AND SURFACE. INCLUDING CONTACTS)

€. (“Deap Lavers”)

2, Open CIrculT VoLTAGE:

A. RecomsinaTion Outsipe DepLeTION REGION
(BULK AND SURFACE. INCLUDING CONTACTS)

B. BanDGAP NARROWING

¢. "“CurreNT Leakace”

3., Fi1LL FacTor:

B, Same as Open Circuit VoOLTAGE

D, RecomBinaTION IN DepLETION Recion
€. Ser1es RESISTANCE

pESIGN J1970 coML{VioLET |"BLACK 1978 1984 EXPER'L CELLS GOALS
PRIMARY CAUSES SPACE
OF Losses STMBOL foanam| cere | cee | cenes CELL | SPIRE MESTINGH|MAGREEN 20% |22.6%
BASE )
WIDTH ] n00um | 300 um |300umia] 380 um § 375 um | 280 pum] 200um |200um
¥ 3pe r" 9" '—f" !«oﬁm ~23',.:m ~28 [’:m 952. 9503
Tapt - - - ? (Ot pae)} (04 peei] O26us | 26us
FRONT:
WIDTH | 04 pum [OUS um] ~02um [~02um|~0.2umi~03pum |~O3um| 2 um | 2pum
Tpa ? ? ? ? , ns ~ISps | 04 28 Ous
s ? ? ? ? ~10%mi 1M0*ma 'l 103 em st 10% ema 10T ey
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- LIGHT GENERATED CURRENT:
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C. INCOMPLETE ABSORPTION (THICKNESS) 095}, 090 0.96 0.96(a4 0956 | 0.956 | 0.973,1l092 |loss
0. RECOMBINATION OUTSIOE DEPLETION REGIOM I Tcov 0.72 [0 0.94 0.94 |0.91 0313 | 0.93
{BULK AND SURFACE,INCLUDING CONTACTS)
E. (*DEAD LAYERS") (1~a) 1.0 1.0 1.0 [N} 1.0 1.0 1.0 1.0
OVERALL COLLECTION EFFICIENCY® Yy 0.63 .17 0.84 0.84 | 0.82 082 | 082 | 086 |089
LIGHT GENERATED CURRENT(AM1) 2 e cm™oy 28.0 34.0 3.4 3.0 |32 36.0 |36.0 379 [39.2
2. OPEN CIRCUIT VOLTAGE®
FUNDAMENTAL LimiT: _1VFdunge 0.76 0836V Ugraztomaem™ ]
A. RECOMBINATION QUTSIDE DEPLETION REGION |} (VF) »
(BULK AND SURFACE, INCLUDING CONTACTS) | HVF) o piiVFlng | 0.522 | 0528 | 0533 | 0.555 [ 0565 | 057 | o039 | 0.60 | 0.63
B. BANDGAP NARROWING
€. "CURRENT LEAKAGE" (Ryp) .0 10 1.0 o | 1o 10 | 1.0 |10 110
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3 FWLL FACTOR: _
EUNDAMENTAL LiIT! {CFhung — . _o8e B
A (CF)e
) . ) . . . 0839 | o. .
B. | SAME AS OPEN CIRCUIT VOLTAGE } (CFlecnifCFlpung | 0-82 | 0823 | 0823 0.824 | 083 | 0833 084 | 083
, (Ryp). 1o | 1o 1.0 L0 1.0 1.0 1.0 1.0 1.0
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e L 2 ) T ] ]
FILL FACTOR (FF) . 0716 | ors | o.78 0.78 0801 | 0800 ] 081 | 080 | o8
RESULTING CONVERSION EFFICIENCY K "e 154 17.0 7.6 1.0 18.1 19.0 | o0.200 | 0.226

(A} s ASSUMED



The Recent Approach

a. THOUROUGH DEVICE ANALYSIS COUPLED WITH MODELING:
0 TO DETERMINE ALL LOSS CONTRIBUTIONS
o TO IDENTIFY POSSIBILITIES FOR IMPROVED DEVICE DESIGN.

b. GLOBAL DESIGN VIEW OF DEVICE:
0  OPTIMIZED CONTACT DESIGN
0 DUAL AR OR TEXTURED FRONT SURFACE
0  FRONT SURFACE PASSIVATION (AT LEAST PARTIAL)
o BSF AND/OR BSR DESIGN (LIMITED EFFECT)
o SELECTION OF LOW RESISTIVITY FZ Si
o PROCESSING TO MAINTAIN HIGHER FRACTION OF ORIGINAL Lp
0  OPTIMIZATION OF EMITTER IMPURITY CONCENTRATION FOR
PRESENT DESIGN

IN SUMMARY:

SQUEEZE A LITTLE MORE PERFORMANCE OUT,

WHEREVER CURRENT TECHNOLOGY PERMITS.

Status of Si Slolar-CeII Technology

®TECHNOLOGY 1s AVAILABLE To REDUCE THE CONTRIBUTION OF EACH
SECONDARY LOSS MECHANISM (REFLECTION, CONTACT SHADING., SERIES
RESISTANCE, ETC.) TO THE MAXIMALLY 2-3% LEVEL.

o INTERNAL COLLECTION EFFICIENCY 15 GENERALLY >90%; “SATURATES” WITH
FURTHER REDUCED RECOMBINATION,

e0PEN CIRCUIT VOLTAGE conTInNues To suBsTANTIALLY INCREASE witH
DECREASING MinoriTY cARRIER RECOMBINATION. up TO BASIC RECOMBINATION
LIMIT (RADIATIVE AND AUGER),

@ CURVE FACTOR (FuNDAMENTAL PART OF FILL FACTOR) cAN INCREASE (WiTH voo)
By A FEW PERCENT.



The Basic Solar Cell

Photon Volume for
Flux e ® Photon
— Rold Absorption
1,1/
E L
—> |
[
—> } |
|
> 11 :
: % . Contacts to
® Extract
A )  Curient

—Potential Barrier for

e Collection of Light-Gen'd Carriers
e Genergtion of Voltage

Everything Else

(AR coatings, Hi/Lo Junctions, extra Layers, etc)

to overcome

e Secondary Effects:
caused by material, process, or

design limitations
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The Three Principal Paths to Reduced Recombination

DECREASE

1. DENSITY ofF RECOMBINATION CENTERS
® IN BULK Ne [em®1  —» HIGHER T

® AT SURFACES Ng,¢ tem*?]  —s LOMER s

2, VOLUME orR AREA CONTAINING RECOMBINATION CENTERS:

® "THIN" LAYERS
® "DOT CONTACTS”

3., DENSITY oF EXCESS MINORITY CARRIERS

® FAST REMOVAL TO OUTSIDE

@ "SHIELDING" WITH POTENTIAL STEPS ‘ FOR Neopy
® "ISOLATING" FROM HIGHER RECOMBINATION RATE } FOR Voe

® H1GH DOPANT CONCENTRATION

High Dopant Concentration

ERINCIPLE: qv
i = LB kT . L,
jg=an, cFT=an, e T
o
= HI = < =
v GH IF 5,0 SMALL "o Poo
r

LIMITS:
® HEAVY DOPING EFFECTS,



Is Heavy Doping Needed?
ITS PERFORMANCE-INCREASING APPLICATIONS:
o REDUCE SHEET RESISTANCE
4] OBTAIN LARGER HIGH/LOﬁ JUNCTION POTENTIAL STEP, OR HIGHER DRIFT
FIELD.

ITS PERFORMANCE DECREASING ATTRIBUTES:

0  AUGER RECOMBINATION
0  BAND-GAP NARROWING.

Effective Bulk Recombination Mechanisms

INTRINSIC (INTERBAND) RECOMBINATION:

RADIATIVE ULTIMATELY
LIMITS
AUGER? EFFICIENCY

EXTRINSIC (BARD-TO-BOUND STATE) RECOMBIRATION:

THERMAL (PHONON ASSISTED) SRH
(AUGER?)

EXTRIRSIC RECOMBINATION CAN BE DECREASED B3Y REDUCING THE NUMBER OF BOURD
STATES (RECOMBINATION CENTERS, “DEFECTS").

10



Knowledge of Defects

ARE SOME DEFECTS "INTRINSIC"?

{NEUTRAL DEFECT WITH ACTIVATION ENERGY Ez AT PROCESS TEMPERATURE "FROZEN IN.®

IONIZED FRACTION AT DEVICE OPERATION TEMPERATURE FORMS RECOMBINATION CENTER,
PARTICULARLY 1IN N-TYPE). '

TRUELY

EXTRINSIC (PROCESS-INDUCED) DEFECTS

©o IMPURITIES (0, C, Au, Ti, Mo, Pe, ... )

BIG PROGRESS MADE IN DETECTING PRESENCE, DETERMINING CONCENTRATION.
OPEN QUESTION OFTEN IS: INTEBRSTITIAL, SUBSTITUTIONAL, COMPLEXED, OR
PRECIPATED?

0: PRIMARY SQURCE: CRUCIBLE IN Cz PRCCESS. TECHNIQUES KNOWN TO REDUCE
0~-CONTENT TO 0.1 OF STANDARD LARGE-CRUCIBLE Cz PROCESS.

O-CONTENT INCREASES WITH C- OR B-CONTENT.

0 CRYSTAL GROWTH DEFECTS.

BIG PROGRESS MADE IN DETECTION, IDENTIFYING CRYSTAL GROWTH DEFECTS.
STRONGLY CORNECTED WITH THE CRYSTAL GROWTH TECHNOLOGY APPLIED;
TECHNOLOGY APPLIED SEEMS PRIMARILY DETERMINED BY THROUGTHPUT, PRICE,
AND WHAT THE MAJORITY OF USERS ARE WILLING TO ACCEPT.

Reduce Volume Recombination Center Density

® ORIGINAL MATERIAL PROCESSING:

FEWER IMPURITIES

ROLES OF OXYGEM, CARBON?

FEWER CRYSTAL DEFECTS (THERMAL ENVIRONMENT IN X~TAL GROWTH?)
ROLES OF DEFECT COMPLEXES

©® DEVICE PROCESSING:

NO NEW IMPURITY INTRODUCTION-

REMOVE EXISTING DEFECTS (GETTERING).

AVOID TRANSFORMATION OF DEFECTS TO RECOMBINATION CENTERS
(EFFECTS OF THERMAL PROCESSES?)

FOSTER TRANSFORMATION OF RECOMBINATION CENTERS TO HARMLESS
DEFECTS (PASSIVATION: CHANGES OF COMPLEXES?: ROLE OF HYDROGEN?)

11



Steps Toward Reduced Number of Recombination Centers

IDENTIFY "DEFECT(S)® WHICH
FORM RECOMBINATION CENTER(S)

IDENTIFY SOURCE(S) OF DEFECT(S)

LEVELS I DENTIFIED

- INTERCONNECTION AND RELATIONSHIP

RECOMBINATION CENTERS MADE
A FEW CASES.

USUALLY ROT KNOWN.

FIND WAYS FOR ELIMINATING - STILL MOSTLY "BLACK ART."

SOURCE(S) OF DEFECT(S)

PASSIVATE EXISTING DEFECTS

LITTLE RNOWN. IS HY THE BROAD

SPECTRUM ANTIBIOTIC™?

Passivation with Hydrogen

IT CAN NEUTRALIZE RECOMBINATION CENTERS, APPARENTLY EVEN
DEEP IN THE BULK, PARTICULARLY AT GRAIN BOUNDARIES.
HYDROGEN IMPLANTS PASSIVATE DANGLING BONDS, WHEREVER
HYDROGEN IONS REACH THEM.

HYDROGEN IMPLANTS MAY POSSIBLY ALSO PASSIVATE DEEP LEVELS
(IMPURITIES) in Si.

THE "IMPLANTATIOR® OF HYDROGEN IONS, EVEN AT LOW ENERGIES
CAUSES SPUTTER RTCHING, LATTTCE DAMAGF {200 A DEEP AT
400ev). '
HYDROGEN CAUSES MORE LATTICE DAMAGE THAN ARGON, EVEN
AMORPHIZES SURFACE LAYER, BUT FEWER DANGLIRG BONDS
("PASSIVATES ITS OWN DAMAGE")

WHETHER PASSIVATION DOMINATES OVER INTRODUCED DAMAGE DEPENDS
ON IMPLANTATION ENERGY, PRIOR PROCESS HISTORY.

HYDROGEN IS ALSO KNOWH TO NEUTRALIZE B AS AN ACCEPTOR.

12
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Low-Cost Crystalline Si Is Primarily:

®CAST®" INGOT MATERIAL (SEMIX, SILSO, HEM, etc.)

-]

-]

NOT-SIRGLE CRYSTALLINE RIBBON (BFG, LASS, etc.)

'ORTS TO INCREASE GRAIN SIZE, REDUCE DEFECTS
PASSIVATE REMAINING ONES, ALL SHOW PROGRESS.

UT: IT SEEMS IMPOSSIBLE TO COMPLETELY PASSIVATE

—

ALL THE DEFECTS ASSOCIATED WITH GRAIN BOUNDARIES

ALSO: FASTER, LESS CONTROLLED GROWTH MAY ALWAYS RESULT
IN INCREASED NUMBERS OF IMPURITIES, CRYSTAL DEFECTS.

CONSEQUENTLY: THE ULTIMATELY ACHIEVABLE PERFORMANCE MARGIN
RELATIVE TO THAT OF SINGLE CRYSTAL DEVICES IS
NOT KNOWN.

o WEB-DENDRITE RIBBON IS IN A CLASS BY ITSELF.
MAY HAVE POSSIBILITY, WITH INTERNAL GETTERING AT TWIN
PLANES, TO SURPASS THE QUALITY OF SINGLE CRYSTAL WAFERS.

IN ALL METHODS, THE CONTROL OF THE THERMAL ENVIRONMENT
DURING AND SHORTLY AFTER GROWTH APPEARS IMPORTANT.

13



The Device Engineer’s Wish List
to the Materials Engineer

SILICON OF LONG MINORITY CARRIER LIFETIME
(e.g., 0.2 Q@ cm p-type with t > 500 ps)

SILICON OF REPEATEDLY UNIFORM LIFETIME
(not 50-10600 us)

SILICON WHOSE LIFETIME DOES NOT DECREASE DURING NORMAL
DEVICE PROCESSING

{a rarneatadble, uniform increase is c.k.}

S1LICON SHEET (WAFER) WHICH IS FLAT, AND STAYS FLAT
THROUGHOUT NORMAL DEVICE PROCESSING

SILICON WHICH UNIFORMLY HAS REASONABLE MECHANICAL STRENGTH

SIFICON SHEET OF LOW COST
(<$50/m?)

Final Discussion

FOR HIGHER EFFICIENCIES (AT LEAST > 20%), BETTER SINGLE
CRYSTAL Si IS NEEDED.

IT SHOULD BE POSSIBLE TO BRING Cz Si TO THE SAME LOW-
RECOMBINATION LEVEL AS FZ Si.

HOW CAN DEVICES BE FABRICATED FROM THIS Si WITHOUT GREATLY
INCREASING THE RECOMBINATION CENTER DENSITY?

ARE SPECIAL Si QUALITIES NEEDED TO PERMIT SUCH PROCESSING?
HOW CAN THE PROGRESS HADE IN WATERIAL SCLENCE BE THANSLATED
INTO BETTER PROCESSING METHODS?

IF SOLAR CELL FABRICATORS WOULD SPECIFY THE QUALITY OF Si
THEY NEED, WOULD Si MANUFACTURERS DELIVER TO THESE SPECIFI-~
CATIONS? -

DO SOLAR CELL FABRICATORS KNOW WHAT SPECIFICATIONS TO WRITE?

14



DISCUSSION

STORTI: How much of a sacrifice in efficiency and lifetime do you see by going
down to very low values of resistivity?

WOLF: Calculations of intrinsic defect levels of recombination center
densities indicate that the lifetime goes down with one over the
impurity concentration. This means that you still would gain by
going to a lower resistivity until you reach Auger recombination.

RAO: Regarding hydrogen passivation: are there data that verify if we are
passivating the dangling bonds and/or the impurities?

CORBETT: No, it has not been verified. It does passivate sometimes, including
the substitutional impurities, and sometimes it doesn't. We have
speculations as to why it doesn't but we don‘t know for sure.

LANE: You've been talking about the defects and their effect on the cell.
There is a lot of effort going on in industry today to improve the
uniformity of the crystal, the uniformity of the distribution of
defects, the uniformity of the impurities, striations, ete. If we
get a perfectly uniform crystal and it's still full of impurities or
defects, are we no farther ahead or is this effort on uniformity
truly important?

WOLF: The device fabricator would like to see ingots all of nearly uniform
lifetime from which to make a device.

SCHWUTTKE: If you want high-efficiency solar cells, you must have a uniform
minority carrier lifetime over the whole device area. This means
the minority carrier lifetime is not allowed to go below a certain
limit. It is welcome to go over that limit if you average over the
total area.

LESK: Regarding uniformity: I don't think that the material we get today is
uniform either, but if making the material uniform drives the cost
up too high, then we may still have to accept something that is not
uniform but is still pretty good.

JASTRZEBSKI: How far away from the junction do you need a good lifetime?

WOLF: Silicon is an indirect bandgap semiconductor, so some of the photons of
the solar spectrum penetrate up to a millimeter. To make devices
with high voltage, we make the layers thinner than the diffusion
lengths. The lifetime determines how thick we make the layers,
therefore, a long lifetime would use a thicker wafer. For a
lifetime of 100 us, a 10-um-thick wafer would be optimal, while
2 millisecond lifetime would require 300 to 500-um-thick wafers.
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THE STATUS OF SILICON RIBBON GROWTH TECHNOLOGY )
FOR HIGH-EFFICIENCY SILICON SOLAR CELLS

T.F. Ciszek

Solar Energy Research Institute
Golden, CO 80401

More than a dozen methods have been applied to the growth of silicon ribbons,
beginning as early as 1963. The ribbon geometry has been particularly
intriguing for photovoltaic applications, because it might provide large area,
damage free, nearly continuous substrates without the material loss or cost of
ingot wafering. 1In general, the efficiency of silicon ribbon solar cells has
been lower than that of ingot cells. This presentation reviews the status of
some ribbon growth techniques that have achieved laboratory efficiencies
greater than 13.5% -- edge-defined, film-fed growth (EFG), edge--supported
pulling (ESP), ribbon against a drop (RAD), and dendritic web growth (web).

Conventional silicon ingot technology converts polycrystalline silicon having
a market price around $80/kg into polished wafers that sell for about
$1300/kg, through cylindrical crystal growth, wafering, and polishing steps.
Silicon ribbon growth, starting with the same material, wuses one step to

achieve damage-free, planar-surface substrates. The accompanying figures
detail maximum pulling velocities and surface area generation rates for sheets
and ingots, wusing a simple one-dimensional model. Experimentally, the

velocities achieved are 20% to 40% of the calculated ones. Graphical surface
area generation rate results from the model are presented both for the case of
no rate limitations due to wafering of ingots, and also for the case of
combined growth and various wafering technologies. When assessing the
relative merits of sheet and ingot growth, in addition to comparing surface
area generation rates, one must also remember that ingot technology uses about
100% more raw material and incurs additional wafering and polishing costs,

Schematic diagrams of the four ribbon growth methods discussed in detail in
the presentation are shown in the figures. All have achieved lab scale cell
efficiencies over 13.5% at AM1, and in fact one method has yielded large-area
modules (4675 cm?) with >13% efficiency. A comparison of the characteristics
of the four methods is given in the two tables. It can be seen that no single
method possesses all of the attributes one desires in a PV sheet material.
Perhaps the ideal sheet growth method is yet to be invented.

PRECEDING PAGE BLANK NOT FILMED

17






O O o O
e OO O

Sawing Silicon.
Wafers .
$800/kg ; Polished
Wafers
$1300/kg
($1600/M?)
Heat (1500°C)
+Technology
_ﬁeducﬁon
Polycrystalline with H,
Silh:ons (ppb Pumy, (900° C)
Silicon
Crystal
$370/kg
Distiliation
More Distiliation
—— e P =t
StHCl, High Pumy
a1 Cl
~ +HCL $1B/kg si
Chlorosilanes @ o
S é@ o
Doy S
Coke % 9 o o
Reduction
Metallurgical
Grade Silicon
Arc Furnace $1.60/kg Si
(1kg=2.21b.)

Sand (Si0,)

PRECEDING PAGE BLANK NOT FILMED

19



GROWTH RATE (METERS/HR)

For Ribbon Crystals
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Surface Area Generation Rate (m%/hr)
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o DENDRITIC WEB (WEB,1963)

o STEPANOV (S,1967)

¢ EDGE~DEFINED, FLM—FED
GROWTH (EFG,1972)

© HORIZONTAL RIBBON GROWTH
(HRG,1975/ LASS,1980)

o RIBBON-AGAINST-DROP
(RAD,1976)

» RIBBON-TO-RIBBON ZONING
(RTR,1976)

¢ SILUCON-ON-CERAMIC (SOC,1976)

Silicon
Ribbon

<~—Silicon
Meit

Shape-Forming
| Die [
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¢ CAPILLARY ACTION SHAPING
TECHNIQUE (CAST,1977)

+ CONTIGUOUS CAPILLARY COATING
(CccC,1977/ S-WEB,1982)

+ INVERTED STEPANOV (IS,1977)

& ROLLER QUENCHING (RQ,1979)

¢ EDGE—-SUPPORTED PULLING
(ESP,1980)

o INTERFACE-CONTROLLED CRYS—
TALLIZATION (ICC,1981)
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Stability and. Purity

EFG ESP RAD WEB
MENISCUS HEIGHT ~0.5 ~6 ~6 ~6
(mm)
'mnnwzr. c;omox. ~1 1-10 1-10 0.1-1
°C
 SURFACE RIPPLED, | SMOOTH, FLAT VERY
MORPHOLOGY STRIATED | BOWING (2um) SMOOTH
IMPURITY DIE, PILAM CARBON | HOT ZONE
SOURCES CRUCIBLE ENTS | ™ RriBBON PARTS
IMPURITY k ~1 |k <k <1] k, <t |k <k,<1
SEGREGATION ¢ e
g WITH
USE OF mpslxjmagon NO LS YES RESTRCTIONS
AREAS OF IMPURITIES,| BOWING, {IMPURITIES, mm.
CONCERN | STRESSES | STRESSES |STRUCTURE| STRESSES
Growth Characteristics
EFG ESP RAD WEB
GROWTH RATE
(cm/min) 2 2 10 2
(cm)
TYP. THICKNESS 200 200 80 160
(microns)
MAXIMUM LENGTH 30 ~1 30 11
{meters)
CRYSTAL TWINS,GB'S| L4RGE | NARROW | SINGLE
STRUCTURE |SiC INCLUS| GRAINS GRAINS | (111)TWIN
SOLAR CELL :
EFFICIENCY (%) 14 (12) 14 (12) 13.5(11) | 16 (13)
TECHENOLOGY/ _
SKILL HIGH Low ; LOW HIGH
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Criteria for the ‘‘ldeal’’ Sheet Growth Method

Good Crystal Perfection
Flat Smooth Surface
High Purity

Easy Control

High Throughput
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KALEJS:

CISZEK:

CORBETT:

CISZEK:

CORBETT:

CISZEK:

DISCUSSION

kS

Regarding your comment on the tolerance for impurities, there are

really two issues that have to be distinguished. To control the
interface, there is really only one parameter that counts, which is
the interface gradient. All these methods have about the same
tolerance when it comes to the stability with respect to
perturbations due to constitutional supercooling. The tolerance you
are referring to was basically the tolerance in the actual amount of
impurities segregated where certainly EFG, with Kgef equal to

unity, is at a disadvantage. When you start using metallurgical
grades of silicon, it is only the interface gradient that determines
the constitutional supercooling that counts. 71t has been shown in
1980 in web, for example, that 1018 impurities start a significant
breakdown of the web dendritic structure. We find that in EFG at
about 1018, we have about the same effects. You start losing
efficiency, not perhaps because of point-defect impurity problems
but because of structural breakdown. Again, this is only a function
of the gradient.

For the purpose of this symposium, which is on high—efficieﬁcy cells,

that point is moot anyway. No one would want to use very impure
poly to try to achieve high-efficiency cells. It would become more
of a concern if you were trying to make low-cost cells using a
lower-cost feedstock at the sacrifice of efficiency.

Can you tell us any more about your comment about the molybdenum and
iron?

It's borrowed work from researchers at Mobil. I believe the

experiment was done by progressively increasing the amounts of the
electrically active dopant to bring the resistivity levels down in
the melt during the growth of a single ribbon. When the resistivity
was down to about 0.2 Q-cm then a small amount of molybdenum was
added, and then a short time after that a small amount of iron was
added, and then the cells were made. It must imply interaction
between point defects and non-metallic impurities with these
metallic impurities. 1It's a region of very active research interest
now, to try to understand these effects better.

Would you care to speculate on how much improvement continued effort
in ribbons might yield?

There is certainly going to be some, and my own personal feeling is

that there probably is a ribbon growth method that hasn't even been
discovered yet that would have a lot better properties. It should
be, in principle, possible to grow a ribbon that is truly
single-crystal without twin planes or dislocations. It should have
at least as good and probably better properties than the ingots,
because of the close proximity of the surface to any point defects
within the material during the cooldown cycles, and hence there is
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the possibility of eliminating these to the surface, by vacancy
climbing or even interstitial moving during the cooldown cycle.
This ideal technique has not yet been discovered. With the
techniques we have to work with, we make the assumption that we are
going to live with coherent twins as a minimum in the material, and
we are going to live with oxygen and possibly some carbon in the
material, and then we ask how can we passivate or getter the
material to get the best results. 1In that kind of approach you are
never really going to get quite as good as ingot material, although
you should be able to get to a value perhaps 95% as good as ingot
material.

STORTI: Do we have very good numbers on what in fact are the minority carrier
diffusion lengths of these different ribbon technologies for the
given doping? And do we have an idea as to how much those
particular things can be improved or what those particular values
are at the moment?

CISZEK: We don't have anything like a round-robin where a particular technique
has been applied to measuring the diffusion length in all the
materials. I know that there is some variety in the approaches that
are used. For example, Belouet and his coworkers working on the
ribbon-against-drop method use an electrolytic sort of contact to
measure diffusion length in the material. Westinghouse uses the
surface photovoltage (SPV) technique and photoconductive decay, and
Mobil uses SPV.

STORTI: The reason I bring up the question is that it is possible to process
devices in such a way that you can get efficiencies that look quite
good, even though the diffusion length is not tremendously high.

CISZEK: We don't have a standardized method that's been used to systematically
compare the different growth methods and tell what their diffusion
lengths are. Recently there have been some intriguing things
noticed about diffusion length or lifetime as a function of cooling
rate of some of the ribbon techniques. People are discovering that
because the ribbons cool so quickly, there is some sort of a
guenching problem that is lowering the lifetime, but this can be
recovered by a subsequent heat treatment (around 1000° or higher
for some length of time) followed by a slow cooling, which can bring
the lifetimes back up.

LESK: What number of slices per inch did you use for your cutting efficiency?

CISZEK: 1 used 2,000 per meter for ID sawing and 2,500 per meter for
multiblade wafer sawing.

KIM: 1In your calculations, you assumed a relatively simple radiational heat
' loss. 1If you included a back radiation from the thermal environment
that could decrease your maximum growth rate significantly.

CISZEK: Definitely. The values here are high. I look at them as upper
limits, that you are not going to exceed. They are a goal you can

27



RAO:

C1SZEK:

Have

.

work toward. The calculated values are all too high and,
interestingly enough, they are high in a way that real rates are 20%
to 40% as high as the calculated rates both for the ingots and for
the ribbon. 1In the case of ingots, the 40% numbers would come from
float-zone-type growth and the 20% numbers would come from
Czochralski-type growth. The ribbons stay around 20% to 30% of
maximum values because if they try to go faster, thermal stresses
and buckling and things like that become significant problems.

you grown material from quartz crucibles and from graphite

crucibles, and do you see similar kinds of effects between ESP and
EFG materials?

We have done all of our ESP work using quartz crucibles. We did use a

number of different filament materials including quartz and some
graphite filaments. Arthur D. Little Corp. uses graphite crucibles
in the technique. 1 don't think a whole study has been pulled
together to compare influences of the different impurities --— even
within ESP, let alone comparing ESP to EFG. In principle it could
be done, but it has not been done.
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FUTURE APPLICATION OF CZOCHRALSKI
CRYSTAL PULLING FOR SILICON

J.H. Matlock

S.E.H. America
Vancouver, WA 98662

Czochralski (Cz) crystal pulling has been the predominant method used for pre-
paring for silicon single crystal for the past twenty years. The fundamental
technology used has changed little for 25 to 30 years. However, great strides
have been made in learning how to make the crystals bigger and of better qual-
ity at ever increasing productivity rates. The question that exists today is
whether this technology has reached a mature stage. Are limits in crystal size
and productivity being reached? The answers at this point are not clear yet.

Currently charge sized of SO0Kg of polycrystal silicon are being used for pro-
duction and crystals up to ten inches in diameter have been grown without
major difficulty. The largest material actually being processed in silicon
wafer form is 150mm (6 inches) in diameter.

Recent efforts in Cz silicon development have concentrated on continuing the
increase in wafer size and in higher productivity for lower costs. Alsoc much
effort has been extended in regard to the macroscopic and microscopic control
of impurities in Cz crystals. Oxygen content is a special challenge for con-
trol as one must balance the dissolution rate of the quartz crucible, the free
and forced convection in the silicon melt and the rate of surface evaporation.
Much has been done here by programming changes in the crystal growth parameters
throughout the process.

For control of dopant incorporation one must look for ways to balance natural
segregation effects. The use of programmed reduced pressure (for a volatile
element), the double crucible method and recharging have aided in this regard.
Growing of crystals in a magnetic field has proved to be particularly useful
for microscopic impurity control. Major developments in past years on equip-
ment for Cz crystal pulling have included the automatic growth control of the
diameter as well as the starting core of the crystal, the use of magnetic
fields around the crystal puller to supress convection, various recharging
schemes for dopant control and the use of continuous liquid feed 1in the
crystal puller. ‘

Continuous liquid feed, while far from being a reliable production process, is
ideal in concept for major improvement in Cz crystal pulling. It combines a
high theoretical productivity with the dopant leveling characteristics of the
double crucible method. The buildup of unwanted_ impurities is much slower
than for the use of recharging. It would seem that enough future promise
exists for this method that further development is definitely warranted.

What other major breakthroughs exist for Cz crystal pulling are not certain,
but what is clear is that this process will maintain its dominance of silicon

crystal production for a number of years.
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Cz Process

@ LITTLE CHANGE IN FUNDAMENTAL TECHNOLOGY
FOR 25 TO 30 YEARS

@ JusT
HORE
BIGGER
BETTER
@ ARE REASONABLE LIMITS BEING REACHED?
- 1S PROCESS REACHING MATURITY?

@ NOT CLEAR YET

Silicon Wafer Diameter Trend (Area Gain)

100

COMPOSITION X

Silicon wafer diameter trend (area gain). 20Qmm
diameter wafers are expected as next generation IC

devices.

REF (1)
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Cz/FZ Crystal Diameters and Cz Charge Sizes
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Crystal Production Costs Dependent
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on Charge Size and Yield

Crystal Diameter: 152.4 mm
Orientation: <1iil>

Equip. Utilization: 90%

Growth Velocity: 63.5 mm/hr
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Charge size (kg}

Goals of Silicon Cz Development

LOWER COST / HIGHER PRODUCTIVITY
LARGER WAFER SIZE

IMPURITY CONTROL

@ DOPANTS

@  XYGRN

@ OTHERS

® DEFECT CONTROL
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Reduce Cost, Increase Productivity

@ [INCREASE YIELD

@ [INCREASE PULL SPEED

® IHCREASE CHARG.E/BATCH SIZE
@ DECREASE SUPPLY COST / UNIT

Current Production Process

® 30 - 50 K CHARGE
® 150MM DIAMETER CRYSTAL

@ 12 - 16 INCH HOT ZONE

DEVELOPMENT PROCESS

® UP T0 100Ke
UP TO 250+ MM DIAMETER

@ 16 - 18 INCH HOT ZONE
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Impurity Control

@ OXYGEN - MAJOR IMPURITY

@ CONTINUOUS ADDITION FROM
CRUCIBLE DISSOLUTION

@ SEGREGATION COEFF == 1.0
MUST CONSIDER:

DISSOLUTION RATE
FREE CONVECTION
FORCED CCMVECTION

SURFACE EVAPORATION
@ DOPANTS
MUST COMBAT SEGREGATION EFFECTS

AND KEEP AT DESIRED LEVEL

@ OTHER IMPURITIES (imcr. C )
MUST COMBAT SEGREGATION EFFECTS
AND KEEP AS LOW AS POSSIBLE
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Czochralski single
crystal pulling; advanced
stage of the process

REF (4)

Czochralski single
crystal pulling; final stage
of the process. If the crystal
would have the shape of the
dashed lines, it could not be
finished dislocation-free
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Dopant Control

@ PRESSURE CONTROL
(FOR VOLATILE ELEMENT)

@  DOUBLE CRUCIBLE
@  RECHAKGE

@ MAGHETIC FIELD
- MICROSCOPIC CONTROL
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Improved Sb Concentration Distribution
by Pressure Control
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Schematic Representation of a
Double-Crucible Growth Arrangement
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Axial Resistivity Profile of Double-Crucible-Grown Crystal
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Recharging method. The tigh% resistivity ranged crystal
is pulled with leaving Si melt in a crucible and then
feed material together with dopant impurity are melted

to grow the second crystal.
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Recharging the Hot Crucible With Polysilicon Chips
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— . CZ crysial puller with recharging equipment fora
o poiysiicon rod and crystal pulling by rope or chain instead of
ashaft. § = single crystal, C = crucible, V = separating val-
ve between furnace and front opening chamber, FD' = front
opening door, S¢ = screen, OS = optical system for automa-
tic diameter control, VP =view port. PM = pulling mechan-
ism, P = poly-silicon rod. RM =recharging mechanism with
rope of chain. According to Lane and Kachare™"

Defect Control

CONSISTENT
THERMAL ENVIRONMENT
NEEDED THROUGHOUT
CRYSTAL GROWTH CYCLE.

Major Equipment Developments

@ AUTOMATIC GROWTH CONTROL
@ DIAMETER
@ CONE

@ MAGNETIC CZ

@ RECHARGIRG

@ CONTINUOUS LIQUID FEED
- IDEAL IN CONCEPY
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Concept of CLF Furnace OF POOR QUALITY

ADC Sensor Feedback to Pull Rate & lemp.

Crystal Pull Rate Feedback to Control Pressure
in Meltdown Chamber

- Melt Level Sensor. o
/ Feedback to Control Pressure

in Heltdown Chamber
F Proportional Control
Valve
@ O A—
Argon
Exhaust —%5_
Inle

. Liguid Transfer
’ / Assembly

%

auartz | 3
Baffle oLy
S| sl
% |
N
Growth Chamber i Meltdown Chamber ‘

REF. 2
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Arrangement for Continuous Melting and Solidification
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Doping Concentration Relationship, CLF Furnace

C .. = initial melt dopant

1 oncentration
Cr = incoming melt
replenishment
concentration

k = dopant segregation
coefficient.

Ref. 2
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Axial Resistivity Profile, CLF Furnace

5
N-type Phesphorus
- 125 mm Diameter -
P—_AMM
o . |
.. Continuous
5 .'."'
- 3 . -
e,
» — ...‘. =
™,
2 \ -
Batch .,
= ., -
1+ KA.
H’-.
5._'...‘
0||||||||||||¢|||1||‘

Solute Concentration Buildup, CLF Furnace
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S i

|

After |

kC, / |
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vV ———

Ref. 2
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Impurity Buildup, Continuous vs Batch'

160 | l I 1
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|

Ref. 2

Oxygen Distribution in Crystal., CLF Furnace

30 Diameter: 100ram
Pull Speed: 100 mm/hr
P—-Type <100
P 10 v
ad . ., . . . -
. - . 1.5 kg
20 - . - -
. . Sky
sl v b by vl tegy)
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Crystal Length (em)
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Crystal Production Costs, Batch vs Continuous

120 —
100 - Crystal Diameter: 101.6 mm
Orientation: <100>
Equip. Utitization: 90%
B
¢
80 |- ': Yield %
4
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"', Continuous ~----- Bh
4
= 60 \%
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8
2 40 [~
o
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3 —
o .
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o '..-""‘ln
20 - lo-.a-a--'-’-::-.-.‘

ol o Lo Lo b Ly 1o b 1 1
0 20 40 60 8 100 120 140 160
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Ref. 2

What is the Future of the Cz Process?

@ MAIN EFFORTS NOW
STILL

HORE
BIGGER
BETTER

OF SAME PRODUCT
AKD -PROCESS

@  WHAT 1S NEXT???
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DISCUSSION

LESK: Do you feel that 70% production yield is a good practical figure?

MATLOCK:

On a standard Czochralski process, yes.

STORTL: What are the primary sources of the heavy-metal impurities?

MATLOCK:

MORRISON:

MATLOCK:

One of the sources is the polycrystal itself, particularly as it is
enriched through the process. The reactors where the polycrystals
are grown have a lot of silver in the environment, and nickel
parts. The Czochralski chamber and the seed holder have metal parts
where some evolution of that metallic impurity is bound to occur.

We are led to understand that a very open dialogue exists between
producers and users in Japan and that part of the success of the
industry in Japan is due to that open dialogue. Do you see any kind
of a dialogue opening up in this country that is going to help the
users and the producers reach some state of excellence and
understanding?

Yes, I certainly do, and I think that a number of companies have

become very intimately involved in that kind of interactive dialogue
to maximize material effects on device performance.
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N86-19727
POTENTIAL PRODUCTIVITY BENEFITS OF
FLLOAT-Z0NE vs CZOCHRAILSKI CRYSTAL GROWTH

Takao Abe

Shin-Etsu Handotai (SEH)
Japan

An efficient mass production of single crystal silicon is necessary for ULSI
fabrication, as well as high-efficient silicon solar arrays for the coming
decade. However, it is anticipated that much difficulty to grow such volumes
of crystals using conventional Cz method exists. The productivity of single
crystals might increase with crystal diameter increase. Even if we succeed,
however, to grow large diameter €z crystals, there are the following two
barriers for mass production: One is the long cycle time of operation due to
slow-growth rate and large heat-capacity of the furnaces. Second is the large
resistivity gradient along the growth direction of crystals due to impurity
segregation. '

On the other hand, the possibilities of wusing the FZ method for mass
production are described in this paper. Until now, this method has not been
heavily used due to the technical and operational issues for growing crystals
and the quality 1issues of the lack of intrinsic gettering (IG) and weakness
from dislocation generation.

The comparisons between FZ and Cz crystal growth on the basis of 150 mm in
diameter show that the productivity of FZ method is two to four times higher
than that of the Cz method. This markedly large productivity is brought from
high-growth rates and the steady-state growth system of FZ method in regard to
maintaining the dislocation-free condition and impurity segregation,
respectively. Tn addition, the strengthening effects of dislocation
generation are introduced from our recent studies.

We will emphasize that to get high-effective productivity, large-shaped
polysilicon suitable for FZ growth are absolutely necessary.

CONTENT:

1. Single Crystal Yield (Y)

2. Productivity (P) and Effective Productivity (P x Y)
3. Quality

4, Keys for FZ Mass Production
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FZ Single Crystal, 100 mm in Diameter

Cz Single Crystal, 250 mm in Diameter

in Length

in

1.6 m

45 kg in Weight



Growth Conditions in 5-in. FZ and Cz Methods

FZ*(Ist + 2nd) cz
DIAMETER (mm) 128 |30 %%
DIRECTION <{00> <|00>
DIA 128
POLY LENGTH 1800 -_
{mm)

POLY WEIGHT (kg) 50 30 X%
GROWTH RATE ist 4 [

{mm/min) 2nd 3 —

X 2pass FZ shows higher singie crystal yield than that of

single pass FZ.
)

*x
x
x Ix

(productivity x yield).
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. FZ diameter control Is easelr than that of CZ.
% 30kg charge in 3" shows the most effective productivity




ORIGINAL PATZE I8
OF POOR QUALITY

{100> dislocated CZ crysta

X-ray topograph of <100>-grown CZ crystal with slippage and
lineage dislocation. Lineage formation: First, dislocations
are introduced as slippage placed on the oblique (1l11) plane
from the periphery of a crystal. Then, they are rearranged

to array their lines along the growth direction on the (110)
planes for form lineage as to decrease their formation energies
by climbing motion.
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Optimum Charged Weights and Crucible Diameter
on Crystal Diameters for P x Y

CRYSTAL
DIAMETER
(1ncH)

CHARGED
WEIGHT
(Ke)

30 45 60 80 160 >120

CRUCIBLE
DIAMETER

(1ncH)

14 16 18 20 22 > 22

Keys for FZ Mass Production

1. EQUIPMENT
2. LARGE DIAMETER OPERATION
3. QUALITY

4. POLYSILICON

Crystal Quality

F2 cl

1. STRENGTH n; = DOPE LoweRr 0

DISLOCATION

2. 16 DIELECTRICS
DONOR
DEFECT

3. RESISTIVITY MICRO MACRO
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CONE

ENLARGEMENT

NECKING

MELT CONTACT

SEED

X-ray topograph of seed, necking, and conical part of
a crystal. Dislocations generated at the end of seed
crystal contacted with a molten zone and then faded
away on the side surface of necking. If dislocation-
free state is obtained, as the upper yield point for
dislocation introduction is very high, large diameter
crystals with high growth rate can be grown even under
strong thermal stresses.
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A Growing Cz Crystal
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ORIGINAL PAGE IS
OF POOR QUALITY

Growing 5-inch-diameter FZ crystal with <100> direction. Diameter

is controlled by adjusting both feed and single-crystal movement.

The emissivity of the molten zone is lower than that of the solid
f=}

phase,
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SURFACE MORPHOLOGY CHANGE FROM DISLOCATION-FREE TO
DISLOCATED GROWTH

(o)
0.8
0.5
0
(mm)

- o
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; "
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8 wl
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| -8
(= o}
a ---do H
h “E
~E
(o]
g .-
: °|
S . —RESISTIVITY ©
{7
>~
PHOTOGRAPH m . SURVAENEN F
— ~ o [ -]

Surface morphology change from dislocation-free dislocated growth in
<111> growth crystals with a concave shape interface toward the melt.
(a) and (b) X-ray topographs (220 Ref. Moka) showing a crystal diameter
(75 mm) with peripheral facet. Both decrease because of dislocation
introduction, and lineages exist in the dislocated growth area. The
growth interface shape contrast is obtained by oxygen precipitation on
striations induced by annealing (1000°C, 16 hr in Ar) after growth.

(c) 8i0 particle—induced dislocations, and (d) surface morphologies:
corrugated smooth, growth habit fading; and diameter decreasing,
resistivity increasing.
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(a) X-ray topograph (220 Ref. MoKej) showing that dislocations
were introduced from the periphery (indicated by P) during
growth, and (b) its etched surface (Sirtl etching) showing that
the facet diameter was diminished.

FZ Processing and Silicon Losses

AS
YR-GROWN POLY FEED  IstPASS 2nd PASS GRINDING

F G
S o ol

N E —_—
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o ™ =
o A = N I L
P i —. ~ //D t
.« « -~ ~
" - e ; H
e .o R gy 93
P ‘. e -
i = =)0 —
Bex /
5 “fneck ingot

seed
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One-Processing Cycles on FZ and Cz Crystal Growth

HOURS

process FZ%(1st +2nd) cz

t {charge Y 0.9

2| gas ' 1.0 0.9

3| reheat (F2) 13 2.0

4 | stabilize 0.6

5 | seed / nack 05 .2

6 | cone {top) 2.0 L5

7 | body 14.5(61%) | 13.1(45%)

8 | cone (bot) . 2.0

9 | cool 2.0 2.9

ol | a5 | a7

i1 | maintenance .2 1.5
total 240 29.3

$” L8y SOK §* d0ks argm
% 2pass FZ shows higher single crystal yield
than that of single pass FZ.

Growth Parameter Differences Between FZ and Cz Growth

PARAMETER Fz cz RESULT
1. THERMAL
: LARGE SMALL GROWTH RATE
GRADIENT
2. MELT SMALL LARGE
DISORDERING
CONVECTION CONSTANT CHANGE
3. MENISCUS
CONSTANT UNSTEADY GROWTH RATE
SHAPE
AUTOMATION EASY DIFFICULT
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FZ Single-Crystal Yields and Productivities
on Crystal Lengths for 5 in.

g’ CRYSTAL LENGTH (m)
% 1.0 1.8 3.0
FEED {kgil A 28(40) 50(72) | 83(120)
(4] _ —_ —_
AS GROWN ,
DIAMETER B i28
{mm)
CONE {kg)| C 3.0
BODY (kg)| D 20.5 42.5 75.5
CONE (kaj E i.5
F 1.5
CHUCK (kO)§ 1.5
GRINDING  (kg)| H 1.0 2.2 40
INGOT (kg)] I 19.5 40.3 71.5
YIELD  (%)]Y 70 8l 86 .
BODY , 074
LENGTH  (m) , 1.54 274
PRODUCTIVITY
PAR DAY 275 40.3 49.?’;

67
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OF POOR QUALITY

Photographs of necking and conical shaping of (a) <100> orientation
and (b) <111> orientation. Dislocation-free grown crystals only give
their brilliant crystal habit lines, Maximum weight for 3~mm-diameter
necking crystal is estimated as 200 kg.
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DIAMETER

Summary

1. SineLe CrysTAL Mass PropucTioN
N-TYPE FOR C-MOS/MOS Er:

2. RevLATiveLy Low Oxveewn MATERIALS

24 £ 4 ppua ('79 ASTM)
N1TROGEN-DOPE FZ/CZ

Maximum Diameter Trend i’n Production

(nm) {inch)
150 : 001 &
| :
3
I ]
1
N 1
128 5
100 b 4
75 | ! 3
[ | DISLOCATION.
~FREE.CZ
= - DISLOCATION 2
’ w=  -FREE(FZ
25 i 1
O 3 1 1 1 1 1, 3. s 1. 1 § - 2. 3 2 1. 1 3. %1
19860 65 70 75 80 85
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Results and Forecast of Si Crystal Production

10,000
FORECAST
- SIA RESULT 4883
USA 574, JAPAN 720,EC 279 t/y ©
1,000 } —
(ton/y} [
100
I JAPAN
H
10 AR AREEEEENE IR AN R R
1860 1970 1980 1820

Swirls and D-Defects Formation: In-Situ Annealing (2 min)

) | OXYGEN
NON=-DOPED | | | 2.5X10"7

3

GROWTH DIRECTION ——>=

X-ray topographs of copper—decorated FZ crystals that were in situ
annealed during growth. Right-hand crystal is oxygen doped with
silica plate insertion into the melt.
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ORIGINAL PAGE 15
OF POOR QUALITY

Nitrogen Suppression of Swirls and D-Defects

4 '3 '4mmhﬁnr»N2 | 4|3 mm/min [ N2

Suppression effects on nitrogen in silicon on swirls and D-defects.
(a) D-defects and (b) swirls elimination due to nitrogen gas doping.
(From Abe et al [38].)
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Effects of Nitrogen on Dislocation Nucleation
and Movement in Silicon

1si heat treatment 2nd heat treatment
oxygen 1?X1017cc
Ccz
F2
nitrogen 4.5X10"%cc
FzZ

Scratched conditions In diffusion funrace
° Crystal diameter: 3 inches 1150C in
© Diamond weight: 10g dry 0.

o Scratching speed: 10 mm/sec

15] 10 | 5] min

Effects of nitrogen on dislocation nucleation and movement

in silicon. X-ray topographs obtained from three kinds of
(111) wafers prepared from conventional CZ and ¥Z and
nitrogen-doped FZ. Left- and right-hand-side topographs were
taken after first and second heat treatments under the same
conditions, respectively.
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Real Problems for Mass Production

1. RESISTIVITY DISTRIBUTION

2- CRYSTAL DISORDERING DURING GROWTH

o

Fi

ExpANS 1ON OF

SWIRLS

FREEZING AND

SPILLING oF MeLT

UNDERSTANDABLE
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Dislocation Generation and Movement on
Oxygen and Nitrogen-Doped Materials

Q
LY
N
0.9
kY BY OIAMOND INOENTOR
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~ 0.8 \ INDENTING 30 SEC
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4 Y o}
E N\ Y
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T s s 6789101
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Toughness against dislocation generations explained by
dislocation Rossett expansion as functions of oxygen and
nitrogen concentration in CZ and FZ crystals, respectively.
Toughness is lost in the lower concentration range of
oxygen 5 x 1017 atoms/cm3 in CZ crystals, Nitrogen—doped
FZ crystals have same toughness with CZ crystals. Nitrogen
concentrations in FZ crystals are as low as two orders of
magnitude compared with that in CZ crystals.
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Optimum Charged Weights for Each Diameter

SINGLE CRYSTAL YIELD X PRODUCTIVITY =EFFECTIVE PRODUCTIVITY
IN 30 Kg CHARGED CZ GROWTH

diameter _g 2 s p - ield(y)=Ingot(F)
DlAM‘ETwE'R charge(M)
{er)- |A] 10.5 [13.0 | 155 | 180 | MaBsc+D+E
% (kg |B| 05| 09] 15| 25 2(p-05P
bodv G={ 7 xzrxdlxl.
v (kg |C 25.5 (24.3 |225|195 | - .
: - ~_{(a-05)
" () D] 10| 18] 50| 50 F{ — "”Xd}"l‘
. . C
resid. Ly 2
kg |E| 30| 30| 30| 30 (%_ax” py
rindin :
9 (?(g, G| 24| 1.8 | 13| 1.0| d=2.33(g/cm)
ingot (kg |F|231|225 |21.2|18.5 | M=charged weight 30kg
yield (%) 1yl 770750 |70.7 [61.7 | pa(—MEY_
—_ operarlng time
body length
y ?cr:‘rgn) L[126 |786 |51.6 |33.0 | pigx O7=cone(B) length
productivity L.O) i21] 125 LIS) .
ratio(per day)| P |(15.00[18.4) [l19.0) [(17.5)] Dia x 4=cone (D) length
effective 77 |90.8 |88.4 |77
productivity (Y x P)[(YxP) (Y xP) |(YxP)
(vxp) |23 e
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Worldwide D.RAM Demand Forecasts

(DATA GUEST)
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Cz Processing and Silicon Losses
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Silicon Wafer Diameter Trend (Area Gain)
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thermal convection forced convection

g very small

wsg large

>
=

heater

M\
~

% sio

,,llllllllllﬂ

R

Z

we=0

Diffusion boundary layer thickness distribution variations due to
(a) confection and (b) stirring in the melt. Crystal rotations are
responsible for controlling of growth interface shape and diffusion
boundary layer thickness. For (a) thermal convection, Wg is very
small; for (b) forced convection, Wg is large.
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DISCUSSION

CORBETT: 1Is the nitrogen stable or does it undergo heat-treatment effects?

ABE: 1In the FZ crystal case, the nitrogen is very stable. For Cz, however, we
have recently found a 900°C temperature change to inactive
nitrogen for the infrared absorption. It is still stable as far as
toughness for dislocation generation is concerned.

CORBETT: What other impurities do you get in the nitrogen-doped float-zone
material?

ABE: We tested only for germanium, carbon, and hydrogen. The other impurities
have a secondary effect. Carbon is not good for device performance.

CORBETT: What kind of carrier lifetime do you get in this material?

ABE: Using the photoconductive decay method, the lifetime is about the same
level as non-doped FZ materials, namely 1000 to 2000 us depending
on the resistivity.

CORBETT: Then nitrogen makes no difference.
ABE: That is correct.

CISZEK: One of the production limitations may be the diameter to which
crack-free polycrystalline silicon can be made. Could you tell us
your experience about how large a diameter SEH is able to make the
polyrods without cracking?

ABE: 1 showed polycrystals almost 13 em in diameter, 2 m long, that were
crack-free.

KIMURA: You showed nitrogen concentrations that were about 7 x 1015
maximum. Your solubility limit is 4.5 x 1015, po you have
precipitation?

ABE: I don't believe the literature data. IOur‘case is not in steady state so
sometimes it can exceed the solubility limit. :

KIMURA: Regarding the suppression of D-swirl defects with nitrogen, is that
: because of the increase in the critical residual stress by adding
nitrogen?

ABE: I'm not sure how nitrogen effects the D-swirl defects, but perhaps the
nitrogen deactivates the vacancies and/or interstitiasls to form
equilibrium states or concentrations.

KIM: Regarding float-zone ingots, is there an upper limit for diameters that
you can scale up to?
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ABE: 1 feel no dislocation generation limitation for large-diameter ingots at
the present time. We experience no dislocations but sometimes the
ingot does crack during the growth at very low temperatures.

KIM: Too much oxygen in Czochralski silicon is bad. Could you speculate what
would be a reasonable oxygen level where you have optimum mechanical
strength and to some extent gettering due to oxygen?

ABE: Roughly speaking, the standard oxygen concentration according to ASTM is
around 30 ppma. I recommend 20 to 25 or 30 ppma. Such a relatively
low concentration material has gradual intrinsic gettering effects
through the processing.
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NE.WOIHLW(ONCONIH)LOFCRYSH&ILINEADDCHEHCALPERFE&TION
DURING GROWTH OF SILICON

A.F. Witt

Massachusetts Institute of Technology
Cambridge, Massachusetts 02139

Significant progress has been made in our understanding of the Czo-
chralski crystal growth process with the realization that the incorporation
of oxygen into silicon is directly related to the interhal gettering capa-
bility of wafers during device fabrication., Stringent oxygen concentration
requirements in silicon brought about intensive studies of crucible (Si0,)
dissolution, oxygen accumulation in the melt, its transport to the growth
interface, and its incorporation into the growing solid. In context, it
was also recognized that the electronic properties exhibited by silicon
during various stages of device fabrication were significantly affected by
the thermal history of the silicon during the post-—growth cool-down period.
These studies led to a comprehensive analysis of the heat and mass trans-
port behavior in conventional Czochralski growth systems, and resulted in
the evolution of new concepts for their control.

Turbulent melt convection, induced by unavoidable destabilizing ther-
mal gradients, was found to interfere with homogeneous dopant (and oxygen)
incorporation and to influence markedly the dynamics of non-equilibrium

point defects in the solidified silicon matrix during the cool-down period.

PRECEDING PAGE BLANK NOT FUMED



N
Moreover, both segregation and point defect dynamics appear adversely

affected by asymmetry in heat transfer to and from the melt.

Growth control, with the crystal diameter as the primary control
objective (ADC), while responsive to optimized silicon througl@.xt require-
ments, is now considered inadequate (if not inappropriate) in view of
stringent bulk property requirements.

In view of the unavoidability of destabilizing thermal gradients in
conventional crystal growth configurations, melt stabilization through the
application of magnetic fields is generally considered as a viable
approach, Large melts do experience pronounced damping of temperature
oscillations and a corresponding decrease in non-rotational segregation
effects under applied vertical and horizontal magnetic fields . The accom—
panying reduction of the rate of heat transfer in the melt, howevgr, gener—
ates complications through changes in the prevailing temperature gradients
and in the time constant of the hot-zone which still have be overcome. An
additional side effect of magnetic field stabilization is the spatial re-
organization of convective melt flow patterns which may alter the radial
temperature distribution and thus lead to changes in segregation behavior.

Control of heat input to the melt through heat pipe systems, as used
during growth of germanium, cannot be applied to industrial growth of
silicon. Required heat pipe systems with operating temperatures of about
1400°C are as yet not available; moreover, the effectiveness of peripheral
heat pipes in generating radially symmetric thermal fields in the melt is

found to decrease with increasing cavity‘diameter. Recent studies have
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shown that heat exchange systems logated‘ coaxially about a growing crystal
can be used to stabilize and control not only heat transfer in the grown
crystal, but also in the melt adjacent to the solidification interface.
This approach is expected to provide for controllable, quantifiable, and
reproducible thermal boundary conditions at critical parts of growth sys-

tems and shows promise as a parameter for growth with bulk crystal perfec-

tion as the control objective,
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Fig. 1

Fig. 2

Fig. 3

Fig. 4

Fig. 5

FIGURE CAPTIONS

Heat transfer system associated with Czochralski growth of semi-
conductor systems. The defect structure of material obtained by
this technique reflects the non-uniformity and uncontrolled
nature of heat input and heat loss; related thermal gradients in
the melt are destabilizing and give rise to turbulent convection;
thermal field distribution is asymmetric, leading to non-
axisymmetric convective flow patterns and to related deficiencies
in segregation,

Microsegregation behavior exhibited by silicon doped with anti-
mony. Compositional variations on a microscale revealed by dif-
ferential etching reflect growth perturbations at frequencies
ranging from 10-0.1 Hz caused by temporal and spatial variations
in convective melt flows.

Schematic presentation of convective interference with equilib-
rium segregation during liquid-solid phase transformation of
binary system in Czochralski configuration.

Origin of rotational (semi-macro) and non-rotational (micro)
segregation during Czochralski growth.

Achievement of radially symmetric heat input to a semiconductor
melt through the use of a heat pipe located coaxially between the
graphite heater and the melt confining crucible. This approach
is as yet limited to operation at less than 1100°C because of the
unavailability of high temperature heat pipe materials. It
should also be noted that the effectiveness of this approach is
limited to heat pipe cavities with I.D.'s of less than about 4";
at larger cavity diameters, unavoidably asymmetric heat losses
lead to asymmetric thermal field distributions and to related
segregation effects.
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Fig. 6

Fig. 7

Fig. 8

Heat pipe based heat exchange system to control themmal gradients
in growing semiconductors. The heat pipe located coaxially about
the growing crystal provides for constnat, controllable ambient
temperature which significantly affects thermal stress generation
and the dynamics of ‘supersaturated point defects. Using Peltier
heating or cooling respectively, it is possible to maintain
anbient temperatures ranging from about 500-1100°C.

Radial thermal stress distribution in GaAs during LEC growth with
and without controlled heat exchange. It should be noted that
the resolved shear stress at all axial locations exceeds critical
resolved shear stress by up to one order of magnitude.,

Heat exchange system providing for controllable axial thermal
gradient in crystal grown by the Czochralski technique.,
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Figure 1. Conventional Cz and LEC Growth Without
Heat Transfer Control

o Asymmetric heat input and loss

o Interface Morphology to a limited extent
controllable by speed rotation

e Encapsulation film thickness uncontrolled

e Vertical thermal gradient about interface
not easily controllable

» Radial thermal gradient in crystal uncontrolied

e History of temperature field, T(X, 1), in
growing crystal unknown and uncontrotiable

e
™~ ~
T ] W,

N
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Figure 3. Melt Growth Configuration and
Associated Composition Profile

conc. of dopant

(Cs)
Crystal

C = concentration of minority constituent: (Cg) in solid
(CL) in melt
(C*) at melt-crystal interface

S = diffusion boundary layer thickness (controlled by convection
and/or crystal rotation)

Convection: leads to longitudinal macrosegregation:

- c
Cs (X) = Ketr CLO)(1-g)Kett™! l ket = =
L

g = fraction melt solidified

C (O) =starting melt composition

Temporary perturbations: lead to mic}oseg_rggation:

Ce = kCy _

g T z
K+ {t-k)em o c*

D= diffusion constant

R=rate of growth
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Figure 4. Origin of Microscopic Compositional
Inhomogeneities in Melt-Growth Matrices

(a) rotational striations:
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(b) non-rotational striations:
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Figure 5. Cz Grown With Heat Pipe for Radially
Symmetric Thermal Field Distribution in Melt

o Effectiveness Limited by Crucible Diameter

3116
t v\\// T

"I a°
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Figure 6. Heat Exchange System for Optimized Control
of the Following Interdependent Parameters:

o Crystal temperature (range 500 °C ~1100 °C)
¢ Growth interface morphology
+ Temperature gradients about the growth interface

o Radial thermal symmetry in the vicinity of the
growth interface

o Radial thermal gradient in growing crystal

)

@ Inconel Heat Pipe with Operating Range
trom 500 °C - 1100 °C.

@ Peltier Heating / Cooling System.

@ Thermal Insulation.

@ Auxiliary Heating Element.

® Axial Position of Heat Exchange System {adjustable)
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Figure 7. Effect of Heat Exchange System on Reduction of
Stresses at Periphery of a GaAs Crystal

{.20409

{0409

Be+08

Ge+08

RESOLYED SHEAR STRESS Dynes/ca )

20408

40408 |

A3 CONVENTIOAGM. FURNACE

HITH HEAT EXCHANGE SYSTEM

H.E.8, TEMP, IN ENCAPRULANT = {400 ¥
B dT/dL = 40 K/ca

\ C: dr/d2 = &0 K/ea

OPAQUE ENCAPSULANT
THICKNESS = 3,78 ca

2 4 ¢ 8 10 12 4 18
AXTAL LOCATION (cm)

Figure 8. Heat Exchange System for Optimized Control of Axial
Temperature Gradient in Growing Crystal

@@ Inconel Heat Pipes with Operaling
Range from 500 °C - 1100 °C.

® Peltier Heating / Cooling System.
@ Thermat Insulation

® Auxiliary Heating Element

® Controlled Gradient Region

@ Axial Position of Heat Exchange System
{adjustable)
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DISCUSSION

WITT: My colleague, Dr. Schwuttke, is convinced that he can get the degree of

SCHWUTTKE:

MORRISON:

WITT: You

contamination in Czochralski growth to the level of float-zoning. I
am pessimistic about this. 1If I look at all of the ev1dence that
has been compiled so far, I don't see it.

We should strive to improve the Czochralski quality in terms of
oxygen content to a point that is approaching what we have in
float-zone after two passes, and that is around 1017, We can
produce Czochralski today with 2 x 1017, and I think that is not
even optimized.

One of the things that makes float-zone attractive, at least from a
cost point of view, is the high thermal gradients giving high growth
rates. In Czochralski growth all of the newly applied technologies
to improve the process talk about adding heat. Adding heat has to
slow the growth rate. Are there technologies where we can go the
other way? ’ '

bring out a very valid point. You want to optimize the growth
rate. 1If you do that you have to operate under a very high thermal
gradient but if you believe that that will lead to superior material
along the lines of point-type defects you are wrong. I think you
can stabilize your supersaturated point-type defect so that it does
not coalesce or cluster and deteriorate. But on an absolute basis,
you then have an inferior material, the more you remove yourself
from the equilibrium phase transformation. Therefore, it is my
contention that that in principle is the weak point of
float-zoning. The complication that I see is the very strange and,
in my opinion, non-quantifiable thermal boundary condition
associated with the hour-glass type configuration of float-zone
growth. I think an attempt at modelling and, therefore, optimizing
float-zoning along these lines is not even on the horizon. In my
opinion, if you want maximum throughput, you can get it and I think
you can increase your throughput in Czochralski very, very
significantly with no problem. I think the maximization of growth
rates at what I heard today at two inches is far removed from what's
theoretically possible. But the question is, do you want to? The
material will have very negative side effects when you go to

high- temperature processing.

LESK: When you rotate a crystal in a liquid you get a certain amount of

pumping action. 1Is that anywhere near the significant thermal
gradient effect?

WITT: Sure, you have two driving forces in that configuration. One of them is

natural convection, due to the density gradient, which moves the
system outward, up, and in towards the center. Counteracting that
you have forced convection due to the crystal rotation, which has a
centrifugal force that moves the fluid up and out. Unfortunately,
the driving forces in much of the Czochralski system are so high for
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convection that in at least the bulk of the matrix I do not see the
dominance of forced over natural convection. In addition to that,
in many of these systems we are not dealing with an annular ring, as
predicted by theory, but rather in one cell a typical consequence of
the thermalized symmetry of the system. 7You are correct, in
low-temperature systems. If you go to germanium or indium
antimonide at 450° or at 940° then the driving forces are small,

and if the volume in addition is small, then you get exactly what
you want. You get, at low rotation rates, dominance of natural
convection, and at high rotation rates, you get dominance of forced
convection due to the seed rotation.

KIM: Your approach to achieve thermal symmetry is very logical, but I wonder
if it is practical. Wouldn't it be an experimental nightmare to
have six heaters controlled separately?

WITT: Fortunately, we are a university, so the nightmare isn't so great. At
this stage we have two different approaches, as I indicated. The
first approach is to test the effectiveness of the heat pipe
coaxially. This is not a simple approach. If we see the
responsiveness of the thermal field due to the location of the heat
pipe then there is no longer a need for the radially asymmetric heat
input. The second approach we are actively now engaged in is
totally modifying the basic heater design. We are very concerned
about the vertical gradient control and this is where we are
designing our system with three independent ring-type heaters, which
will allow us to get a handle on the heat losses on the bottom and
on the gradient control, which are partially responsible for the
convection. :

KIM: 1Is it correct that you can measure the silicon melt temperature with plus
or minus one degree resolution?

WITT: Yes, although absolute calibration is a problem. We are not interested
in absolute temperatures in process control. We are interested in
temperature changes. Therefore, the need for absolute calibration
doesn't arise. 1If you do thermal imaging, the primary problem you
must overcome is internal reflections.

ELWELL: Do you have any feeling or experimental evidence on whether surface
tension forces are stronger than the buoyancy in a typical
Czochralski growth?

WITT: I have none. I personally do not believe all the indicators, and the
indicators that we do have suggest that we have indeed density
driven convection. However, theoreticians, particularly in Europe,
and several of them in this country, are not convinced that
density-driven convections are the cause of our problem rather than
surface-tension-driven convections.

SCHWUTTKE: Maybe they should do their experiment in space.
WITT: They have suggested that, but so far thefe were more failures than

fesults.
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MCZ: STRIATIONS IN CZ SILICON CRYSTALS GROWN
UNDER VARIQUS AXIAL MAGNETIC FIELD STRENGTHS

{George) K.M. Kim

IBM East Fishkill Labs
Hopewell Junction, NY 12533

Suppression of fluid flow instabilities in the melt by the axial magnetic
field in Czochralski silicon crystal growth (AMCZ) is investigated precisely
by a high-sensitivity striation etching in conjunction with temperature
measurements. The magnetic strength (B) was varied up to 4.0 kG, incremented
in 0.5 kG/5 cm crystal length. The convection flow was substantially
suppressed at B>1.0 kG. A low oxygen level of 2-3 ppma and a high resistivity
of 400 ohm-cm is achieved in the AMCZ silicon crystals at B>1.0 kG. Details
of the striation formation as a function of B will be presented. Computer
simulation of the magneto-hydrodynamics of the AMCZ silicon crystal growth
will be discussed briefly with regard to the solute, especially oxygen
segregation at B=0, 1.0, and 2.0 kG, which has been published cecently.(l)

Earlier studies in the inverted Bridgman growth of 1nsb{2) and ge(3) are
reviewed, which have established the cause and effect relationship between the
convection in the melt and the striation formation as well as the suppression
of the convections in the melt by transverse magnetic field. (4)

(L Lee, K.J., Langlois, W.E. and Kim, K.M., J. Physico-Chem. Hydrodynam.,
5, 135 (1984)

(2) Kim, K.M., Witt, A.F., and Gatos, H.C., J. Electrochem. Soc., 119, 1218
(1972)

(3) Kim, K.M., Witt, A.F., and Gatos, H.C., J. Electrochem. Soc., 125, 475
(1978)

4 Kim, K.M., J. Electrochem. Soc., 129, 427 (1982)
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OVERVIEW

EARLIER STUDIES IN INVERTED BRIDGMAN GROWTH OF INSB AND GE:

CONVECTION IN THE MELT AND STRIATION FORMATION

SUPPRESSION OF CONVECTIONS BY TRANSVERSE MAGNETIC FIELD

MCZ: SuppressioN oF ConNvecTioN IN CZ SiLiconN BY AXIAL

MAGNETIC FIELD

°  AxiaL MCZ (AMCZ) APPARATUS

MAGNETIC FIELD UNIFORMITY

CONVECTION AND SUPPRESSION IN AMCZ SILICON CRYSTAL GROWTH:
(A) TEMPERATURE MEASUREMENT

(B) STRIATION FORMATION

CoMPUTER SIMULATION AND MopeLING oF AMCZ SiLicoN CRYSTAL

GROWTH

SUMMARY

PRECEDING PAGE BLANK NOT FILMED
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s 4
Technical Disclosure Bulletin Vol. 24 No. 7A December 1981

APPARATUS FOR CZOCHRALSKI SILICON CRYSTAL GROWTH THROUGH AXIAL MAGNETIC
FIELD FLUID FLOW DAMPING ‘

K. M. Kim, G. H. Schwuttke and P. Smetana

An arrangement is provided for utilizing axial magnetic fields to sup-

press the fluid flow in the melt of Czochralski-type silicon crystal
growth systems.

© I1BM Corp.1981
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FIGURE CAPTIONS

Fig. 1. (a) - Schematic illustration of an AMCZ silicon crystal
growth arrangement. (b) magnetic field distribution inside the
crystal growth chamber. Note that the field uniformity is within + 3%

in the silicon melt.

Fig. 2. Measured temperature change and the amplitude of the temperature
fluctuations vs. the axial magnetic field strength at a fixed position

in the melt at half the crucible radius, 5mm below the melt surface.

Fig. 3. Sketch of the striation pattern of an etched longitudinal
crystal section. Random striations at B=0 assumed progressively a
pericdic pattern at 0.35<B%4.0 kG. Note that the periodic striations
have a non-uniform contrast, and some weak localized striations

persist near the crystal periphery.

Fig. 4. Photomicrographs of some representative AMCZ crystal sections
shown in Fig. 3. (a) B=0, (b) 0.35, (c) and (d) 1.0, (e) and (f) 4.0
kG. Note that the central region of the crystal grown at 4 kG is free

of striations. Some dislocation etch pitg are present in (f).

Fig. 5. Spreading resistance profile (a)-(f), parallel to the growth

axis in typical crystal sections as seen in Fig. 4 (a)-(f), respectively,
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Figure 2
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z {cm)

Figuré 6

r(cm)

Figure 6 Meridional circulation patterns for the simulations of
high-buoyancy flows without rotation: a) B = 0; b) B = 0.05;¢) B
= 0.1;and d) B = 0.2 T. Contour spacing = 0.5 cm®/s.
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Effect of magnetic field intensity on the strength of the meridional circulation.

106



LESK:

WITT:

LESK:

WITT:

DISCUSSION

Why does a magnetic field increase the viscosity?

According to the three-finger rule, you have the charge moving in one
direction, which gives the charge, and you have the normal magnetic
field, and then you have the right angles of force. The Lorentz
force in this case always acts normal to the direction of
propagation and that is interpreted as affecting the viscosity.

Why not try and force the liquid back where it came from by applying a
current?

1f you apply an electric current and yod introduce a magnetic field then

you get turbulence. You can use that for effective mixing in the
melt if you want to.
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HIGH PURITY LOW DEFECT FZ SILICON

H. Kimura and G. Robertson

Hughes Research Laboratories
Malibu, CA 91265

The most common intrinsic defects in dislocation-free float zone (FZ) silicon
crystals are the A~ and B-type "swirl" defects. The mechanisms of their
formation and annihilation have been extensively studied by Petroff and
de Kock(l), Foell, Goesele and Kolbesen(Z), and others. Another type of
defect in dislocation-free FZ crystals, found by Roksnoer and van den Boom(3),
is referred to as a D-type defect. Concentrations of these defects can be
minimized by optimizing the growth conditions and the residual swirls can be
reduced by the post-growth extrinsic gettering process.

Czochralski (Cz) silicon wafers are known to exhibit higher resistance to sli
and warpage due to thermal stress than do FZ wafers., Sumino and Yonenaga(4
examined various conditions under which dislocation-free Cz crystals have
higher mechanical strength than dislocation-free FZ crystals. They observed
no difference in the yield strength when external damage had been removed by
chemical etching. The Cz crystals containing dislocations are more resistant
to dislocation movement than dislocated FZ crystals because of the locking of
dislocations by oxygen atoms present in the Cz crystals. Nitrogen doping of
FZ wafers at concentrations as low as 1.5 x 1013 c¢m3 was found by Sumino, et
al.(3) to make such wafers less susceptible to slip and warpage than undoped
Cz and FZ wafers containing dislocations.

Recently we have applied a transverse magnetic field during the FZ growth of
extrinsic silicon.* The objective was the study of the spatial distribution
of the major dopant, under the assumption that the magnetic field would reduce
fluctuations in the flow occurring in the melt and thus in the dopant
concentration. TImportant changes in spatial distribution of the dopant were
indeed observed, but the level of fluctuations was not substantially
decreased. The observed flow patterns, as revealed by striation etching and
spreading resistance in Ga-doped silicon crystals, indicate strong effects of
the transverse magnetic field on the circulation within the melt. At fields
of 5500 gauss, the fluid flow in the melt volume is so altered as to affect
the morphology of the growing crystal. For crystals grown without rotation,
the cross section of the crystal becomes elliptical, with the major axis of
the ellipse aligned along the field direction. Melt flow in the directions
parallel and perpendicular to the field are distinctly different. We believe
that the magnetic field offers a unique experimental tool to help elucidate
the mass and energy transport occurring in the float zone process.

* This work has been supported in part by the U.S. Air Force Materials
Laboratory.

PRECEDRNG PAGE BLANK NOT FILIMED
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Introduction

® FLOAT ZONE (FZ) Si CRYSTAL GROWTH
o CRYSTALLINE DEFECTS

¢ DEFECT GETTERING

® MECHANICAL STRENGTH OF FZ CRYSTALS

Growth of <100> Dislocation-Free FZ Si Crystals

PARAMETERS AFFECTING THE DISTRIBUTION AND CONCENTRATION
OF INTRINSIC DEFECTS

e PULL RATE

® ROTATION RATE OF CRYSTAL

AMBIENT ATMOSPHERE

e COOLING RATE OF CRYSTAL

MAGNETIC FIELD

Observable Imperfections in Dislocation-Free
FZ Si Crystals

¢ STRIATIONS
® “SWIRLS"”

® STACKING FAULTS
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Swirls

DENSELY PACKED DISCRETE DEFECTS

A-, B-, AND D-TYPE DEFECTS IN FZ DISLOCATION-FREE CRYSTALS
A-TYPE

e DISLOCATION LOOPS OR CLUSTERS OF DISLOCATION LOOPS WHICH
ARE FORMED BY AGGLOMERATION OF Si SELF-INTERSTITIALS

e DISTRIBUTED IN STRIATED PATTERN NEAR BANDS OF IMPURITIES
WITH DISTRIBUTION COEFFICIENT LESS THAN ONE

® SIZE: ~1-40um
e CONCENTRATION: 107 - 109 ¢cm™3 (H. FOLL, et al.)

® PULL RATESOF CRYSTAL FOR FORMATION QF DEFECTS: 0.2 -
4.5 mm/min (23 mm diam)

B-TYPE

® THREE DIMENSIONAL AGGLOMERATES OF Si SELF-INTERSTITIALS
AND IMPURITY ATOMS, PARTICULARLY C

e DISTRIBUTED IN STRIATED PATTE3N SIMILARLY TO A-TYPE SWIRLS
e SIZE: £ 30 nm
e CONCENTRATION: <~ 1011 em™3 (H. FOLL, etal.)

® PULL RATES OF CRYSTAL FOR FORMATION OF DEFECTS: 0.2 -
5 mm/min (23 mm diam)

D-TYPE

® CONDENSATION OF POINT DEFECTS (VACANCIES), WHICH DO
NOT PRECIPITATE ON CARBON NUCLEI

e HOMOGENEOUSLY DISTRIBUTED IN THE CRYSTAL
e SIZE: 30nm -1pum
e CONCENTRATION: 1092 ecm™3 (P. J. ROKSNOER, et al.)

e PULL RATES OF CRYSTAL FOR FORMATION OF DEFECTS:
>6 mm/min
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Swirl Concentration vs Growth Rate

T | T | T [
108 - B - DEFECTS
® - A\
E .5 A - DEFECTS _
3108 A
o [m]
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P
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2
w
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GROWTH RATE, mm min~1

FROM: P.J. ROKSNOER AND M. M. B. van den BOOM
J.OF CRYSTAL GROWTH 53 (1981) 563 - 573

Extrinsic Gettering of Swirl Defects

ABRASION GETTERING (C. L. REED AND K. M. MAR)

o MATERIAL
<{111>, P-DOPED, FZ Si CRYSTAL WITH SWIRL DEFECTS
WAFERS 305 £13 um THICK

SPECULAR DAMAGE-FREE FRONT SURFACE
CHEMICALLY ETCHED STRAIN-FREE BACK SURFACE

¢ ABRASION

BACK SIDE DAMAGE APPLIED BY MECHANICALLY LAPPING WITH
2 - 15 um SIZE DIAMOND AND ALUMINA PARTICLES

e OXIDATION AND CHEMICAL ETCHING

OXIDIZED AT 1150°C TO ACTIVATE DEFECTS AND WRIGHT ETCHED
TO REVEAL DEFECTS

® RESULTS

ABRASION GETTERING REDUCED THE ETCH PIT DENSITY FROM
5x 10° TO< 5 x 102 cm~2
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Mechanical Strength of FZ and Cz Si Crystals
(K. Sumino et al, 1981)

® YIELD STRENGTH SAME FOR DISLOCATION-FREE CHEMICALLY
POLISHED FZ AND CZ WAFERS

¢ DIFFERENCE IN MECHANICAL STRENGTH DUE TO DISLOCATION
PRIOR TO DEFORMATION

® DISLOCATIONS NOT GENERATED IN CZ FOR STRESSES T <7,

® DISLOCATIONS GENERATED IN FZ FOR VERY LOW T

Effect of Nitrogen on Mechanical Strength
of FZ Crystals
(K. Sumino et al, 1983)

15 x 1019 ¢cm=3 N-DOPED FZ LESS S'JSCEPTIBLE TO SLIP
e N ELECTRICALLY INACTIVE IN Si. OCCUPIES INTERSTITIAL SITE

e DISLOCATION-FREE FZ, CZ HAVE SIMILAR STRESS-STRAIN
CHARACTERISTICS

® DISLOCATED FZ N-DOPED HAVE HIGH UPPER YIELD STRESS

® DISLOCATIONS IN FZ N-DOPED IMMOBILIZED UNDER LOW STRESSES
AT ELEVATED TEMPERATURES
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RESOLVED SHEAR STRESS, MN/m?
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Introduction

e EXPERIMENTAL APPARATUS FOR APPLYING TRANSVERSE
MAGNETIC FIELD TO FZ MOLTEN ZONE

® TYPICAL RESULTS FROM ROTATING CRYSTALS
e UNUSUAL RESULTS FOR NON-ROTATING CRYSTALS

® SIGNIFANCE OF RESULTS

Experimental Parameters

® CRYSTAL ORIENTATION - <100> AND <111>
® CRYSTAL DIAMETER - UP TO 30 mm

e PULL RATES - 2 TO 4 mm/min

® ROTATIONAL RATES - 0TO 12 rpm

MAGNETIC FIELD STRENGTH —_ 0 TO 5500 G
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Striation Etch Pattern, Crystal Z309; 5000 Gauss
Transverse Magnetic Field (12 rpm Section)
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5500-Gauss Field Applied to Rotating Crystal

OBSERVATION HYPOTHESIZED CAUSE
® GROWTH INTERFACE “FLATTENS"” ALTERED HEAT FLOW PATTERNS
¢ CRYSTAL DIAMETER INCREASES FLATTENING OF INTERFACE
¢ DOPANT CONCENTRATION INCREASES THICKENED DIFFUSION
BOUNDARY LAYER
¢ ROTATIONAL STRIAE ENHANCED REDUCED FLUCTUATIONS
® FINE STRIAE ALTERED REDUCED “TURBULENCE"”

Crystal Grown With No Rotation in
5000 Gauss Transverse Field (Z321)

FIELD DIRECTION

FIELD DIRECTION
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5500-Gauss Field Applied to Non-Rotating Crystal

OBSERVATION HYPOTHESIZED CAUSE
e DOPANT CONC INCREASES THICKENED DIFFUSION
BOUNDARY LAYER
e ROTATIONAL STRIAE ABSENT AS EXPECTED FOR 0 RPM
e FINE STRIAE ALTERED REASON NOT CLEAR YET
¢ SR FLUCTUATIONS REDUCED INCREASED MELT “VISCOSITY"
FOR F <300 cm™1 (~2 Hz)
® CROSS SECTION —— ELLIPTICAL B x V EFFECTS
e GROWTH INTERFACE — CYLINDRICAL ALTERED HEAT TRANSFER
Summary.

¢ MAGNETIC FIELD IMPACTS CIRCULATION PATTERNS IN THE
MOLTEN ZONE

® FORCES FROM FIELD ARE LARGE ENOUGH TO PRODUCE
USEFUL EFFECTS

¢ FOURIER ANALYSIS OF SPREADING RESISTANCE MAY REVEAL
FLUCTUATION SPECTRA IN MELT

e MAGNETIC FIELD PROVIDES NE'W TOOL TO STUDY THE FZ
GROWTH PROCESS
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NEITZEL:

ROBERTSON:

NEITZEL:

ROBERTSON:

NEITZEL:

DISCUSSION

I've heard the word turbulence mentioned a couple of times today and
I think we have to be very careful when we mention the word
turbulence because it implies something definite, in a fluid dynamic
sense, that I don't think is occurring in your geometry for your
region of parameter space.

Do you have some good reason for saying it's not occurring?

I would guess it's not. We did a rough calculation for the maximum
rotational Reynolds number that you should see in your
configuration. 1It's probably on the order of 1000. For the
transigion to turbulence, the transitional Reynolds number is
3 x 107,

All I can tell you is that the flows in that melt volume are very
strong. They are being driven by electromagnetic forces. They are
not being driven by convective forces or Marangoni surface-tension
forces or the rotational forces. Those are all there, but
superimposed on that is a circulation pattern from the
electrodynamic forces. Professor Muhlbauer has just published
information that indicates that that force is 50 to 100 times
stronger than these other forces. If you look at particles in that
melt zone, for example, they are in violent motion.

I don't doubt that, but I 3ust want to say that it*s possible to have
very oscillatory laminar flows that are not turbulent flows.

121






N86-19731

DEFECTS IN SILICON EFFECT ON DEVICE PERFORMANCE
AND RELATIONSHIP TO CRYSTAL GROWTH CONDITIONS

L. Jastrzebski

RCA Laboratories
Princeton, NJ 08540

A relationship between material defects im silicon 1in performance of
electronic devices will be described. A role which oxygen and carbon in
silicon play during defects generation process will be discussed.

Electronic properties of silicon are a strong function of the state in which
oxygen is in silicon. This wvarious states control mechanical properties of
silicon efficiency of internal gettering and formation of defects in device
active area. 1In addition to: temperature, time, ambient, cooling/heating
rates of high temperature treatments the oxygen state is a function of crystal
growth process. It is well documented that incorporation of carbon and oxygen
into silicon crystal is controlled by geometry, and rotation rates applied to
crystal and crucible during crystal growths. Also, formation of nucleation
centers for oxygen precipitation is influenced by growth process, although
there is still a controversy which parameters play a major role.

All these factors will be reviewed with the special emphasis on the area which
are still ambiguous and controversial.

SRECEDING PAGE BLANK NOT FLMED
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Introduction

DEFECT REDUCTION IN DEVICE ACTIVE AREA

PROBLEMS:
SOFT JUNCTIONS - LEAKAGE
LOW -LIFETIME - LEAKAGE, DIFFUSION
LENGTH DEGRADATION

DEFECTS:
CRYSTALLOGRAPHIC:
DiSLOCATIONS ( ELECTRIC ACTIVITY
- STACKING FAULTS
DECORATION
- PRECIPITATES
(HEAVY METALS)
POINT:
- GEMERATLON/RECOMBINATION
CENTERS

(HEAVY METALS)

MECHANICAL STRENGTH

PRECEDING PAGE BLANK NOT F1LJ@NE:?
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Goal

ESTABLISH RELATIONSHIP BETWEEN:

1. INTERNAL GETTERING EFFICIENCY AND CHARACTERISTICS
0F OXYGEM PRECIPITATES

2. CHARACTERISTICS OF SUPPLIED WAFERS AND DXYGEN
PRECIPITATION (FOR A GIVEM PROCESS)

INTERNAL GETTERING

NONE BACKSIDE

W il lL——‘lj',-l‘—JF

OO __
D.2. LIFETIME:

nmava.

INTERNAL EPI
10 ~ 100 msec.
denuded { = ! y =

zone

bulk oxygen

XXXXXXXXXXXXXXXX ..
precipitates

xxxxxxxxxxxxxxxx-}
XXXXXXXXXAXAXXXXX

INTERNAL GETTERING YERASUS BACKSIDE
ADVANTAGES GETTERING
1.) distance between gettering sink and active area
( x10 better—x100 efficiency)
2.) volume of gettering sink (x10 larger)
3.) Processing convenience
4.) continuity

5.) symmetric (stress)
\____
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G CEDUR

1) Outdiffusion of oxygen from surface region.

Surface  1100°C - 1000°C
1 -4 hours

Depth

-+ 0i [ppm]

2.) Nucication step.

0 ]
600 C-850 C
8 - 24 hours

3.) Precipitate growth. . .
900 C - 1050 C
few hours

Internal Gettering (Bipolar Process)

1. EFFECT ON CIRCUIT PERFORMANCE/YIELD FOR BIPOLAR
2. MECHANISM OF INTERMAL GETTERING/EFFICIENCY

2. XVULN PRECIFITATION NiwcTICS/CHARACIERISTICS OF
AS-GROWN WAFERS
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“ACCORDING TO PUBLISHED RESULTS

INTERNAL GETTERING EFFICIENCY

- DEPTH OF DENUDED ZOHE
- AMOUMT OF PRECIPITATED OXYGEN

PRECIPITATION KINETICS —a———s=— STARTING WAFERS
CHARACTERISTICS

- INTERSTITIAL OXYGEN CONCENTRATION
- CARBON CONCENTRATION
~  COOLING RATE OF CRYSTAL ButL
NAKANISHI. ...
JAP. J. APPL. PHYS. (1980)

PROCESS TEMP. (DEG. C}

1300

1200

[Rfele]

1000

900

800

700lll!lllllllllllljjlulllllllll
O 5 10 18 20 25 30

PROCESS TIME {(HOURS)

FIG. 1 TIME VS TEMP OF 121 (SOLID LINE) AND ANALOG (DASHED LINE}
PROCESSES.
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Efficiency of Internal Gettering

FUNCTION OF:
- UEPTH OF DENUDED ZONE .
- AMOUNT OF PRECIPITATED OXYGEN
- PRECIPITATES MORPHOLOGY
~ PRECIPITATION KINETICS

EACH PROCESS (BIPOLAR, CMOS, CCD) HAS DIFFERENT REQUIREMENTS:
- DEVICE SENSITIVITY
- TIME/TEMPERATURE

IntaSiR ] rar
- Lwut PML-! i

RELATIONSHIP OF 1.6. TO STARTING CHARACTERISTICS OF SILICON
WAFERS:

- INTERSTITIAL OXYGEN CONCENTRATION

- CARBON CONCENTRATION

~ NONINTERSTITIAL OXYGEN CONCEHTRATION
POINT DEFECTS COOLING, 7?77

1

GROWTH ——w=
VELOCITY
FLUCTUA-
TIONS?
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(heterogeneous) spontaneous
nucleation
(homogeneous)

nucleation

Kdiffusion .
distance = f {time, D(t]}

ot

Heterogeneous and homogeneous nucleation
can take place in the same time.

Contribution of each of them will
change with temperature.

Point-Defect Condensation During
Cooling of Silicon Ingot

HETEROGENEOUS
CONDENSATION

—
e o——= | OUTDIFFUSION
. —

. \4r'

._;4 X, *

SPONTANEOUS
CONDENSATION
(HOMOGENEOUS)
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Crystal Growth

1. INCORPORATION OF OXYGEN FROM S10y CRUCIBLE INTO THE SILICON
MELT '

2. INTERFACIAL PHENOMENA-~EFFECT OF GROWTH KINETICS:

- INCORPORATION OF OXYGEN INTO THE SOLID

EFFECT OF - FORMATION OF HETERQGENEQUS NUCLEATION
TEMPERATURE { CENTERS
FLUCTUAT TONS

: CORMATIGH OF PUINT DCFECTS

ABE “SEMICONDUCTOR SILICOM 1981

3. COOLING AFTER GROWTH:

- CONDENSATION OF POINT DEFECTS
-~ INITIAL STAGE OF DXYGEM PRECIPITATION
850° - 650°C TEMPERATURE RANGE '
NAKANISHI...JAP- J. APPL. PHYS. (1980).

Comparison Between Oxygen Precipitation Models

DrivinG KINETIC PRECIPITATION
Force LiMiTING STEP CeNTERS
HoMOGENEOUS CRITICAL VALUE CONDENSATION OR Hone
VALUE OF SUPER- DIFFUSION oOF
SATHURATION OXYGEN
HEVTEROGENEOYS | OXYGEN SUPER™ DIrrUSION OF IMPURITIES
SATURATION OXYGEN CLUSTERS:
(INTERSTITIAL CARBON, DONORS,
OXYGEN CONCEN- ACCEPTORS.
TRATION MINUS
OXYGEN PoINT cLUSTERS:
SOLUBILITY) SMALL VACANCY
COMPLEXES.
NONINTERSTITIAL
OXYGEN
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Depth of Denuded Zone

SAME FOR ALL SUPPLIERS

1-1 35 [uml
1-2 30
Z-1 52
3-1 28
3-2 35
4 30
5-1 30
4E'L0
X
- X
X X
Nac. ol
Niot. [ :
X |
i
?
x i
i
|
}

110 15 (psec)

S 1 s e

I NONDECORATED

Probability of Decoration (Electtl;all _active befects) as a F
otal
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Table 1.

ORIGINAL PAGE IS

OF POOR QUALITY

Parameters of As-Grown Wafers

Interstitial Oxygen {ppm) Carbon
(x) ' ' ' Von-Interstitial Oxygen Concentration
Group 20 30 40 in As Grown (ppm) {ppm)
1) = None 1-3.5
1-2 4 %1.5 1-3.5
2-1 - None None
2-2 —— None 0.3-0.6
3-1 — x2 0.6-1,0
3-2 H 3 ()
4 =t None 0.3-0.8
(****)

5-1 K None None
5-2 [ None None

(#) First number corresponds to supplier,

{a«) According to.supplier 1 group 1-2 had higher precipitation rate than 1-1.

(#++) Two subgroups:

(1) carbon less than 0.5 ppm; (2) carbon 1-2 ppm.

{*x»*) Group 5-) had 3 um backside damage, 5-2 had 10 um backside damage..

Table 11.

Efficiency of Internal Gettering; Yield Improvement (Sce Text) and the

Amount of Precipitated Oxygen During 12L and Analog Processes

Yield Loss Due to Leakage 2
Analog 1L is
[oreheat, Initial Normalized ‘to Precipitated
Interstitial % Experiment Lowest Loss Normalized to Y
Group Yes Mo Oxygen {PPMA) % Standard Observed Lowest Loss Analog 1°L
X .46 2.7 1.2 19 19
1-1-1 % 30-34 31 1.8 20 22
11-11 X 30-34 5 1.15
X 11 3.5 2 2
1-2 X 30-35 N3 6.1 22 24
21 t 22-25 11 2.0 H .
2-2 F 20-28 1.4 2.1 " B
% 1.4 2.5 1.46 5 n
31 . 22-26 34 1 i
X .83 1.6 1.22 15 | e
3-2 X 228 7 1.3 3 15 18
X 1.2 2.2 10 8
4 % 37-42 K] 1.0 1.0 23 23
5.1  t 30-33 S 1.3 § e
! I}
N2 . 0.3 1.0 Lot 1.2 15 "
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Figure 4. Normalized Yield Loss as a Function of Amount of Precipitated
Oxygen After Completion of the Analog Process (Wafers Without
Preannealing) O — Group 1, X - Group 2, - Group 3, — Group &
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A —_— WITHOUT PREANNEALING

——= WITH "
STANDARD
F s | g P_-l
0
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WARPAGE

(ARBITRARY UNITS )

Figure 6. Histogram of Warpage in the Wafers from Different Groups
After Completion of Analog Process
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CIRCUIT YIELD
( ARBITRARY UNITS)

~ .

" °

- ®

: ®

C NS

ny o®° e o L4

- °

- ®

- ..':o. ] *

C eegteld o

- . ®® ®

e o

- * o g, °,

C “\ ® o’

— o ¢ r o

C o S|} l g o0

F ..'. ‘ 4 :. LN

ot ]

- ° *% e o® %°

A * t °

- ®

- : e ‘e ‘e | °

E- [ J :0: .. ® .... - ‘
° o _ o ° . ®

E * T I St

%e¢ OF HIGH LEAKAGE
(ARBITRARY UNITS)

Figure 3. 12L Circuit Yield Versus % of Highly Leaky Circuits
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Decoration of Crystallographic Defects by Heavy Metals.
Only two out of four defects are electrically active.
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tates Observed in "3-2" and "4" Wafers
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Si O Cu Si
Ka K La Ka

(b)

EDAX Composition Analysis Taken From Plate-like Precipitate (a)--
Notice Only Si and O- and (b) Precipitate on Stacking Fault From
Group 4 (Figure 12b)~-Notice Presence of Heavy Metals

Ni Cu
Ka Ka



DISCUSSION

WITT: Do you have to invoke heterogeneous and homogeneous nucleation to
explain the difference in behavior? 1I'm asking because it is
certainly possible to have different types of nuclei for which the
activation energy for growth differs very, very significantly.
There are many who seriously doubt your curves of homogeneous
nucleation, in principle.

JASTRZEBSKL: 1In general, I agree with you. Homogeneous nucleation will
probably never take place, but it is a question of how close are we
to homogeneous nucleations. The homogeneous type of nucleations
that I'm referring to are a certain type of precipitation process of
the oxygen. This precipitation process of oxygen has helped in a
way. You can think of it as a kind of decay time. When this time
is as high as we were ever able to see, we called this homogeneous.
Probably the baseline will change in the future. I believe we have
different types of heterogeneous centers, for it's very difficult to
measure this in any direct way.

DYER: Do you know of any way in which the internal gettering of the type that
you have been speaking of could be a benefit to a typical solar cell?

SCHWUTTKE: May I comment on this? Using internal gettering the way it is
being used for MOS processing is not a good approach for solar
cells. We are dealing with recombination lifetimes. You will kill
the cell if you precipitate, as it is done for MOS processing, to
get a denuded zone. I believe you [Jastrzebski] have chosen about
the most difficult experiment you can do to follow the kinetics of
oxygen, namely a bipolar process. You just can't use a bipolar
process to study oxygen kineties. You should get out of the
high-oxygen-concentration regime and concentrate on low oxygen.

MORRISON: How might co-doping of metallic impurities be affecting a
heterogeneous deposition process in your material, and the process
you are describing?

JASTRZEBSKI: Stacking faulis are related to the presence of metallic
impurities. Homogeneous nucleation of stacking faults isn't very
likely. Metallic impurities will act as nucleation centers and you
will have heterogeneous nucleation of stacking faults around this
metallic impurity precipitate.

RAO: You showed oxygen precipitates in two samples. 1If you have the same type
of precipitate, then you should find the defect generation around
that, which is the result of the lattice parameter mismatch of the
interface. 1If that is the case, why are you getting a decorated
stacking fault in one case and a non-decorated stacking fault in the
other, and what was the character of the two stacking faults that
you had seen, the one that was decorated and the one that was not
decorated?

141



JASTRZEBSKI: You have defects around the precipitate that are punch-out
dislocation loops. T can only speculate why you have a difference.
My working hypothesis is that you have a difference when, in the
process, impurities are coming from this formation of the stacking
faults and cristobalites. I suspect that in one case we're having a
different driving force from the nucleation that is a heterogeneous
type of precipitation. Different precipitation rates will give you
different defect densities, and cause a different gettering action.
1 believe that this is the reason you are seeing a difference
between precipitate gettering by stacking faults. The clean
stacking faults usually form later in the process because of a
difference in the oxygen supersaturation in the precipitation.

WOLF: You said the problem is really the heavy metals you introduce during the
processing. That means that your final heat treatment that does the
gettering has to come after all the high-temperature processes.

JASTRZEBSKI: No. This is the dispute of internal gettering. You can have
gettering in the stages when you form the precipitates. 1In oxygen,
for example, the precipitation is taking place during processing, so
you have gettering throughout all the processing steps. For
example, with phosphorus you can only have gettering when you
introduce the phosphorus through the back of the wafer.

WOLF: You are saying that each time you go to a high temperature the heavy
metals move towards the getters. Evidently they must be moving very
fast.

JASTRZEBSKL: Not really, it depends on what kind of impurity you have. You
are talking about something between 10 and 25 um for these heavy
metals.

ELWELL: The original model of internal gettering was that the precipitate
would punch out dislocation loops which would be decorated by the
heavy metals. The efficiency of this process should depend on how
fast you precipitate. Do you believe in that as a classical model
or do you have data that would make us think that is a long way off?

JASTRZEBSKI: No, I don't. The comparison of different-morphology precipitates
has not been proven.

ELWELL: You take whatever microdefects are present in the "as grown" crystal
and, you don't do any heat treatment. 1Is that correct?

JASTRZEBSKL: We do not have any microdefects in the as--grown crystal, at least
according to the classical sense of microdefects that you find by
etching.

ELWELL: There could be 50 R precipitates.

JASTRZEBSK1: Definitely no. This is why you sometimes have oxygen in

non-interstitial states, which causes this completely different
change in the precipitation kinetics.
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SCHWUTTKE: For the record, I don't believe that we are dealing with
cristobalites. Our measurements of the denuded zone using
transmission electron microscopy indicate that we are dealing with
amorphous silicon. The dislocation loops are punched out due to the
volume strain generated by the growth of the amorphous silicon.

WITT: Do I understand it that there are two types of precipitates, one of them
with gettering capabilities and the other one not?

JASTRZEBSKI: That is correct.

WITT: 1If that is so, have you been able through, say, STEM, to identify the
gettering action or the presence of heavy metals on some and the
absence on others?

JASTRZEBSK1: Yes, we have. Using STEM we see heavy-metal precipitates on
this particular stacking fault when we normally did not see any
heavy-metal precipitates. 1In another case, when it was a very quick
precipitation rate, it was the opposite.
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N86-19732

SIMULATION OF THE TEMPERATURE DISTRIBUTION IN
CRYSTALS GROWN BY CZOCHRALSKI METHOD

M.P. Dudukovic and P.A. Ramachandran

Washington University
St. Louis, MO 63130

Production of perfect crystals, free of residual strain and dislocations and
with prescribed dopant concentration, by the Czochralski method is possible
only if the complex, interacting phenomena that affect crystal growth in a
Cz-puller are fully understood and quantified. Natural and forced convection
in the melt, thermocapillary effect and heat transfer in and around the
crystal affect its growth rate, the shape of the crystal-melt interface and
the temperature gradients 1in the crystal.(l) In this work we have
concentrated on describing the heat transfer problem in the crystal and
between the crystal and all other surfaces present in the crystal pulling
apparatus.

. This model and computer algorithm are based on the following assumptions: i)
only conduction occurs in the crystal (experimentally determined conductivity
as a function of temperature 1is wused), 1ii) melt temperature and the
melt-crystal heat transfer coefficient are available (either as constant
values or functions of radial position), iii) pseudo-steady state is achieved
with respect to temperature gradients, iv) crystal radius is fixed, v) both
direct and reflected radiation exchange occurs among all surfaces at various
temperatures in the crystal puller enclosure.

This is the first model to replace the simple Stefan's law for radiation from
the melt and crystal surface to the ambient with the Gebhart's enclosure
theory which accounts for both direct and reflected radiation. Available
emissivities were used. The position of the melt-crystal interface is not
assumed a priori but is computed as part of the solution as a locus of points
where the flux continuity (heat flux from the melt plus the rate of release of
the heat of crystallization is balanced by heat conduction into the crystal)
is satisfied at the melting point isotherm.

Galerkin finite elements with triangular basic cells and 1linear +trial
functions are used to reduce the problem to a set of nonlinear algebraic
equations. These are solved by an iterative scheme both for the temperatures
and the melt-crystal interface position.(Z)

Using 10 elements in the radial direction and 30 in the axial broved adequate
to achieve the desired accuracy and resulted in 352 unknowns. Doubling the
number of nodes did not affect the results. One minute of CPU time on a DEC20
computer was required per iteration. Convergence was obtained usually in less
than 8 iterations. ’

The model calculates the axial and radial temperature profiles. in the crystal
and the position of the melt-crystal interface as a function of the input
parameters (melt temperature, crucible wall temperature, temperatures of
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various surfaces in the enclosure, pulling rate, crystal radius). Comparison
with the results in the literature{?) which used Stefan's law to describe
radiative heat transfer show that these underpredict the axial temperature
profile and the radial temperature gradients. Thus, proper accounting for
reflected radiation seems important. The model also indicates that an
increase in pulling rate at other fixed parameters would tend to make the
melt-crystal interface more concave to the crystal (i.e. melt protrudes into
the crystal). The same trend is caused by an increase in melt or crucible
temperature.

These final predictions regarding the melt-crystal interface need further
verification. This can only be done by incorporating the thermocapillary
effect, to describe the meniscus at the crystal-melt-gas line of contact, and
by evaluating the convective patterns in the melt to obtain proper melt
temperature and heat transfer coefficient profiles. This work is currently in
progress.

(L Kobayashu, N., Heat Transfer in Cz Crystal Growth (W.R. Wilcox, ed.),
Marcel Dekker, Inc. (1981). '

(2) Ramachandran, P.A. and Dudukovic, M.P., "Simulation of Temperature
Distribution in Crystals Grown by Czochralski Method," J. Crystal Growth
(accepted for publication, 1984).

(3) Williams, G. and Rousser, P.E., J. Crystal Growth, 64, 448 (1983).
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Oxygen Content in Silicon

Crystal Rotation

Wotogoo

A:ca Crucible

O—= Crucible Dissolution ﬁ Forced Convection

Crucibie Rotation

( Thermal Convection ’ Surface Evaporation

. ‘: Dispersed Oxygen in Crystsl

Fig. 3—Schematic drawing illustrating the spatial relationship of
separate factors that affect oxygen content in silicon during
crystal growth. (After a drawing in Benson, et al. [25].)

R. R. Huff, Solid State Technology, Feb. '83
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1.

Problem Complexities

Temperature distribution in melt and crystal

are coupled.

Complex flow patterns in melt
1, forced convection
2. natural convection

3, thermocapillary effect

Floating boundary, interface shape cannot be

fixed a priori

Radiation interactions
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Variables Affecting Cz Growth

i) geometric variables including crucible shape,

enclosure shape, heater position and shape, etc.;

ii) controllable operating variables such as pulling
rate, crystal rotation rate, crucible rotation

rate, gas flow rate, furnace power;

iii) process variables such as melt depth, crystal

diameter, etc.

Due to the complex interaction among many variables

their interrelationship cannot be understood in a

guantitative sense through any number of experiments

unless experimental results are interpreted through an

appropriate model of the system.
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Ultimate Objective Is to Produce a Perfect Crystal

CRYSTAL

. FREE OF RESIDUAL STRAIN
. FREE OF DISLOCATIONS

. UNIFORMLY DOPED

ONCE A PROPER MODEL IS ESTABLISHED AND
VERIFIED THE EFFECT ,OF CHANGES IN VARIOUS VARIABLES
ON CRYSTAL QUALITY CAN BE ASSESSED MORE READILY
WITH FAR FEWER EXPERIMENTS, OPTIMIZATION OF THE

OPERATION BECOMES POSSIBLE.
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Enclosing

Walls
"M
. _Finite Element
Grids
>
~
”~
_ ~
ICRYSTAL P
P
7~
——_ Exposed Portion
- \\\ ( of Crucible
- \ N -
1 kN

Si melt

o )
I 1 & A

Crucible Heater

Figure 1. Schematic of Czochralski single crystal pulling apparatus,
-—- indicates radiation interaction between various surfaces
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Enclosures for Crystal Problem

NB2

WALL

=N W

CRUCIBLE

MELT

CRYSTAL IS DIVIDED INTO NB2 ELEMENTS. THESE PROVIDE
NB2 SURFACES. THREE ADDITIONAL SURFACES ARE CONSIDERED
AS SHOWN ABOVE

N=NB2 +3
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Model Equations
d __T_] 2 T
[ke F a1 Y3z [kez_] A
Cylindrical Surface

T _
ke §) *+ (T - Tg) + ag = 0

Top Surface

47
koG], +nctT - T + qg = €
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Calculation of Radiation Flux

GEBHART METHOD IS USED

CONSIDER AN ENCLOSURE WITH N SURFACES, EACH SURFACE
BEING AT TEMPERATURE T,. THE HEAT L0SS FROM SURFACE
k IS

n
Qk-—Ak kO’Tk ZAEG’T Gk
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CALCULATION Gy, (J =1 TO N) FOR ANY GIVEN SURFACE k

\ Direct
Y| «-———-
N

J

N\

N

N REFLECTED

n

SURFACE k RECEIVES BOTH DIRECT AS WELL AS REFLECTED

RADIATION FROM SURFACE j. DIFFUSE REFLECTION IS
ASSUMED,
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DIRECT RADIATION (J to k)

n
CiE T A e

REFLECTED RADIATION (j to n to k)

4 :
(ej . Tj Aj an)(fn)(Gnk)
(J to n) (REFLECTION) (n to k)

TOTAL RADIATION  FROM J

4
€6 1,7 A

6; FACTOR

N
Gy = ij‘;";l Fin®n 6nk
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Fij =0 for i < NB2
and

j < NB2

HENCE THE CALCULATION OF ij CAN BE SIMPLIFIED,

1 Q\ 0 B [
- |
Fo
gfl / \B B "i
=] 2 5 By 2
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LINEARIZED FORM OF BOUNDARY CONDITION

dT N
k_ (=) 4 1 4
e ‘dr + h (T - T.) + €, 0 (T - z A.e.0 P. G.,) =0
R c a k k € A 3=1 373 J jk
hR (T T ff)

il
)
Q
=)
1N
3
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Finite-Element Equations

T 1T
Ty
( Ti
K T =P
T,
\ KJ

K and P depend on nodal coordinates, physical properties.,
and the boundary conditions imposed on the element.

Equations for each element can be assembled and the

resulting global matrix can be solvéd for all the nodal
temperatures.
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TO START ITERATION SCHEME USE ONE-DIMENSIONAL MODEL

WITH FINITE PECLET NUMBER

(Wilcox & Duty, J. Heat Transfer, 1966)

N
IS

WHERE WE TAKE

h =3 hconvection

PULLING RATE EFFECT NEGLIGIBLE

(SMALL PECLET NUMBER) WHEN
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Program Structure
1. INPUT
2. NODE AND ELEMENT NUMBERING

3. ASSUME TRIAL VALUES FOR TEMPERATURES FOR FIRST
ITERATION

30, CALCULATE G FACTORS
3b, CALCULATE

Terf,Rr Nps 9c etC.

4, SOLVE FINITE ELEMENT EQUATIONS FOR NODAL TEMPERATURES
5.  CHECK FOR CONVERGENCE

6. Tnew = %1 Tealculated

+ (- wl) Tdssumed

7. LOCATE Z POSITIONS WHERE TEMPERATURE IS EQUAL TO
TO MELTING POINT (INTERFACE SHAPE),

8.  REPEAT CALCULATIONS TILL CONVERGENCE IS OBTAINED.
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Special Features

INTERFACE SHAPE CALCULATED AND NOT ASSUMED
TWO DIMENSIONAL MODEL

ENCLOSURE THEORY PERMITS DETAILED ANALYSIS OF
RADIATION HEAT TRANSFER

EFFECTS OF ADDITIONAL HEATING AND COOLING SURFACES
CAN EASILY BE SIMULATED

PHYSICAL PROPERTIES ASSUMED AS A FUNCTION OF
TEMPERATURE
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Half Crystal

l

Centerline-——-—»i

- Sl

"

Melt Level

.—-—i—.z,:

Interface Convex to Crystal Interface Concave into the Crystal

Figure 2. Interface shapes commonly encountered; also defines the various
geometric parameters and indicates the schematic of finite
element meshes used
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Table 2. Parameter Values Used in Illustrative Application Example

radius of crystal

height of crystal

crystal pulling rate
crucible radius

height of exposed crucible
wall area

wall temperature

melt temperature

crucible temperature
average argon temperature

effective temperature for radiation
(Stefans model)

convective heat transfer coefficient

melt to crystal heat transfer
coefficient

thermal conductivity

emissivity of silicon crystal

emigsivity of melt
emissivity of crucible

emissivity of wall
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4 cm
17 cm
0.002 cm/s
10 em
3 cm
1500 co?
-100°cC
1470°C
1480°C
250°C

327°C

1.2433 x 10°% (am1/3

W/cmzK
0.3265 W/cm’K
0.98892408 - 9.4286595 x 10
+2.889 x 1077 T2, W/em K
(T in Kelvin)
€ = 0.64 if T < 1000 K
= .9016 - 2.616 x 10™% T
©4f T > 1000 K

IS

0.3
0.59
0.59
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SURFACE TEMPERATURE, °C
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e MODEL PREDICTIONS (GEBHART)
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\ O EXPERIMENTAL DATA OF WILLIAMS AND REUSSER [3]
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Figure 5. Predicted crystal surface temperatures based on Gebhart and Stefan models and experimental

results of Williams and Reusser [3]
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Figure 6. Interface shape calculated for the data

of Table 2. — Gebhart analysis for
radiation, =-- Stefan model
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Summary
A FINITE ELEMENT ALGORITHM HAS BEEN DEVELOPED
FOR EVALUATION OF THE TEMPERATURE PROFILES IN THE
CRYSTAL AND FOR PREDICTION OF THE POSITION OF THE

CRYSTAL-MELT INTERFACE.

IT IS SHOWN THAT ACCOUNTING PROPERLY FOR
RADIATION EFFECTS CAN INFLUENCE CONSIDERABLY THE
PREDICTIONS FOR THE TEMPERATURE PROFILE AND MELT-

CRYSTAL INTERFACE.
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SUMMARY (Cont’d)

THE DEVELOPED ALGORITHM, AT PRESENT, INCORPORATES

THE FOLLOWING SIMPLIFYING ASSUMPTIONS

pseudo-steady state

symmetry

constant melt temperature

constant heat transfer coefficient at

melt-crystal interface

no thermo capillary effect

fixed crystal radius

COUPLING OF THIS MODEL WITH ‘A REALISTIC HYDRO-
DYNAMIC AND THERMOCAPILLARY-MODEL IS NECESSARY AND IS

CURRENTLY IN PROGRESS.,

COMPARISON WITH EXPERIMENTAL DATA AND PARAMETER

SENSITIVITY STUDIES ARE ALSO ESSENTIAL.
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Recommendations

OUR UNDERSTANDING OF THE COMPLEXITIES OF THE

CZ (OR LECZ) PROCESS IS FAR FROM COMPLETE.

UNIVERSITY PERSONNEL AT A NUMBER OF LOCATIONS
MUST BE ENCOURAGED (AND FUNDED) TO CONTINUE THE WORK

IN THIS AREA,

COMPETITION AND OVERLAP OF COVERAGE OF CERTAIN
TOPICS IS HELPFUL., INADEQUATE COVERAGE AND NEGLECT
OF THESE PROBLEMS CAN ONLY HURT OUR COMPETITIVENESS

IN THE FUTURE.
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DISCUSSION

WITT: T would like you to treat the inverse problem. Namely, we need an

DUDUKOVIC:

WITT: I'm

SCHWUTTKE:

DUDUKOVIC:

MORRISON:

DUDUKOVIC:

establishment of the boundary conditions, or the range of boundary
conditions, under which in the desired thermal configuration the
crystal in the melt can be achieved, rather than quantitative
verification through modeling of adverse thermal configurations. I
recognize that the inverse problem is infinitely more difficult to
solve. What I think industry needs to know is, what are the
required boundary conditions necessary to achieve optimized silicon
growth? Not verification of the complexity of the heat transfer
conditions through modeling.

Your point is well taken, but T think the two really go together.

I don't see it at all incompatible in the process of learning the
complexities, that you show that one should be thinking about some
other configurations in which asymmetry will not be a problem. Even
if you go to those other configurations, it's still nice to have a
quantitative rigorous model for well-defined situations.

only trying to preserve realism, and the realism is that you can
only sell the effort to industry if industry sees the direct

impact. T think industry wants concrete input to systems design and
the connection from what we are doing to that is obscure.

It looks like you are trying to calculate the position of the train
after it left the station. The crystals are already grown and
nothing happens anymore that I am concerned about. T need to know
how to shape my interface.

In order to know where the interface shape is -- you are not going
to get there just by knowing the meniscus. We also need to know the
radiative heat fluxes and the conductive heat fluxes.

One has to start from someplace. Once you have solved the crystal
problem right you can now couple that with any level of
approximation for the meniscus and for the melt that you want. The
three are coupled. You can not arrive at a one-line formula by
which you can resolve the interface shape just by considering one of
those effects.

I know for a fact that industry has been interested in your
modeling. 1 think that when the models are built and verified you
can go back and use the models as a tool to build a station.

Have you compared the interfaces of the terminations of grown
crystals with the interface shapes that your model is generating?

That would be the wrong thing to do, because it would just
demonstrate the effect of one factor on the position of that
interface. This is exactly the trap that industrial people often
fall into. They run out and say it doesn't match my experimental
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observations. One can make sense of complex phenomena by putting
them together and the only way that putting them together can be
done is through mathematics. There is no other way. Everything
else is just handwaving.
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N86-19733

CONVECTIVE EFFECTIS IN FLOAT-ZONE
AND CZOCHRALSKI MELTS

G. P. Neitzel

Arizona State University
Tempe, AZ 85287

The hydrodynamics of crystal-growth melts is a relatively new research area.
Numerical modeling of these processes is necessary, considering the hostile
environment from the standpoint of laboratory experimentation. The work
discussed herein is in two parts: numerical simulations are being conducted
of the flow in a Czochralski melt and also of that in a float zone. 1In
addition, for the float-zone case, energy stability theory will be used to
determine stability bounds for the onset of oscillatory thermo-capillary flow.

Convective effects in crystal-growth melts arise from a variety of
mechanisms. Temperature gradients both in the direction of gravity and normal
to it give rise to convection due to buoyancy effects. Rotation of the
crucible and/or crystal causes a forced convection which may augment or oppose
the buoyancy-driven flow. Finally, thermo-capillary forces (due to the
variation of surface tension with temperature) drive surface motions which in
turn generate convection in the bulk fluid. All of these mechanisms are
present in either Czochralski or float-zone growth.

The research objective of the Czochralski modeling is to develop an accurate
numerical simulation of the flow in a Czochralski silicon melt and to
investigate the effects of various parameters on the flow properties. Like
some earlier investigations, we intend to simulate the effects of buoyancy,
forced, and thermo-capillary convection, including unsteady effects. Unlike
earlier work, the ultimate aim is to be able to include the effects of a
variable free surface and freezing interface and, possibly incorporate
non-axisymmetric effects.

Model experiments by Preisser, Schwabe and Scharmann and also Chun have
demonstrated the importance of thermo-capillary convection on the float-zone
process. 1In particular, the work of the former group has concluded that it is
an instability of thermo-capillary convection which leads to the onset of
oscillatory convection which may be responsible for striations observed in
some crystals. This phenomenon will be especially important in applications
of the float-zone process in a microgravity environment.

Computations of float-zone basic states will concentrate on three model
problems. The first of these will neglect free-surface deformation and
consider flat melting and freezing interfaces. The second will relax the
restriction on free-surface deflection, but maintain flat crystal/melt
interfaces. Finally, the third model problem will attempt to compute basic
states for which these interfaces are determined as part of the problem.

PRECEDING PAGE BLANK NOT FUNED
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A stability analysis will be performed on each of these basic states using
energy stability theory. 'Energy theory yields a sufficient condition for
stability, i.e., a "eritical" value of a dimensionless parameter below which
disturbance growth will not take place. For some types of instability
mechanisms, the sufficient condition for stability provided by energy theory
is quite conservative, i.e., small. For instabilities driven by surface
tension, however, there is reason to believe that this will not be the case.
Hopefully, the results of the study will provide results which will allow the
growth of striation-free crystals by the float-zone process.

The computations will be performed for each of the basic states discussed
above under conditions of  variable gravity to examine the possibilities for
space processing by this technique. The consideration of the proposed basic
states will allow comparisons with previous analytical work by Davis and his
coworkers and the model experiments of Preisser et al. mentioned above. These
will assist greatly in the development and verification of the model.
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Czochralski Process
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Convection Mechanisms in Cz Crystal Growth
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Thermocapillary Effects

/- free surface

hot

cold 4

L . Y. W,

1
d liquid [
¥
4

g r A A N SR S o 4

X

1

T
JI_
cold ’ \ut hot
] [
—r——r— s
Aspect ratio A =d/1
-do/dT AAT d

Marangoni number M= Y

Capillary number C= -ga_/d_‘T,_AA_T

179



Forced Convection

Flow “above” a rotating disc:

Reynolds number Re = SR

Research Objective

Numericbl simulation of the flow and temperature fields
occurring during Czochralski growth of silicon,

Investigation of the influence of various parameters
(e.g., rototion, aspect ratio) on the results.
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Ultimate Computational Abilities

Effects of buovancy, forced, and thermocapillary-induced
convection,

Time-dependent simulation,
Variable free—surfcce and freezing interface,

Non-axisymmetric simulation ? ?

Float-Zone Process

|

direction of motion

freezing interface

/

ring heater

melting interface solid

Advantage: containerless process
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Model Experiments

Preisser, Schwobe‘& Scharmann have performed model experiments

in which the dominant convection mechonism is thermocapillarity:

I
H 4
t L L - ) ¥ 4
“lower” holf of silicone lVa
float zone oil
" L4 T T T
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I;——Zo —

Relevant dimensionless parameter:

W = pcpldosdt] Jar/dz| o
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Results: 4 m
M < 0(107) M>0(10%
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Hydrodynamic Stability

Like other dynamical systems, under certain situations, some

fluid flows can be unstoble to the inevitable disturbances

which are present.

In some cases, the instability of a given

basic state results in the establishment of another laminar

state:

Rayleigh/Benard
convection

Taylor/Couette
flow

Ra< Roc

cold

\.

’ }
no motion
K g

Ta< Toc

T

i

|

pure swirl
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In other cases, the instgbility con lead directly to a

chaotic, turbulent state:

Re< Rec

Pipe flow

dye lines

N
P — ==\
N

in each case, there is a relevant dimensioniess paidiete ; wikh

it exceeds g “critical” volue, the flow becomes unstable,

The goal of the present research is to examine the stability
of thermocapillary convection in models of the float-zone
crystal growth process in terrestrial and microgravity environ-

ments.
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Stability Criteria
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Previous Related Work (Linear Stability Theory)

Sen & Davis, Smith & Davis

2-D slot J%/?_j'Lﬁ
2-D layer with
surface shegr stress o—p—y j fp T

instabiiity meciwnisms studied:

® classical shear flow

@ surfoce waves

® convective instabilities
rolls

“hydrothermal waves”
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Xu & Davis

Wz
Q= )

basic state requiring return flow

The preferred instability was found to be a hydrothermal wave.

® Similar ozimuthal dependence ags the oscillatory

ronvection ceen in model flnat-zong experiments

® Much lower critical Marangoni number than that
observed experinentally.
Reasons (speculated):
finite length is o stabilizing feature.
buoyancy forces in the model half-zone

experiment are stabilizing.
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*

heater @

Problem Sequence

freeze

z

melt

Features

e model half zone

e specified planar endwalls
& non-deformable free-surface
e variable body force

e model half zone
e specified planar endwalls
e deformable free-surface

® variable Lidy force

o float-zone configurotion

e unspecified melt/freeze interfaces

e deformable free-surface
e variable body force
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DISCUSSION

MATLOCK: 1In silicon float-zone crystal growth, the heating is always done with
radio frequencies, where there is significant RF levitation. Have
you considered the possibilities of what that will do to the
validity or invalidity of the directions that you are going?

NEITZEL: We have considered the possibilities but there is also some work
being done on focused light melting, so we feel that the exclusion
of the RF effects might not be unrealistic for that type of a case.

MATLOCK: Do you have any general thoughts about what the RF situation would do
to what you are doing?

NELITZEL: No, not really. 1It's an additional complication that adds to an
already very complicated problem.

As an aside, I would like to emphasize that there is a great need
for these hydrodynamic simulation experiments because one can't make
fluid dynamical measurements in molten silicon. 1It's a very hostile
environment. It's optically opaque. If we have a model experiment
in which certain other relevant dimensionless parameters might be
matched, then that allows us to have something to compute
analytically or numerically. And then, if we can verify a numerical
model against that model experiment, that gives us some
justification for extrapolating to other values or parameters that
might be more appropriate to Czochralski growth.

KIM: Thermal conductivity is completely different, but you may simulate fluid
dynamics like a Marangoni flow. If you include axial non-symmetric
flow, can you still use a 2-D simulation or do you have to go to a
3-D simulation?

NEITZEL: One does have to make a three-dimensional simulation. The equations
are not separable. You cannot just take an el™Y_type dependence
because of the fact that you have non-linearities. You have to do a
three-dimensional simulation, but there have been advances recently
in numerical fluid dynamics and in the use of structural methods
that seem to hold great promise for doing this kind of computation.
So it's not out of the realm of possibility.

ELWELL: Do you have a good number for do/dT for silicon?

NEITZEL: No, there are several numbers in the literature, but I don't think
there is any universal agreement as to what the do/dT is. I'm not
sure there is universal agreement as to what ¢ is.

KALEJS: I believe there is a recent measurement by Hardy that Bob Brown

mentioned at NBS that is about 0.2 or so. It is found in an
internal NBS publication.
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WITT: We tried elements of what you have tried to do in a reduced-gravity
environment. We did indium antimonide and the theoretical
predictions were that the driving forces for Marangoni flow exceed
by a factor of 10 each of the driving forces for buoyancy-driven
convection. It means that the phenomenon is strictly and
exclusively due to Marangoni-type cornvection. We did the experiment
in space and there was zero evidence for any Marangoni-type flow.
I'm not saying that the theory is wrong. I am throwing an enormous
amount of doubt on the available dy/dT data, because if you look
at the sensitivity of the surface tension to contamination, it's
fierce. Not only that, we also have absolutely no numbers for the
gradients in the vicinity of the growth interface itself. So you
are confronted with non-availability of thermo-physical data and an
absolute lack of quantitative verification of thermal gradients and
then you have to attempt to interpret the data. Finally, I wanted
to say that in your system you have radial thermal gradients and
then regardless of your stabilizing axial gradient, you will have
serious convection.

NEITZEL: The magnitude of this convection is probably swamped by
thermocapillary effects.

WITT: If you do it in confinement then your surface-tension-driven convection
falls down to almost nothing. In the Bridgman configurations, we
find that the momentum boundary layer is in the micron range
stabilized with minimized radial gradients. It cannot get much less,.

NEITZEL: You are not talking about a model experiment with silicon oil. You
are talking about a crystal-growth experiment with radiel gradients.

WITT: No, you are now making a dangerous conclusion, by drawing from one
system conclusions to another. The surface-tension sensitivity in
silicon o0il cannot be compared to that of metallic melts.
Therefore, the conclusions to be drawn are very, very dangerous,
because you have no surface-tension data. I don't think anybody
will question the soundness of your argument that there are
surface-tension forces and they give rise to convection. However,
the magnitude of the driving forces is in many instances in
competition with other driving forces. Then the question is what
becomes the primary mode. That's where I think we have a problem.

NEITZEL: That's right, but all we can do with our modeling is to try to
predict those types of instabilities that occur where we know what's
going on. That silicon oil experiment is a very good example of
that. The data are very well known there. The material properties
are well known, and if we can succeed in giving a stability boundary
for that type of flow, then we have some confidence that maybe we
could predict, if given the right material properties, what would
happen in a float-zone silicon melt.

DYER: Is the wall pumping in the Czochralski arrangement included in your
model? Being of a larger area and the fact that they are rotating,

191



possibly counter-rotating, this would seem to be an overwhelming
effect compared with the small size of the crystal.

NEITZEL: What's really important to the crystal-growth process is what's going
on in the vicinity of the freezing interface. Whereas that may be a
very small effect in the overall bulk convective motion, it might be
a very important effect with regard to the transport of scale of
properties, oxygen, heat and whatsoever in the vicinity of the
freezing interface. The side walls don't really do any pumping in
the sense that the end walls do pumping and that the
crystal-freezing interface does pumping.
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THERMAL-CAPILLARY MODEL FOR CZOCHRALSKI
GROWTH OF SEMICONDUCTOR MATERIALS

J.J. Derby and R.A. Brown

Department of Chemical Engineering
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139

Introduction and Methodology

Over 80 per cent of the silicon used by the electronics industry is
grown from the melt by the Czochralski (CZ) ecrystal growth process, which
is depicted schematically in Fig. 1. A single crystal boule is slowly pulled
from a pool of melt maintained by heating the outside of the crucible.
Surface tension acts against the force of gravity to form a meniscus connect-
ing the the growing crystal to the surface of the melt pool. The precise
temperature gradient needed to sustain the solidification of nearly perfect
crystalline solid is maintained by a cooler ambient above the crucible.
The crystal and crucible are rotated to minimize thermal asymmetry in the
system. In addition, as the melt level drops during growth, the crucible
is raised by movement of the pedestal so that the solidification front remains
in a specified region of the heater.

Capillarity and heat transfer determine the shape and stability of crys-
tals grown by the Czochralski method. We describe the solution of the first
quasi~steady, thermal-capillary model of the CZ growth process which directly
predicts the dependence of the crystal radius, melt-solid interface, and
melt/gas meniscus on growth parameters and thermal boundary conditions in
the furnace. The equations governing heat transfer are presented in Fig. 2.,
and the expressions for determining the radius and interface location are
shown in Fig. 3. We model heat transfer in the system as conduction-dominated
and include latent heat generation at the solidification interface. Radiation
and convection accounts for heat exchange between the melt and crystal and
the thermal surroundings. The thermal boundary conditions used in the calcu-
lations presented here represent an idealized, but qualitatively realistic
thermal environment for CZ crystal growth. The heating of the melt through
the crucible is modeled by specifying the temperature of the melt adjacent
to the crucible wall as a constant without coupling this value to the actual
power input to the crucible from the surrounding heater. Heat flows out
of the melt through the bottom of the crucible, according to a specified
heat transfer coefficient set to model energy loss to the pedestal and the
surroundings. By 1itself, this heat transfer system represents a slightly
nonlinear conductionradiation problem and its solution would be straight-
forward except that the shape of the melt and crystal are unknown and are
aprt of the solution.

The 1locations of the interfaces are coupled to the heat transfer in
the system by setting the shapes of the regions for conduction and by determin-
ing the surface areas for radiative and convective exchange with the ambient.
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The melt/solid interface is determined by the location of the melting point
isotherm. The shape of the melt meniscus is found from the Young-Laplace
equation of capillary statics, the condition for three-phase contact at the
melt/solid/gas tri-junction, the wetting condition at the crucible wall,
and by the specification of the instantaneous volume of the melt, The radius
of the crystal is determined so that the three-phase (melt/crystal/gas) equil-
ibrium contact angle for growth is satisfied (Surek and Chalmers 1975).

These relations form a complete set of coupled partial differential
equations for this complex nonlinear free-boundary problem. Only Ettouney
et al. (1983) have solved a thermal-capillary model with a similar degree
of complexity. As detailed in Fig. 4., We solve the field and boundary equat-
ions simultaneously by a finite-element/Newton scheme for the temperature
field in melt and crystal, the shapes of the meniscus and melt-solid inter-
face, and the radius of the crystal. Besides giving quadratic convergence
in each of these unknowns, the Newton method is the basis for
computer—implemented analyses of parametric sensitivity and stability
(Yamaguchi et al. 1984). The details of the finite element algorithm are
presented in a recent manuscript (Derby et al. 1985) for the modeling of
liquid encapsulated Czochralski growth of gallium arsenide.

Results

Results for the thermophysical properties characteristic of CZ Silicon
growth in a small-scale system are shown in Fig. 5. along with a specified
ambient temperature distribution. On the left representative isotherms are
shown for the melt and crystal. ©Note that heat flows into the melt from
the crucible wall and exits the melt both upward through the surface of the
melt and through the crystal and downward out of the bottom of the crucible.
The shape of the meniscus is shown along with the melt/solid interface which
is concave into the crystal. For this set of parameters, the resultant crys-
tal radius was 3.8 cm. On the right, the ambient temperature distribution
for this case is shown. The almost step decrease in the surrounding tempera-
ture field that occurs above the top of the hot crucible was modeled by the
ambient temeperature profile shown in Fig. 5. The hot crucible has an increas-
ingly important effect on the crystal size as the melt level drops and the
outer crystal surface directly views this distribution. Similar ambient
temperature distributions were used for the decreasing melt volume calculat-
ions of Figs. 10., 11., and 12.

The response of the system to changes in the steady-state growth rate
is detailed in Fig. 6. as the pull rate, represented by the dimensionless
Peclet number, is varied from 0-20 em/hr (0£PesO.4). All other parameters
were held constant and the ambient distribution was taken to be uniform at
1262K. The crystal radius decreased with increasing pull rate because o