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Section 1
INTRODUCTION

The purpose of this report is to provide a review of current fracture
mechanics technology for the prediction of the 1lifetime of structural
components subjected to cyclic loads. The central objectives of the review

are to report the current state and recommend future development of fracture

mechanics-based analytical tools applicable to modeling and forecasting the

subcritical fatigue crack growth in structures. A wide variety of information

and opinion sources were used in performing the review; ranging from the pub-
lished literature through interviews and including the authors' experiences

and opinions, The application of these tools to day-to-day problems for

practical engineering design, development and decision is emphasized. At the

request of the National Aeronautics and Space Administration (NASA), special

emphasis was given to the following areas:

Retardation

Plasticity

Thermal stress fields

Plane stress and strain

Surface effects on stress intensity

High compressive load effects on crack growth

Effects of pressure in cracks on stress intensity

Threshold effect for high cycle low positive stress
ratios

Mixed low and high cycle environments

Frequency effects

Uniaxial and multiaxial stress fields

Breakthrough criteria

Residual stress effects

Stress ratio effects

Automated stress intensity computer programs

Proof test criteria for tough ductile materials
exhibiting stable flaw growth

. Weld cracks

. Probabilistic fracture mechanics

[ ) *® L] L ] . L] o o
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This 1imited scope, combined with the seemingly unlimited volume of
available, related information and opinions, has led to a deemphasis of the
following related subjects:

non-metaliic materials

metallurgical and material aspects and techniques

micromechanics

experimental aspects and techniques

creep crack growth

creep-fatigue interactions

analytical tools with severely limited potential for
timely, cost-effective applications

. analysis tools not based on the principles of continuum

mechanics

L] L] L] * . ] L]

To a lesser extent, there is also a deemphasis of brittle fracture and other
cracking and failure modes not directly involving subcritical fatigue crack

growth,

Before proceeding with the survey, the remaining portions of Section 1

will provide some background material.

1.1 FRACTURE MECHANICS BACKGROUND

The traditional approach to structural fatigue life prediction has been
the alternating stress-versus-cycles (S-N) technique. Initially smooth or
notched test specimens are polished so that all surface defects are removed.
These specimens are tested to failure (which can be defined as crack initi-
atfon or fracfure of the specimen) And the resulting cyclic lives for various
alternating stresses serve as a basis for the design of a component against
fatigue failure. For example, in the ASME Pressure Vessel Code design pro-
cedure [1-1] the S-N approach is used to establish usage factors for the

component. However, the principles of the more recent linear elastic fracture
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mechanics (LEFM) approach have been adopted recently by the Code tov(l) assure
adequate material toughness at the start of 1ife, and (2) provide flaw evalu-
ation procedures for defects found during service so that rules for flaw
acceptability and component operation without repair could be established.
Linear elastic fracture mechanics approaches cannot always replace S-N techni-
ques, because LEFM is based on a crack being initially present. Unfortu-
nately, this is all too often the case. However, the S-N approach is still
applicable in situations where the initiation of cracks occupies a significant
portion of the component lifetime; especially when the cycles to initiation

(rather than failure) is considered.

The application of 1linear elastic fracture mechanics has three major
advantages over the S-N technique of 1life prediction. Specifically and
ideally, when valid laboratory data, stress analysis, and stress intensity

factor solutions are available, LEFM:

(1) Accounts for initial crack-like defects and growing
cracks,

(2) Allows generation of a family of S-N curves from one
specimen (exclusive of natural fatigue life "scatter");
that is, nominal locad or stress distribution is essen-
tially eliminated as a test variable at considerable
savings in replicate specimen and test time costs, and

(3) Allows the lives of other component or crack geometries
to be predicted from the results of the one test; thus,
eliminating geometry as a test variable, again at con-
siderable savings.
In order to obtain these valuable advantages, more intensive experimental

and analytical efforts must be performed for these fewer specimens that are

employed as part of a LEFM analysis. For example:
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(1)

(3)

Fatigue crack growth rate laboratory data are still
required for actual operating conditions since present
theory does not account for the effects of many vari-
ables. These include temperature, time at load, envi-
ronment (e.g., corrosion), material composition and
microstructure, and complicated load interaction effects
(e.g., overload) and significant plastic activity.
These items must therefore be considered test variables
just as for the S-N approach.

Surface or maximum stress estimates may not be suffic-
ient, An estimate of internal stress must often be
made, at Tleast along the crack 1locus, to enable a
sufficiently accurate calculation of K.

An "initial" or reference crack configuration must be
specified.

There are other Tless obvious advantages of LEFM that become apparent

after a few typical structural applications. Examples are:

Often, a structural detail like a weld bead or rim siot
has an extremely high or unestimable stress concentra-
tion factor (say, > 4). The detail can often be
modeled as a crack to obtain useful Tower bounds on
fatigue l1ife and other performance parameters. This is
especially true if the highest stresses are extremely
local or if crack-like defects are numerous, as in
welds.,

Probabilistic systems can be c¢reated which account for
stochastic variations in key input parameters and for
the occasional presence of a true fatigue crack or
crack-1ike defect. The engineer is no longer restricted
to representing occasionally-flawed structures to struc-
tures with "worst-case" cracks.

LEFM accounts for the important physical size effect of
the structural detail or notch. Crack propagation data
shows that for a given initial crack size, concentrated
stress and nominal stress, the larger the notch the
lower the fatigue crack growth life to failure. Since
LEFM accounts for the -notch's stress field, which decays
(with distance from the notch surface) more slowly for
larger notches, it often can predict this life decrease.

LEFM data interpretation allows a formulation of a

simple cumulative damage hypothesis in which the crack
growth rate for each cycle in a loading block are summed
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to calculate the growth rate per block. The hypothesis
can account for the experimentally observed contribution
to crack growth of the smaller stress cycles in a tran-
sient which increases in relative importance as crack
size increases. This damage hypothesis 1is both a
restatement and an extension of Miner's rule [1-2] in
that it accounts for the effect of a "change of state"
(i.e., crack growth) upon the relative contributions of
high- and low-stress cycles. As detailed in Section
3.4.3, the hypothesis appears to adequately niodel cer-
tain failure modes involving both low cycle (LCF) and
high cycle fatigue (HCF) in the absence of significant
overloads.

1.2 KEY DEFINITIONS IN LEFM

The fracture mechanics equations effectively link three parameters -- the
defect size, the material/environment's intrinsic fracture toughness or sub-
critical crack growth rate, and the applied stress, so that if any two of
these are known, the third can be quantified. The complete stress distribu-
tion for any arbitrary mode of loading and shape of body and crack can be
quite difficult to determine; however, near the tip of the crack, essentially
only three things can occur; the faces can be pulled apart (Mode I) or sheared
perpendicular or paraliel to the leading edge of the crack (Modes II or III).
These three 1load modes are shown schematically in Figure l-la. The crack
opening mode or Mode I is generally regarded as by far the most common of the
three modes. Thus, unless otherwise indicated by context of discussion or by
supscripts, Mode I cracking will always be assumed in this report. The
character of the near-crack-tip stress distribution is illustrated in Figure
1-1b. The stress intensity factor, K, for each mode defines the magnitude of

stress distribution and is calculated from the relation
K = ofYma, o < o, (1-1)
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where ¢ is the applied stress, gy is the yield strength, "a" is the crack
length, and F is a correction factor that depends on the flaw size, "a", and
the geometry of the structure and flaw, the mode of loading, stress gradients,
and the structural displacement constraints or other boundary conditions. For
the case of a center-cracked infinitely wide plate under uniform tensile
stress, F is unity (note that in this case "a" is the half length from the

crack center line to each crack tip).

When the value of K reaches a critical value, Kes fracture will occur in
an unstable manner, Thus, if Kc were a fixed material property and F nearly
constant with respect to crack size, then the critical flaw size, a., can be

determined by rearranging Equation 1-1 to yield

-1(
-

For many LEFM-based fatique applications, Equation 1-2 should provide a suf-

) | e

-'-17<
alo

ficiently accurate estimate of critical crack size, particularly when it is
noted that a final flaw size usually has very little effect on crack growth

life compared to the influence of an initial flaw size.

1.3 FATIGUE CRACK GROWTH RATE REPRESENTATION

For the assessment of a fatigue failure mode, the fracture mechanics

analyst assumes that the flaw of initial size, a can grow to some final

is
size, ag or a., under the action of cyclic loading during the lifetime of the
structure. Crack growth rate-per-load cycle (da/dn) is dependent on the

stress intensity factor



da/dn = f(K) (1-3)

For problems containing elements of stress corrosion or creep propagation,

srack growth rate-per-time, "t", can be similarly correlated,
da/dt = g(K) (1-4)

The subcritical crack growth life (n or t) can be determined by rearranging
and integrating Equation 1-3 or Equation 1-4 over the appropriate range of

crack size so that

a
N = afc?%% (1-5)
i

One standard way to characterize the crack growth behavior of a material
is to test a center-flawed specimen with a saw-cut slot in the center to act
as a crack starter. The specimen is cyclically Toaded at a lTow stress level
until a fatigue crack grows far enough out of the slot to eliminate the effect
of the slot-tip dimensioﬁs and residual stresses on crack growth. Crack
length 1is periodically measured and recorded along with the number of 1load
cycles. From this information, a curve for crack length versus cycles is
determined as shown in Figure 1-2a. The slope of this curve, da/dn, can then
be computed at any crack length, "a". The stress intensity factor, K, can be
calculated from the same "a" and a plot made of da/dn versus K,'as shown in
Figure 1-2b. In most cases AK (which equals Knax = Xpin OF equivalently

(1-R) Kpay Where R = Knin/Knax) 1S used (see Figure 1-3) because it has been




a (Inches)

dn

da

a) Crack Length versus Applied Cycles.

n, (Cycles)

{Should be Smoothed

to Avoid False Representation of da/dn Scatter.)

Log da/dn (Inches/Cycle)

b) Crack Growth Rate Representation.

Figure 1-2,

Log aK (ksi ¥in)

Schematic of Fatigue Crack Growth
Data Representation.
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shown to correlate da/dn data for a wide variety of geometries. An "R-ratio"
value of approximately 0.1 is commonly specified for the experiment (because
testing with K., = 0 is often difficult) although higher values such as R =
0.5, 0.9 are used for appropriate applications involving high steady stresses.
A similar technique for determining crack growth under steady stress (da/dt
versus Kp..) can also be applied to correlate stress corrosion or creep

cracking for specimen or structural loads.

The da/dn versus AK curve thus produced is independent of load magnitude
and geometry and can be used for general 1ife prediction. Empirical rela-
tions, often incorrectly called "laws", to express da/dn behavior have been
proposed to fit the data represented by Figure 1-2b. The earliest and most
well known relation is from Paris [1-3], and takes the form

da/dn = C ak" AK > aK, *(1-6)

h
where C and m are constants determined from the relevant data. The advantages
of the Paris rule is that it is simple in form (straight line on a 109-109
plot) and fits experimental data well in the middle range of AK away from
threshold* effects (low aK region) and K, effects (high AK region). One
major disadvantage of the Paris rule is that it does not account for mean

stress effects (R-variation) on fatigue crack propagation.

*The material/environment parameter AKi, is used herein to denote the fatigue
threshold stress intensity factor which defines a limit on AK below which no
fatigue crack growth is observed.
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A popular expression which accounts for mean stress was developed by

Forman, et al., [1-4]:

C ak™ 8K > AKyp (R)

da/dn = *(1-7)
KC (1-R) - AK R0

shere C and m are material constants (not the same as those in Equation 1-6),
and KC is the fracture toughness as originally proposed by Forman or can serve
as an additional parameter for data fit. The added feature of Forman's rela-
tion is to correct for positive* minimum stress and to increase the calculated

fatigue crack growth rate at the onset of failure.

The equational forms described above and many others are available, along
Nith additional options which allow the analyst to consider any da/dn (aK, R)
relationship by, for example, expressing it as a piecewise, tabulated, uni-
variable or multivariable function. It is fimportant to note that since
axpression of a valid da/dn (AK, R) data is no more than a numerical curve-
fitting exercise, and has little to do with physics or engineering, choice of
the equational or piecewise tabular form and calculation of the constants need
not follow a prescribed format as long as two conditions are met:
(1) For any given value of da/dn, the equation should agree
with plotted median AK values to within say + 5%. (This
will contribute integrated 1ife errors of (usually much)
less than + 20% if the second condition is also met.
Greater errors may have to be tolerated in high=-slope
regions such as near the threshold but goodness-of-fit

is the analyst's only goal). The use of a two- or
three-parameter equational representation of da/dn (akK,

*Forman's relation severely overpredicts the crack growth rate when R is
decreased below zero.
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R) often leads to errors greatly in excess of + 20% of
life (e.g., Reference 1-5).

(2) The equation must not be extrapolated outside the data
range without extreme caution. Experience indicates
that it is surprisingly easy to inadvertantly violate
this condition,
In general, the practice should be to "let the data draw the curve".
When actual material data is not available, the analyst will have to rely on
comparable literature data. In the absense of strong environmental effects,
such reliance rarely introduces large errors since material subcritical crack
growth properties are very consistant and predictable compared to material
crack initiation and toughness properties. For example, compilation of crack
growth rate and toughness data for high strength alloys is provided in Refer-

ence 1-6. Section 3.5 details the effect of environment upon crack growth

rates.

1.4 FATIGUE CYCLE DESCRIPTION AND PARAMET#IC DEFINITION

A schematic showing the most often used fatigue cycle definitions is
shown in Figure 1-3. A group of constant amplitude cycles could be defined as

a transient or as a block.

For a given stress intensity factor fatigue cycle, there exist at least
five, conventionally-defined, useful parameters as shown in Figure 1-3. Once
any two parameters are known, the remaining three are easily determined. For

purpose of discussions through the report five parameters are defined as:

* Knax
* Kpin
* AK = Knax = Knin
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° Knean = (Kmax * Xmin)/2
° R = Kpin/Knax

These five parameters are used frequently in conjunction with the other
definitions introduced in Section 1. Where more complex fatigue cycles and

concepts than introduced so far are treated, additional definitions are given.
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Section 2
ELASTIC STRESS ANALYSIS OF CRACKS

Linear elastic fracture mechanics (LEFM) and its applications to fatigue
1ife prediction are the major subjects of this review. LEFM is based on the
application of classical linear elasticity to bodies that contain cracks.
Therefore, the assumptions made in the development of Tlinear elasticity are

inherent in linear elastic fracture mechanics. These assumptions include

- small displacement and linearity between stresses and strains. Generally, the

assumptions of homogeneity and isotropy are also made. With respect to the
geometry and mechanics of mathematical models, a crack is a slit or planar
surface in a body that does not transmit loads, and has a zero radius at it's

tip.

This section will review the stress analysis of linear elastic bodies
with cracks by use of the classical theory. Two-dimensional bodies will be
discussed first, because the basic important analytical techniques and reéu]ts
are most easily illustrated by use of this less complex case. Three-

dimensional considerations will be covered in Section 2.2.

2.1 . CRACKS IN TWO-DIMENSIONAL BODIES

As introduced in Section 1, and described in detail now, three different
modes of deformation are possible for material relative to a crack front.
These modes are based on kinematic considerations and are independent of
elasticity theory or the dimensionality of the body. Figure 2-1 shows these

three modes of deformation [2-1 through 2-3] which are referred to as follows:
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Mode I

Mode II

Xy

Mode III

Figure 2-1. Characteristic Crack Modes.
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I opening

II s1liding

[II tearing
A stress analysis of a cracked body subjected to loads that impose each
of these modes of deformation can be performed. Under the assumption of
classical elasticity (including isotropy and homogeneity) a general stress
analysis can be performed that concentrates on the region near the crack
tip. Using a coordinate Ssystem centered on the crack tip (as shown in Figure

2-2) and retaining the dominant terms for small "r" provides the following

results:

For Mode I cracking

K
Tex = 1 cosi(l - sin & sin =3—e)
Yonr 2 -2 2
(2-1)
K:
g, = ! cosi(li-sin-e-sinéﬁ
Wooymr 2 2 2
vK; 8
2 cos = if crack front under plane strain
O,y = Y onr 2
0 if crack front under plane stress
K
g, = L sin & cosﬂcosﬂ
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For Mode ‘II cracking,

K
Oex = = 11 sin E»(Z + CO0S 3-cos<§9)
Yorr 2 2 2
(2-2)
K11 . 8 8 __ 38
g, = sin = cos — cos —
o Jar 2 2 2
Kip . e .
s =14" 2 sin — if crack front under plane strain
2z ) /Znr 2 _
{ 0 if crack front under plane stress
K
Opy = Il cos-9-(1 - sinﬁsinﬁ
Ynrr 2 2 2
°yz = Oy, T 0
For Mode III cracking, the stresses are
o,, =0, =0, =o0,, =0
XX Yy zz Xy
K
o = —_ cos & (2-3)

yz Yenr 2




where v is the Poisson's ratio and r and 8 are defined on Figure 2-2. These
equations are applicable for small "r" relative to other in-plane dimensions
of the body. The above results reveal that, for a given mode of loading, the
spatial distribution of the stress is always the same, and that the stresses
are predicted to be very large in the vicinity of the crack tip (r - 0) and
infinite (singular) at the tip (r = 0). Real materials undergo finite, non-
linear plastic, strains at the crack tip which eliminate this LEFM-predicted
singularity. Nevertheless, as long as this region of plasticity is.small and’
well contained, experiments have shown repeatedly that, for a given mode of
loading, the stresses near the crack tip are controlled by a single parameter,
K, which is known as the stress intensity factor. All of the geometrical
parameters in the crack problem such as plate width, crack length, etc., are
present in the stress inten§ity factor. As shown in the above equations,
there is a stress intensity factor associated with each mode of crack

deformation.

The realization that the spatial distribution of the stresses near the
crack tip are always the same, and that they are controlled by a single
parameter (for each mode) formed the basis of 1linear elastic frécture
mechanics. The stress intensity factors can be related to strain energy
release rates, so that the theory based on stress intensity factors can be
tied to the earlier energy approaches to fracture such as devised by Griffith

[2-4].

Since a linear theory was employed in the development of the crack tip
stress fields, these stresses must be linearly related to applied loads.

This, in conjunction with dimensional considerations, requires that stress
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intensity factors have units of F-L=3/2 or (F/LZ)-LI/Z. In common engineering
usage, stress intensity factors are expressed in units 1like ksi-inl/2 op

MPa-ml/Z, etc.

Mode I (opening) stress intensity factors (K;) are by far the most
commonly encountered in engineering practice, and this particular mode will be
concentrated upon in the remainder of this report. For the sake of conven-

ience, K will be used to represent K; unless otherwise specified.

Obviously, an important aspect of applying fracture mechanics to engi-
neering problems is the determination of the stress intensity factors for the

loading and body geometry being analyzed.

2.1.1 Two-Dimensional Crack Analyses and Models

As detailed. iminédiate]y above, the stresses in the vicinity of a crack
tip in a body subjected to openi‘ng mode loading (i.e., everything symmetric
with respect to the crack plane) are completely characferized by the siress
intensity factor K (or KI). Additionally, as introduced in Section 1 and as
will be detailed in Section 3, the behavior of an elastic body that contains a
crack is also dependent on K. The stress intensity factor in turn depends
upon loading, crack size and shape, and geometric boundaries. K serves as a
measure of the magnitude of stress occurring in.the material near the crack
tip. As 'such, the principal uses of K are to relate stress analysis to
material properties-and to provide a common parameter to characterize the
stress field near crack tips. One simple example of the power of such a
common barameter may be derived from the wide class of problems in which,

given geometrical similarity and proportioned loads, K is proportional to the
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product of the applied stress, o, and the square root of the crack's
characteristic size dimension, va. For these problems, useful rules of thumb*
may be stated such as "“for a single Tload cycle, doubling the stress is
comparable to quadrupling the crack size". The problem of elastic stress
analysis of cracks reduces essentially to a problem of determining the stress

intensity factor.

The following discussion presents various methods of stress intens%ty
factor determination for two-dimensional elasticity models including the use
of handbooks and other literature, conventional finite element methods, finite
element methods with special elements, other numerical methods, and elastic
superposition methods. By the term "two-dimensional," we refer to the level
of elasticity theory (i.e., plane stress, plane strain, generalized plane
strain, or axisymmetric states of stress) required to determine K which, by
this definition, is constant along the crack front. We do not refer to the
number of dimensions or "degrees-of-freedom" (DOF) needed to specify the crack
geometry. WhiTe most crack problems possess some three-dimensional and
inelastic aspects, two-dimensional elastic models often provide adequate solu-
tions or bounds, especially if one tempers accuracy requirements for K compu-
tations by considering the variability and errors of such input as loads and

material properties.

*Several investigators have extrapolated these rules incorrectly for fatigue,
or other subcritical crack growth calculations, by expressing fatigue 1ife as
a function of only the initial (K;) and final (K¢) values of K (or of 4K, the
alternating stress intensity factor). This expression fails to account for
the rate at which K changes as the crack grows (dK/da). This rate is much
faster for a high-stress, small-crack problem than for a low-stress, large-
¢rack problem. The proper procedure for life computation is always to

integrate the differential equation involving da/dn (K), as discussed in
Section 1.
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In -addition, the effect of crack face pressure and surface effects on
stress intensity factors will be discussed. While these topics are not
limited strictly to two-dimensional problems, they are elementary compared to
topics explored in following sections and they lend themselves to explanation

in the context of two-dimensional models.

The choice of method for the determination of the stress intensity factor
is an engineering decision that depends on several criteria. Familiarity,
cost, time available, required accuracy and the type of application are a few
of the important aspects involved in the decision. For example, in looking at
the required accuracy criteria, it may be determined that readily available
solutions (i.e., handbook solutions) may provide adequate bounds on the stress
intensity factor such that the actual values may never need to be solved for
accurately, Finmally, it may be that several methods of computing a stress
intensity factor will need to be performed and cross-checked to ensure

accuracy of the final model and solution.

Comprehensive reviews of the different methods of stress intensity factor

determination are found in References 2-1 thru 2-8.

2.1.2 Handbooks

Stress intensity factor solutions for a wide variety of two-dimensional
configurations have been compiled, tabulated and graphed in several reference
books or handbooks [2-1, 2-3, 2-5 through 2-8]. For simple geometries or com-
plex problems that may be approximated or-bounded by simple models, readily
available solutions may be obtained from these references. These solutions

have been determined by various analytical mathematical or semi-numerical
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theory-of-elasticity techniques including boundary collocation, Westergaard's
solutjons, conformal mapping, Mushkelishvili's method, asymptotic approxi-
mation, and others. While it cannot be claimed that all useful solutions from
the mathematical theory-of-elasticity have already been derived, it is prob-
able that most have been and that the development of useful mathematical solu-
tions has necessarily slowed. The difficulty in applying the mathematical
elasticity techniques to complex geometries and loading states, and the exis-
tence of many competing numerical tools, further reduces the current value of
the mathematical techniques for day-to-day engineering applications to new

problems.

Reference 2-5 lists various determined solutions for each problem with
reference lists for details on the analyses. Reference 2-3 also lists various
solutions -and in addition states which (few) solutions are exact and, for the

others, provides the solution authors' estimation of accuracy.

Handbooks can often be used to obtain bounds on complicated problems,
thereby eliminating the need for more costly and difficult solution methods.
Also, various handbook solutions to the same problem can be checked against
each other for consistency. Similar answers obtained from various approximate

solutions may often eliminate the need for more advanced solution methods.

While clever use of handbook solutions and bounds can be used to model
the geometrical aspects of most two-dimensional problems, handling high stress
gradients is usua11y more difficult. This is because the great majority of
handbook and published solutions are for‘ loads which produce uniform or
bending (1inear spatial gradient) stress fields remote from the crack. The

methods discussed in the following paragraphs are used to account for stress
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gradients and other complications outside the scope of most literature

solutions.

2.1.3 Conventional Finite Element Methods

Although handbooks provide the most direct approach to solving two-
dimensional fracture mechanics problems, situations arise in which the problem
is too complicated to be modeled such that the stress intensity factor can be
determined from a known solution. In addition, in many cases exact solutions
to the actual problem are too costly, time consuming and difficult, if not
impossible, to obtain. Conventional finite element methods provide a numer-
ical method of stress intensity factor determination which allows complex
structures with general shape, boundary and loading conditions to be readily
handled. By "conventional" we refer to models which use the same element
types throughout and have no means of handling high crack tip stress/strain
gradienté beyond mesh refinement. The use of special elements is discussed

later.

Using conventional finite element computer programs, there are three
major methods of determining the crack tip stress intensity. These include,
in the order of increaﬁing accuracy, the stress method, the displacement
method, and the strain energy release rate method. These three methods are

discussed and compared in References 2-9 through 2-12.

The stress method of determining stress intensity factors correlates

nodal stresses determined from the finite element analysis with the well-known
crack tip stress equations (i.e., Equation 2-1). Due to the inability of the

conventional finite elements to represent the crack tip singularity (i.e., the
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r=1/2 term in Equation 2-1), poor estimates result in the area very near the
crack tip. In addition, stress results relatively far away from the crack tfp
are of little use in estimating K as the stress equations are only accurate in
the limit of r » 0 (typically, for r < a/10). The singularity problem is
lessened by the use of a very fine finite element mesh around the crack tip.
In addition, Chan, et al. [2-13] suggest a method in which an estimate of K,
RK(r) = o(r) rl/z, is plotted as a function of the distance, r. As r
increases, the k(r) versus r curve rapidly approaches a constant, shallow
slope. By extrapolation back to the vertical, K(r) axis where r = 0, a good
estimate of the crack tip stress intensity factor often may be obtained. For
very fine meshes, Chan reports an accuracy within 5%* using the extrapolation

process.

The displacement method is very similar to the stress method. In this

method, nodal point displacements are correlated with the well-known displace-
ment eqhations [of a form u(r,8) = @/F’f(e)]. The inability of the con-
ventional finite element to represent the (stress) singularity at r = 0 is
again present in this method. Thus, as presented in the stress methqd, extra-
polation of the stress intensity estimation K(r) versus r curve is sug-
gested. Again, the accuracy of the results depend on the size of the finite
element mesh. Oglesby and Lomacky [2-14] report a K-computation accuracy of 5%

for fine meshes (element size of A/a2 = 1.2 x 10-6 where A = element area and

a = crack length) compared to an accuracy of within 9% for relatively coarser

meshes (A/a% = 312 x 10-6),

*Most accuracy values reported herein are for uniform tension or bending pro-
blems with no extraordinary aspects 1ike ultra high thermal stress gradients.
Errors can increase significantly as a result of such aspects.
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Both the stress and displacement methods suffer some significant weak-
nesses. Although the displacement method generally produces better results
than the stress method, the accuracies of both depend heavily upon finite
element mesh refinement. In both methods, an excessively large number of
degrees-of-freedom is often required in determining the stress intensity
factor. This 1is directly related, of course, to time and money involved
preparing and executing these solution methods. Another major disadvantage,
reported in References 2-15 and 2-16, is that the determination of stress
intensity from these methods often lacks consistency among investigators using

the same finite element procedures and even the same finite element runs.

The strain energy release rate method is based upon the relationship

between the strain energy release rate G = dU/da and stressbintensity factor,
of the form K% = HG (H = E for plane stress and H = E/(l-vz) for plane strain,
where E is the modulus of elasticity and v is ’Poisson's ratio)} for plane

strain.

G can be determined numerically in at least three ways [2-17]. In one
way, the strain energy U(a) is computed for several finite element runs, each
with a different value of a. Using any regression method, such as least-
square error minimization, U(a) can be expressed in equational form and fit to
the numerical data as a smooth function. The G(a) is computed by evaluating,

analytically or numerically, the derivative of the U(a) regression equation.

The second method consists of computing the change in strain energy U for
two computer models with slightly different crack lengths (aU/aa). This
"perturbation” method is described in greater detail in References 2-15 and

2-16. This method has several advantages over the stress and displacement
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methods. First, because the strain energy release rate, which is directly
related to the stress intensity factor, is determined solely from the differ-
ence of two finite element runs which differ only by a slight, say 0.1%,
increase in crack depth, the results are not as dependent on Iécalized finite
element results of crack tip stress/strain or displacements. Specifically, if
strain energy errors are the same for each run, AU may be relatively error
free. (Care must be taken, though, that the basic element mesh and nodal
point coordinates remain the same from one run to the next. The stress
intensity factor result depends on the difference of the two similar finite
element runs in which only the crack depth changes. A change 1in mesh
refinement could produce a change in stress and strain numerical results that
are not due to change in crack depth. Reference 2-18 provides guidelines for
perturbing the crack.) Another advantage of this method is that accurate
results may be obtained for relatively coarse meshes, this being directly
linked to timé and cost of the stress intensity factor analysis: The third
may to compute G is to calculate the J-integral parameter [2-19], normally
used for elastic-plastic analysis of cracks and to take advantage of the fact
that J and G are identical for the linear elastic case. As detailed in dis-
cussions of elastic plastic-fracture mechanics (Section 4); J can be calcu-
lated for numerical results some distance from'the crack tip. This tends to

reduce error.

The accuracy of these three G-based methods has been reported, typically,
to be better than 2% (e.g., Reference 2-15). Often the error associated with
using the displacement method is halved by using G. It has been speculated
that using G tends to cancel numerical errors, since G involves the product of

stress and strain and the numerical estimates of stress are often too low
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while corresponding strain estimates are too high. Another feature is that
the need to plot the K versus r curves is eliminated as K is calculated
directly from energy values obtained from the finite element results.
Finally, Watwood [2-15] suggests that the strain energy release rate produces
bounds on the actual stress intensity factor. He suggests that if K is
increasing with crack depth, the method leads to a lower bound while if K is

decreasing with crack depth, an upper bound is determined.

The major disadvantage in this method is the inability to separate the
stress intensity factors for Modes I and II (KI and KII) from the calculated
results. Watwood suggests this problem may be alleviated by constraining the
appropriate nodes to obtain the stress intensity factors for the separate
modes. Another disadvantage which has been pointed out in Reference 2-11 is
that uncertainty regarding the accuracy of the solution results when arbitrary

crack surface tractions applied close to the crack tip must be considered.

In general, though, the advantage in accuracy and reduced mesh refinement
requirements makes the strain energy release rate method the preferable
alternative in the conventional finite element stress intensity determination

methods.

2.1.4 Finite Elements with Special Crack Tip Elements

To alleviate the singularity problem with conventional finite element
mefhbds, several special crack tip finite elements have been developed which
directly model the singularity at the crack tip. These include those elements
developed by Byskov [2-20], Tracey [2-21], Wilson [2-22], and Hilton and

Hutchinson [2-23]. Atluri [2-24] provides a recent review of this field.
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Methods and examples for use of these elements are discussed and compared in
References 2-9, 2-11 and 2-16. Use of these special elements generally
requires modification of finite element routines, but éxce11ent accuracy is
obtained using fewer elements than stress intensity factor evaluations made

with conventional finite elements.

The special element developed by Tracey is an isoceles trapezoidal-shaped
isoparametric element focused into the crack tip. It was shown to yield very
accurate values of the stress intensity factor from relatively coarse meshes.
The edge cracked rectangle was modeled and compared to thg problem solved by
Chan, et é]. [2413] with 2000 degrees-of-freedom and yielded results within 5%

accuracy of a known solution,

Wilson developed a circular-shaped element with the crack tip located at

-the center of ;he eiement with the crack extending radially away from the
center to the outer edge. This element embeds the asymptotic expansion into

the finite element mesh at the crack tip. Byskov developed a similar element

except that it was triangular in shape. The crack tip was again Tocated in

the center of the element with the crack extending to a corner. Westmann

[2-26] has developed a library of "singularity elements", including a crack

tip element, that can be embedded in a mesh of ordinary elements using what he

terms a “global-local" formulation.

These special elements, used in conjunction with standard finite element
routines, provide stress intensity factors with excellent accuracy and good
convergence with relatively coarse meshes. Depending on the problem configur-

ation, loading, degrees-of-freedom and type of special element adjoining the
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general elements that model the continuum away from the crack tip, accuracy

often is proven to be within 5% of known solutions.

Additional discussions on particular computer codes that are available
for evaluating stress intensity factors by finite element techniques are
provided in Section 2.3. The three K-computation procedures described above,
stress, displacement, and strain energy release rate, can be used with the
special elements or with any numerical and many experimental methods,

including those described below.

2.1.5 Other Numerical Methods

Many other numerical methods exist for determining the stress intensity
factor., Three of the most widely applied methods are the boundary integral

equation method, boundary collocation, and the finite difference method.

In the boundary integral equation (BIE) method, the governing partial
differential equations are replaced with integral identities. Use of the
integral identities reduces the dimensionality of the problem by one. In
other words, to solve problems in plane oE axisymmetric elasticity theory,
only the boundary need be discretized, modeled, and expressed in terms of line
(.0, bne-dimensiona]) integrals. Similarly, the three-dimensional continuum
need be modeled numerically only on its surface (for multiply-connected
continua, the inner surface of, for example, holes must also be discretized),
thus reducing the number of dimensions to two. Also, the equations of the BIE
methods are pfecise representations of the continuum mechanics theory being
modeled. The typical finite element errors associated with matching some of

the field equations but not the others at internal points in the numerical
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mesh model are not suffered in the BIE method. For ideal circumstances, such
as those reported in References 2-26 and 2-27 tremendous savings are available
in both central processing unit time on the computer and, thanks to the fact
that the user need model only the boundary, the engineering time to prepare
the idealization. Typically, where the BIE method is well developed, as in
the two-dimensional and three-dimensional elasticity problems of References
2-26 and 2-27 and the more general continuum mechanics theories described in
References 2-28 and 2-29, some significant accuracy improvement is noted

versus standard finite element programs.

Simultaneous integral constraint equations are obtained which relate
displacements to boundary conditions and are then solved numerically. Review
of both the BIE method and its applications are given in References 2-26
through 2-29, and, of special note for its depth and scope, in Reference 2-29
by Bannerjee and Shaw. Although advanced mathematical and numerical analyses
are involved for formulating and solving singular integral equations, and the
scope of this method is somewhat limited by its complexity and its relative]y
recent introduction, the BIE method usually results in.reduced problem size

with increased accuracy compared to the finite element method.

Boundary collocation of stress functions provides another numerical means
of evaluating stress intensity factors for planar bodies. This technique
makes use of a stress function that automatically satisfies the stress-free
boundary conditions on the crack surfaces and includes the stress singularity
at the crack tip. The stress function includes unknowﬁ functions that can be
adjusted to satisfy boundary conditions away from the crack such as loaded and

free surfaces. These adjustable functions are expanded in an infinite series
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with unknown coefficients, and then truncated. The now finite number of
unknown coefficients are evaluated by solving the set of simultaneous linear
algebraic equations that result from satisfying the boundary conditions at a
finite number of points. The coefficients are usually evaluated so as to
minimize the least squares error in satisfaction of the boundary conditions at
a number of boundary points that is larger than the number of unknown
coefficients. Conformal mapping may also be appliied to advantage in treatment
of complex geometries. The value of the stress intensity factor follows
directly from values of the coefficients of the series representation of the
stress function. This technique was one of the earliest schemes used for
evaluation of stress intensity factors for planar elastic bodies of finite in-
plane dimensions [2-30, 2-31]. The need for solution of a large number of
simultaneous equations precluded the use of this approach prior to the avail-
ability of electronic computers. Most of the standard stress intensity f;ctor
and crack surface displacement equations used in current testing were obtéjned
by boundary collocation. For two-dimensional problems, no other method has
matched the accuracy that is obtained by this method, which has been subject
to improvement f2-32] and is in current use. However, the increased avail-
ability, familiarity and generality of alternative approaches, such as finite
elements, has led to a relative decrease of the use of boundary collocation

approaches.

In the finite difference method, the governing partial differential
equations (for any theoretical level of boundary value problems ranging from
two-dimensional elasticity through. three-dimensional viscoplasticity) are
solved by approximating the equations with ordinary differential equations and

algebraic expressions. The approximations are then solved by discretizing the

2-19



continuum with a finite number of mesh points, nodes, or grid points t2-33].
As with the finite element method, a large number of simultaneous equations

again results and .these are solved numerically.

Of particular interest to this area and to the entire survey of methods

and analytical fracture mechanics, is the development of a series of computer
codes which use the explicit (time-dependent) finite difference method to
solve general problems in continuum mechanics. The two families of computer
codes, STEALTH and HEMP were both developed and based entirely on the pub-
lished technology of the Lawrence Livermore National Laboratory (LLNL),
Livermore, California, and Sandia Laboratory, Albuquerque, New Mexico. It is
our understanding that the person most responsible for the developments is Dr.
Mark Wilkins of LLNL with a considerable amount of work also done by Walt
Herrmann of Sandia and Ronald Hofmann of Science Applications, Inc. While a
thorough survey of these particular codes has not been made, the most useful
references noted to date are those of Hofmann [2-33] and Wilkins [2-34]. We
recommend that these powerful (partially) publically available codes be'con-
sidered for those analytical models of a complexity beyond the capabilities of
other analytical computer programs and methods. The codes, while relatively
expensive to run, may be the "ultimate" in analysis scope and depth for most

categories of continuum mechanics problems.

2.1.6 Elastic Superposition Methods

Linear elastic fracture mechanics is based on the 1linear theory of
elasticity -- as the name implies. Therefore, linear-superposition is appli-

cable to LEFM crack problems. This often allows stress intensity factors for
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some complex Tloading conditions to be devised from the superposition of
simpler results, such as may be obtainable from handbooks. Additionally,
there are two techniques for evaluation of stress intensity factors that make
explicit use of Tlinear superposition. These are the alternating method and
the weight function method (also known as the influence function or Green's

function method).

A weight function is merely the stress intensity factor due to equal and
opposite unit concentrated loads at a given position on the two crack sur-
faces. The weight function method makes use of the simple elastic superposi-
tion illustrated in Figure 2-3. The original problem is broken down into two
simpler portions. First, the complete boundary value problem without the
crack is analyzed, and stresses, o(x), are determined at the future crack site
(or locus). In the second portion of the problem the crack is "created" by
removing all 1dads by means of the introduction of-equal and opposite crack-
face stresses or pressures (-o(x)) of those determined for the uncracked
state, so as to create a traction-free crack face. Since the uncracked'body
has no stress intensity factor, the original problem thus reduces to deter-
mining the stress intensity factor for the "pressurized crack"; that is, for
the cracked surface with the stresses or pressures determined from the un-
cracked body applied to the crack face. Figure 2-3b shows how these pressures
are discretized along the crack face, multiplied by weight functions. Refer-
ences 2-1, 2-6 and 2-7 contain good descriptions of this procedure with solved
problems using these methods referenced. In addition, the BIGIF computer code
[2-17] is based on these methods. As discussed by various authors [2-35
through 2-38], the weight function for a cracked configuration can be obtained

from information on the stress intensity factor and corresponding crack
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surface opening displacements for an arbitrary (non-zero) loading. Hence, as
mentioned by Rice [2-35], inclusion of crack surface displacements in conjunc-
tion with stress intensity factors for a particular loading, allows the
results to be greatly generalized to include arbitrary loads on the crack sur-
faces. Such an approach can be extended to general three-dimensional problems
[2-35, 2-38], but only RMS-weighted averages of the stress intensity factor
are obtained, rather than details of the variation of K along the crack front.

This approach is used in BIGIF for its treatment of elliptical cracks [2-17].

The weight function method handles general stress gradients and, properly
applied, suffers minimal increase in error with increasing complexity of the
problem. Typically it is the least expensive technique available for handling
complex fracture mechanics problems and is enthusiastically recommended for
day-to-day engineering fracture mechanic¢cs applications. The authors know of
several cases in which more than $100,000 savings has been credifed directly
to the substitution of the weight function method for the finite element
method and a recent application has been documented* in which nearly a million

dollars were saved.

The alternating method, sometimes known as the Schwarz alternating tech-
nique, also uses the principle of superposition. The method involves using
several companent solutions, each of which satisfies a portion of the total
boundary cohditions. Through a successive iterative procedure a solution is

obtained such that the boundary conditions are satisfied everywhere, A

*"The BIGIF Computer Program," EPRI Technology Application Brochure No. 3106B
(RP700-5), Electric Power Research Institute and Pennsylvania Electric
Company, March 1983.
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thorough review of this method is presented by Hartranft and Sih [2-39]. This
method has also been used by Smith [2-40 through 2-42] and, especially, by
Shah and Kobayashi [2-43, 2-44] as will be discussed in the three-dimensional
crack analyses discussion (Section 2.2). The alternating method has some of
the same features of the weight function method. At their current stages of
development, the alternating method provides a more complete solution to some
three-dimensional problems than the weight function method, but does not
handle as wide a class of loadings and does not have nearly as much publically

available, user-oriented software as does the weight function method.

2.1.7 Experimental Techniques

The analytical techniques discussed above have generally been much more
wideiy' used than experimenté11y based procedures. However, for cracks in
compliicated structures or simple geometries in which it would be difficuit to
analytically model the boundary conditions, experimental techniques may be
used to advantage. These may involve direct measurement on a model, such as
by the use of photoelasticity or strain gages, or observations of crack
surface opening displacements near the crack tip. Additionally, fhe stress
intensity factor may be determined by experimental load-deflection measure-
ments using the relationship between compliance, strain energy release rates

and stress intensity factors [2-1, 2-3, 2-7].

2.1.8 Surface Effects
The stress intensity factor can be greatly affected by the proximity and
shape of connected or nearby surfaces which modify the boundary conditions.

Because most potentially troublesome design details where cracks start involve
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surface-connected geometric stress raisers, the understanding and ability to

quantify these effects are extremely important.

A simple example of the stress intensity factor dependency on surface
conditions is shown in the cases of an edge crack and a center crack in finite
width plates subjected to a uniaxial tensile stress, o. (This case is of

practical significance as it is often found in structural members.)

Two curves are plotted in Figure 2-4. The curve shown is a graph of the
ratio of stress intensity to a normalization parameter (Ki/K,) versus a ratio
of crack length to sheet width (a/W) for a center crack of length 2a. (The
normalizing parameter KO = g/7a, is the stress intensity factor in the
infinite media, and would be equal to Ky in the absence of any surface or
boundary effect.) By symmetry, the center crack problem may be modeled by
cutting the sheet in half and replacing the removed half sheet with "“rollers®

which eliminate normal displacement and shear traction.

An edge crack is modeled in the same manner except the rollers are
removed which allows bending to take place. If the plate is wide the bending
is»]oca]ized near the cracked surface but if the plate is narrow, bending is
largely global. The top curve in Figure 2-4 is a plot of Kp/K, versus (a/W)

for the edge crack.

For a semi-infinite sheet, where the ratio of a/W » 0, the stress inten-
sity factor is incqeased by only 12% (i.e., K = 1.12 o/ma) which may be
thought of as the effect of local surface "bending" due to "roller removal®.
As the ratio a/W is increased, though, a very 1ar§e increase in the edge crack

stress intensity factor results. This large increase is due to the more
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global bending caused by the eccentric load path of the remote tensile stress.
Thus, the stress intensity factor is shown to be only mildly dependent on
connected surfaces for small cracks (a/W = 0) but is very dependent on the

presence of connected boundaries or surfaces for larger cracks (a/W » 1).

Stress intensity factors which have been modified due to surface effects
are most commonly determined by the finite element method and elastic super-
position method (i.e., weight function and alternating method). Several
simple and useful appropriate methods, though, which often may be used for
obtaining a first estimate for the effect of stress concentrations on the
crack are given in Reference 2-6. Experimental methods may also be used when
surface effects complicate the determination of the stress intensity factor to

such a degree that numerical determination is questionable or impossible.

As dicussed in Section 2.3, surface effects in three-dimensional problems
are often both more complicated and (fortunately) smaller than surface effects

in two-dimensional problems (which may therefore serve as bounds).

Another class of problems, not considered in detail herein, are near-
surface cracks which have the additional complication of a sequential failure
mode consisting of brittle or ductile failure of the surface-connected 1lig-
ament followed by brittle fracture of the dynamically formed edge crack.
Because this ligament tearing may not be quasi-static a bounding model which
accounts for maximum dynamic effects, as shown schematically in Figure 2-5,
may have to be employed to envelop the deterious effects of these insidious,

difficult to inspect cracks.
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2.1.9 Effects of Pressure in Cracks

In pressure vessels and piping, the crack tip stress intensity factor may
be increased due to pressure on the crack face surface. It is a commonly
known fact that pressure on a crack surface develops the same K as if it were
a tensile stress applied to the gross section. At NASA's request, some ampli-
fication of this fact is provided and the need to include the pressure term in

the stress intensity factor determination is shown in the "proof" below.

An interesting case history, with proprietary details, which emphasizes
the importance of the effects of pressure on the stress intensity, and conse-
quently, on fatigue crack growth rates occurred in the testing of gun barrels.
Because a very high ratio of internal pressure to hoop stress is present in
these thick-walled pressure vessels, it is important that crack face pressure
is accognted for in the fracture mechanics calculation or testing. In the
case of the gun barrels, several field failures occurred after fracture
mechanics-based testing determined the fatigue crack growth life to be .much
greater than that eventually experienced in the field. The overestimation was
traced back to the fluid used in the fatigue life testing. The high frequency
pressure cycling in the testing had been performed using a hydraulic fluid.
Apparently, due to the o0il's viscosity, the full effect of the in-service gas
pressure could not be reproduced on the crack face during testing. Conse-
quently, the test 1lives were much longer than those later experienced in
catastrophic failures during actual field firings. Analytical studies of this
pressure effect predicted differences sufficient to explain the significant
reduction in life of test gqun barrels between the hydraulic testing and the

field firing.
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The effective crack face stresses due to both a crack face pressure, Pos
and a crack-locus stress, is o(X,y) + pgye This is generally known and easily
proven. However, for some unknown reason, some investigatbrs still dispute

the approach. Due to this controversy, we offer the development below.

Figure 2-3a shows a cracked body with applied displacements and tractions
acting on the body and pressure, pg,, acting on ‘the crackxface. Using the
superposition principle discussed previously, the probiem can first be ana-
lyzed by looking at the body without the crack but with all applied tractions
and displacements still acting on the body. The stress in the uncracked body
at the future location of the crack is determined using standard analytical,
numerical or experimental means. This stress, a(x,y) is represented in Figure
2-3b. Next, as shown in Figure 2-3c, a crack is imtroduced to the same body
with all applied tractions and displacements acting on the body reduced to
zero. To obtain a stress-free surface normal to the crack face, a stress or
pressure equal and opposite to the normal stress in the uncracked body o{(x,y)

must act on the crack.

Using the weight function method, the stress intensity factor due to the

precracked stress distribution, o(x) can be represented as

K = fa a(x) h{a,x) dx (2-4)

()

where the function, h(a,x), is dependent on the geometry and the integral is

summed over the length of the crack, "a".

As shown in Figure 2-1d, the crack face is also subjected to the pres-

sure, pge (This pressure, although considered in this example as a constant,
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may actually vary over the crack face.) The stress intensity factor due to
this pressure is treated in the same manner as above for the precracked stress

distribution,

a
K = j; Py h(a,x) dx (2-5)

where the function, h(a,x), is the identical function used in Equation 2-4.

By superposition, the combined effect due to the applied traction and
displacements and crack face pressure is simply the sum of the two individual

stress intensity factors

a a
K = h(a, d hia, d
[c(x) (a,x) x+hﬂ£ Po (a,x) dx
or
a
K = ’[EG(X) +p°] h(a,x) dx

Thus the effective crack face stress can be modeled directly as o(x) + p,.

2.2 CRACKS IN THREE-DIMENSIONAL BODIES

The two-dimensional idealizations of cracked bodies discussed in Section
2.1 are widely applicable and can be used in a wide variety of engineering
problems. However, there are situations in which the three-dimensional nature
of a problem can not be "idealized or bounded away". A simple example of this
is the planar crack of elliptical shape embedded in a body for which an accu-
rate solution is required. This particular problem was solved by analytical

means for uniform pressure on the crack face [2-45] and still constitutes one
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of the basic crack stress intensity factor solutions for three-dimensional

bodies,

Three~-dimensional elasticity theory applied to crack problems reveals
that the local stresses near the crack tip have the same angular variation and
inverse square root singularity as those in- a two-dimensional body [2-46].
Thus, the crack tip stress fields given in Equations 2-1 through 2-3 are also
applicable to cracks in three dimensional bodies and the stress field near
such cracks is still characterized in terms of Ky, Kj; and Kypp. In
principle, the extension of linear elastic fracture mechanics from two- to
three-dimensions 1is therefore quite straightforward. However, for three-
dimensional problems, the stress intensity factor(s) will vary along the crack
front and the evaluation of stress intensity factors is more difficult by

either analytical or numerical means.

Three—dimensiona] elastic crack problems may be defined as a configur-
ation of loading, solid body, and crack geometry for which a subdivision of
loadings or symmetry cannot be made to reduce the problem to one of lesser
dimensions. The problem of cracks in curved shells, which is clearly not a
two-dimensional or lesser problem, does offer simplifications not available to
the general three-dimensional solid body problem. For this reason, cracks in
shells are discussed separately in Section 2.2.3. Three-dimensional crack
problems represent an inherently greater variety of configurations that could
be modeled than is possible for two-dimensional problems. On the other hand,
three-dimensional elastic analysis for stresses around cracks represents a
considerably more difficult problem than is the case for two-dimensional and
axial symmetric problems. First, the apparatus of complex variable theory

with conformal mapping and expansions of analytic functions has no analogue in
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three-dimensional elasticity. Second, either the stress function is often not
harmonic (e.g., if the Galerkin [2-47] vector is used), or a harmonic con-
struction requires as many as four independent harmonic functions for solution
(i.e., the Papkovich-Neuber [2-48] potentials ¢ = 9, * X; ¢j s j=1, 2, 3).
As a consequence, only the simplest configurations have received in-depth
analytical attention. At the same time for many engineering applications,
results have depended on the execution of special experimental and numerical
analysis efforts. Of necessity, the published results of such efforts are

sparse and often of wuncertain accuracy and limited to the particular

engineering cases studies.

Essentially four approaches have been used for three-dimensional crack
problems. These are:
1. solid mechanics procedures in which exact or approximate
results are derived as a formula,

2. solid mechanics procedures in which approximate results are
obtained by numerical methods,

3. finite element and related methods, or

4, experimental methods.

Finite element and related methods and experimental methods have been
discussed in Section 2.1. For three-dimensiona] crack problems, solid

mechanics procedures which produce results in a parametric form include:

(1) Potential function methods including the Papkovich-Neuber
potentials and derivative solutions obtained as extensions of
previously developed results through superposition and
integration.

(2) Asymptotic limits of stress concentration solutions given in
the form of Papkovich-Neuber potential functions, As
indicated in Tada's handbook [2-3], stress function solutions
for stresses around various three-dimensional voids such as
hyperboloids and ellipsoids [Neuber, 2-48] have been
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degenerated into solutions for stresses around the correspond-

ingly shaped cracks.
The usefulness .of these methods is 1largely 1limited to such problems as
infinite bodies with embedded penny, elliptic, parabolic, or hyperbolic flaws,
or penny or elliptic stamps between semi-infinite bodies under various point
and distributed loads. While of Timited direct utility, may of these solu-
tions are in closed form and can be used as building blocks with approximate
methods, such as the alternating methods, for obtaining solutions to cracked

body configuratins of engineering interest.

Approximate solid mechanics procedures with more flexible application to

simple cracked bodies of engineering interest include:

(3) Eigenfunction expansions which were used with some success by
Hartranft and Sih [2-49] in obtaining results for cracks in
finite thickness bodies.

(4) The 1line method in which Gyekenesi [2-50, 2-51], using ideas
of Fadeeva [2-52], converts the system of coupled partial
differential equations of elasticity into a system of ordinary
differential equations for numerical solution. While possibly
promising, this methods has not been observed in extensive use
outside NASA Lewis,

(5) Integral transform methods which include a variety of
numerical techniques associated with integral transforms,
weight functions, and solution of singular integral equations.
These methods have seen wide use by a number of investigators
in numerous applications for cracked structures of simple
configuration. '

(6) The alternating method which iteratively combines simple body
solutions (e.g., semi-infinite and cracked infinite bodies)
into cracked body solutions of engineering interest.

For general applicability to comprehensive analysis to cracked structures

of arbitrary and complex configurations, the method of choice is most often

that of finite element and related methods supported by experiment. However,
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for day-to-day engineering modeling of three-dimensional problems, the hand-

book, weight function, and alternating methods are most often applied.

2.2.1 Status of Available K Solutions

Several three-dimensional crack problems have been solved analytically.
Such results are summarized in Sih's handbook [2-5]. In view of the use of
asymptotic limits of stress concentration so]utioné for crack problems in the
form of the Papkovich-Neuber potentials, the book on the subject by Neuber
[2-48] should be most useful. The configurations covered by solutions given
in the form of parametric stress functions include embedded penny and ellip-
tic, external penny and elliptic, parabolic, hyperbolic, and semi-infinite
cracks in an infinite body under a variety of point and distributed loading on
or away from the crack face. A number of these solutions are available, some
in closed form as exact results. CTear?y, the range of configurations in this
class of solutions is severely limited. However, embedded small flaws remote :
from free boundaries under arbitrary distributions of applied and residual
stress are a frequent concern so that the solutions available provide diréct]y
applicable stress intensity factors. In addition, stress function solutions
give complete stress-strain fields throughout the modeled simple geometries so
that they provide excellent building blocks for solution of morevcomp1ex con-
figurations using such methods as the aiternating method. Finally, exact
solutions where available provide the best possible standard against which a

new or proposed method of solution can be tested for baseline accuracy.

Cbmplete three-dimensional results for cracks in simple bodies have been
used as building blocks to provide approximate results for more complex geome-

tries. These include the following configurations:
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. embedded penny and elliptical cracks near the free boundary of
a semi-infinite body,

. embedded elliptical cracks in a plate of finite thickness,

. semi-elliptical surface flaw in a semi-infinite body,
«  corner flaw in a quarter infinite body,
. corner flaw emanating from a hole in a plate, and

. cracks in cylindrical bars and discs. .

The generation of K solutions for less idealized geometries, such as for a
semi-elliptical surface crack in a plate of finite thickness, requires more
advanced techniques, such as finite elements, boundary integral equations, or
alternating technique$, These were discussed in Section 2,1 within the con-
text of two-dimensional problems, but the discussion there is generally also
applicable to three-dimensions. However, application of numerical techniques
to three-dimensional problems can frequently produce erroneous results.
Investigators have‘tended to gradually discover and correct the causes of such
errors with subsequently published work. As traced by Newman [2-53], the
development of a solution for the surface flaw in a finite thickness plate
under uniaxial tension is a case in point (Figure 2-6). That is, as indicated
by Newman in the figure, the value of stress intensity factor has differed
significantly from one investigator to another and from one time to another by
the same investigator (see also Table 2-1). However, the most recent solu-
tions are in feasonable agreement which evidence, at least circumstancially, a
gradual improvement in the state-of-the-art and the convergence to the "right
answer”, Consequently, it is clear that ‘extensive and informed checking and
corroboration of results and sources are essential before solution of a given

cracked structure problem can be considered to be established.
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Table 2-1
Stress Intensity Factor Soultions For Surface Crack
In Chronological Order [2-53}

Limitations
Investigator(s) Date - Method? ajt a/c 2c/W Form of
Results
Irwin 1962 EE . <0.5 0tol b equation
Paris-Sih 1965 EE T <0.75 0tol b equation
Smith 1966 AM and EE f(a/c) 0.2 to 1 b graph
Kobayasht-Moss 1969 M and EE <0.98 0tol b graph
Masters-Haese-Finger 1969 EM <0.85 0.1 to 0.8 b . graph
Smith-Alavi 1969 M and EE <0.8 0.4 to 1 b graph
Rice-Levy 1970 ' LSM <0.7 Qtod b graph
Anderson-Holms-Orange 1970 EE €1.0 0tol . b equation
Newman 1972 (13 <1.0 0.02 to » <1 equat {on
Shah-Kobayashi 1972 A <0.9 0.1 to } b graph
Smith-Sorensen 1974 AM <0.9 0.1 to 1 b graph
Kobayashi 1976 M and EE <0.9 0.2 to 1 b graph
Raju-Newman 1977 FEM <0.8 0.2 to 2 b graph
Newman-Raju 1978 FEM and EE <1.0 0.03 to = < .9 equation

a Engineering estimate (ELY, alternating method [AM), Tine spring mode! {LSH}, Finite element method [FEMJ.
b Effects of finite width were not considered.



Examples of numerical results for stress intensity factors for cracks in
three-dimensional bodies are becoming more numerous. They consist primarily
of semi-elliptical surface cracks in plates and cylindrical bodies, such as
pipes and pressure vessels. This includes early estimates for fairly simple
stress systems [2-54] to more recent results that provide the variation of K
along the crack front for stresses that vary as a polynomial of distance into
the cracked body and for general elastic stress fields [2-17, 2-18]. Refer-
ences 2-55 through 2-57 provide examples of such results, which are available
for only certain crack sizes. Additional results are avaiiable in the form of
influence functions for semi-elliptical cracks in pipes. Such results are
applicable to arbitrary stresses and to a much wider variety of crack sizes
than have been analyzed by finite element techniques. Examplies of work in

this area are included in References 2-17 and 2-58.

Several other finite element analysis efforts re1ate¢ to nozzle cracks in
pressure vessels have been executed and published including Smith [2-59],
Atluri & Kathiresan [2-60], and Schmitt, et al. [2-61, 2-62]. In some cases,
the analysis methods applied to the nozzle cracks were first applied to more
classic crack problems (e.g., surface flaw in a plate) with varying results.
In one case [Smith, 2-59], the surface flaw solution for the semi-elliptic
case was compared with experimentally derived stress intensity factors for a
naturally shaped surface flaw. However, in addition ‘to flaw shape, valid
comparison is confounded by unwanted out of plane bending in the experiment
and by the cbiterion used to choose the ellipse to represent the natural flaw

in question,

As mentioned earlier, another class of three-dimensional crack problems

for which considerable information is available is corner cracks emanating
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from holes or corners of quarter spaces. Such results are of interest in the
aerospace industry because they can be used to model cracks that initiate at
bolt or rivet holes in plates. References 2-63 through 2-65 provide repre-
sentative results for these configurations. Such results are generally

produced by finite element or boundary integral equation techniques.

Other procedures for evaluating stress intensity factors for cracked
three-dimensional bodies include line spring models and the alternating tech-
niques. Both of these are reported to provide considerable savings in
computer expense as compared to finite elements,. The line spring model was
originai]y. devised for elastic bodies [2-66], but has been extended to
elastic-plastic problems [2-67, 2-68] which is an area in which its use is

probably most advantageous because of the savings in computer costs.

The alternating and weight function methods, which were discussed in
Section 2.1.6, provide a powerful means of ané]yzing three-dimensional crack
problems. The application of weight function methods to three-dimensional
problems is similar to that described in Section 2.1.6 for two-dimensional
problems, and will not be repeated here. The weight function method now
enjoys widespread successful application [2-17] to three-dimensional problems
and handles stress gradients of high severity and complexity with reasonable
accuracy. Its drawbacks are its restriction to LEFM and certain contained
plasticity problems and its current use of weighted averages of K around the

crack front rather than complete description of the K variation.

Additional discussion will be included here for the alternating method
because of its special applicability to such complex problems. A drawback of
this technique is its limitation to linear elastic problems. Essentially, the

method consists of iterafive1y superposing the solutions of two or more simple
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elastic problems until the results converge on a solution for some given com-
posite of the simple problems. In general, each simple problem will contri-
bute the solution for one set of boundary conditions, for example tractions on
a semi-infinite body or tractions on the surface of an elliptic crack in an
infinite body. The composite would then have the combination of boundaries in

common with the contributing simple problems.

As an example, consider a surface flaw in an finite thickness plate of
infinite in-plane extent 1loaded on its surface (Figure 2-7). The simple
elastic problems, from which this example elastic problem can be constructed

consist of:

(1) a surface-loaded elliptic crack embedded in an infinite body,

(2) a semi-infinite body arbitrarily loaded on its surface for the
front surface of the plate, and

(3) a second arbitrarily loaded semi-infinite body for the back
surface of the plate.
The procedure begins by application of the surface flaw applied loads on the
surface of the infinite body elliptic crack. A solution for stress intehsity
factors (singular stresses) along the crack front are then obtained together
with stresses over the planar regions corresponding to the front and back
surfaces of the original cracked plate. Second, the semi-infinite body repre-
senting the front surface of the plate is loaded to estimate the stresses
obtained on the corresponding planar region in the infinite body solution.
The results will produce additional stresses on the regions corresponding to
both the crack surface and the back surface of the original plate. Moreover,
stresses applied to correct singular boundary stresses imposed by the infinite
body solution at thé intersection of the crack front with the front surface

will produce secondary singular stresses (by Poisson's ratio) in the semi-
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inffn*ite body in the region around the crack front as well as on the crack
surface,. Consequently, these secondary singular stresses must be added
directly as a correction to the stress intensity factor solution. Third, the
semi-infinite body for the back surface of the plate is loaded to eliminate
stresses from the infinite body analysis and the front surface semi-infinite
body calculations. The trial sequence is completed with the first simple
problem as the start of the next sequence. That is, the impact of the two
semi-infinite body boundary stress corrections on the crack surface region is
imposed on the surface of the elliptic crack in the infinite body to correct
the stress intensity factor along the crack front. The entire sequence of
alternating corrections is repeated until it is seen that further repetition
will not ijmprove the results. Convergence is assured since it is known that
with each subsequent sequence of corrections, the stresses produced diminish

asymptotically to zero.

Application of the alternating method for non-singular elastic stresses
can proceed essentially by the usual brute-force numerical techniques. How-
ever, the singular stresses produced on the region corresponding to the front
surface and their singular stress impact on the crack surface will require
special, perhaps analytic, treatment to avoid errors in the results. More-
over, as the crack approaches the back surface, near singular stresses will
appear on the free boundary represented by the semi-infinite body for the .back
surface and these can affect validity of results if not properly treated.
Another source of error occurs when insufficient areas on the semi-infinite
bodies are used to répresent the stress-free boundaries so that the unrepre-
sented areas are left analytically with unknown levels of stress applied to
the cracked p]aﬁe. In addition, overly gross representations of 1loads to

correct for stresses at the free boundaries can also add to errors in the
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results [2-39, 2-53, 2-69]. Finally, it must be noted that the solution to a
composite of simple elastic problems cannot be more accurate than the solu-
tions used to represent each of the simple elastic problems comprising the

composite.

Recent advances in the solution for an embedded elliptical crack [2-70]
in conjunction with finite element calculations have led to a more economical
means of generating stress intensity factors for semi-elliptical surface
cracks [2-71]. Such advances may lead to more widespread use of alternating

techniques in the future.

2.2.2 Estimates By Re-Idealization

In some cracked structure situations, a solution may not be available for
the actual configuration but may be composed as thé solution to a nearly
equivalent idealization that is available. As an i11ﬁstration, an idealiz-
ation is depicted in Figure 2-8 of a crack in an integrally stiffened sheet
growing through the sheet into a stiffener. Comparative rates of crack growth
through stiffener and skin have been measured and reported by Poe for a few
selected cases [2-72]. From his results, Poe conservatively suggested that a
crack may be assumed to grow at the same rate through a stiffener as along the
skin. Poe further recommends that the stfess intensity factor correction for
the partially broken stiffener be linearly interpolated from the crack size
upon entering the still unbroken stiffener to the crack size at which the
stiffener is broken. through (Figure 2-8). Other examples of re-idealization
may be found in an irregular shaped flat embedded crack by Paris & Sih [2-1]
and Westmann [2-73].
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In the case of larger cracks, subject to the influence of nearby free
boundaries and stiffeners, etc., rough estimates of stress intensity factors
can be obtained by compounding of magnification factors. That is, a complete
stress intensity factor estimate may be expressed in a manner following Paris

& Sih [2-1] and Kobayashi [2-74, 2-75] as
K=-°/1r—anYl' YZ. coe ° YN

where ¢ 1is applied stress, a 1is crack size, and Yi» Yps cees Yy are
correction (magnification) factors representing each component influence. For
example, consider a through crack as depicted in the axially loaded finite
width stiffened plate on Figure 2-9., Here the estimated stress intensity

factor may be expressed by
K = ofmavyvarayy

where we can use

Y1 the Sanders [2-76] tabulated correction for effect of a
stiffener broken through by through crack in a stiffened sheet
(see [Davis, 2-77] for curve fit equation).

yp the Greif and Sanders [2-78] correction for effect of the near
stiffener on the right (see [Davis, 2-77] for curve fit equa-
tion). '

Y3 the Greif and Sander [2-78] correction for effect of the far
stiffener on the left.

Y4 Isida's [2-79] correction for a center crack in a sheet with
two stiffened edges (see [Davis, 2-77] for curve fit equa-
tion). Note that Isida's correction includes the effect of
finite width,
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A somewhat different approach to compounding the influence of boundaries and

other elements of a structure may be obtained from Cartwright and Rooke [2-7].

Procedures such as this provide a powerful means of estimating stress
intensity factors for complex finite bodies. The relatively simple results

summarized in handbooks are obviously very useful in such exercises.

2.2.3 .Cracks in Plates and Shells

Plates and shells are structural elements that are of particular interest
in aerospace applications because of their inherent light weight. The stress

analysis of cracks in such elements will therefore be given special attention.

The stress analysis of bodies which are thin relative to their in-plane
dimensi&ns can be considerably simplified over that for fully three-
dimensional bodies. Plates subjected to bending loads can often be analyzed
by classical plate theory, such as presented in Reference 2-80. The major

assumptions of plate theory that are of relevance £o this discussion are:

. small displacements,
e straight lines initially normal to the middle surface remain
straight and normal to that surface. (Vertical shear strains
are therefore neglected), and
. stress resultants rather than detailed stress patterns are
considered.
Appiication of the classical (fourth order) plate theory to cracked
plates [2-81] revealed that the angular variation of the singular stresses at
the crack tip was different than that predicted from elasticity theory. 1In

other words, the 6-variation in plates in bending was not the same as in

Equations 2-1 through 2-3., Equations 2-1 through 2-3 are supposedly appli-
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cable to any elastic body, and a discrepancy is apparent., This discrepancy is
due to the omission of vertical shear strains, which assumes a»certain type of
rigidity not consistent with the isotropy assumed in the derivation of Equa-
tions 2-1 through 2-3. Additionally, stating the boundary conditions in terms
of stress resultants is an approximation to the true case that causes errors
in localized regions of high stress gradients (such as in the vicinity of

crack tips).

More advanced analyses of cracked plates in bending have been performed
that employ the higher order theory of Reissner [2-82]. Such results, as
reported by Hartranft and Sih [2-83], provide an agreement between the angular
variation of crack tip stresses for bending and extension. Figure 2-10 sum-
marizes these results for the stress intensity factor at the tension surface
of a plate of thickness "h" subjected to all-around bending at infinity. This
figure shows that the stress intensity factors approaches that for correspond-
ing tension problems as “h" gets very large and that the behavior is strdng1y

dependent on h/a for small values of this ratio.

Turning to cracks in shells, these solutions are an outgrowth of analysis
methods for the more general problem of stresses in uncracked elasti¢ shells.
In the case of very heavy section shells where the thickness dimension is
large compared to the radius so that stress analysis is treated as a three-
dimensional elasticity problem, then the crack problem is also three-
dimensional. However, for a broad class of shells, the wall thickness dimen-
sion is small compared to other dimensions., Such a shell may be thought of as
a membrane except for possession of thickness to resist bending. The thinness
of a shell  means that the two free surfaces are too close to perceptibly

deflect relative to one another, to develop significant cross thickness
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stresses, or to act other than as a unit for in or out of plane deflection.
In view of these observations, simplifying assumptions have been developed to
reduce and simplify the equations of three-dimensional elasticity so as to
create a theory of thin shells whose equations can be more easily solved for
the significant stresses to be found in an elastic shell. This is analogous

to the case of elastic plates discussed above.

With the advent of fracture mechanics in the 50's and 60's, the problem
of stresses around cracks was viewed as a simple adaptation of the existing
elasticity theory to the new problems thus generated. Consequently, the
existing classical theory of thin shells, which had been quite successful for
analysis of stresses in shells, was simply adopted without modification for
the solutions of cracks in shell problems. As a result, a considerable body
of literature containing classical shell theory solutions for stresses around
cracks in shells was created by the early 1970's. However, disturbing signs
as to the validity of such results began to appear as early as 1960. The
differences in the angular variation in the crack tip stress fields for

differing plate theories discussed above is a primary example,

By the early 1970's, it became clear that since the classical theory of
thin shells is limited to smooth transitions of the shell surface, the class-
ical theory cannot be depended upon for computing stresses near abrupt discon-
tinuities of the shell surface, including cracks. The primary cause of the
discrepancies in the theory was identified by Reissner [2-82], Sih and
Haggendorf [2-84] and others to be the neglect of transverse shear deformation
in the classical theory. Accordingly, a shear deformation theory of shells
was developed to correct the problem [2-84]. Subsequent publications [2-85,

2-86] have indicated another new but simpler shear deformation theory of
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shells to have also entirely eliminated the anomalous differences so- that
shell results will agree with the results from three-dimensioﬁa] and two-
dimensional elasticity for the angular distribution of singular stresses
around cracks. Because of these findings and the importance of shells in
aerospace structures, a comparison of the classical and the two shear defor-
mation shell theories is presented next. With the comparison as a basis, the
methods and sources applicable to solution of cracked shell problems is then

mentioned, followed by a review on the current status of available solutions,

The primary assumptions that have been developed for stresses in shells
are as follows [2-86]:
1. Planes normal to the middle surface remain plane during
bending.

2. Lines normal to the middle surface neither contract nor expand
during deformation.

3. Stresses are represented by their resultants or couples across
the shell thickness.
The further simplifying assumptions after Kirchhoff to complete the classical

theory of thin shells are the following:

4, The squares of the derivatives awaix,y) and 2 g§,y)’ where w

is the middle surface displacement, can be neglected.

5. The transverse shear resultants in the -equations of
equilibrium can be neglected.

6. The tangential displacements in the expressions for transverse
shear stress can be neglected.

The first assumption would obviously be unappropriate for a part-through
crack in a shell, because it would not be possible to reproduce the crack

surface displacements and stress singularity present for a part-through crack.
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Hence, shell theories are limited to through-wall cracks, and fully three-
dimensional elasticity theory, such as summarized in Section 2.2.1, must be

utilized for part-through cracks.

The membrane resultants of stress across the thickness combined with two-
dimensional stress compatibility leads to an Airy stress function for the
membrane stresses. The strain-displacement relations and constitutive rela-
tions combined with equilibrium and compatibility, in line with the symmetries
from the assumptions lead to the use of the displacement function w(x,y) = U3

for bending, (note that ug is the out of plane deflection of the shell).

In contrast to the classical shell theory, Sih and Haggendorf [2-84] used
only the first four of the six assumptions of shell theory. That is, Sih and
Haggendorf, by not neglecting transverse shear, developed a 10t order system
of shallow shell equations with all 5 boundary conditions on the free edge of

the shell (Figure 2-11).

For Sih and Haggendorf's shear theory of shells, the equations of equili-
brium and other equations of elasticity as constrained by the first four sim=-
plifying assumptions for shells are used to construct a set of she11 equations
in terms of five measures of displacement. For this shear theory, the five
measures replace the stress function and single measure of displacement of the

classical theory. These five measures are as follows:

ul(x,y) ‘ is the in-plane displacement of the shell along the
x-coordinate

up(x,y) is the in-plane displacement of the shell along the
y-coordinate

w(x,y) = ug is the out of plane displacement of the shell
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Bl(x,y) is. the angle through which the normal to the middie
surface "upon displacement rotates in the direction of
the x-coordinate

Bolx,Y) is the angle through which the normal to the middles
: surface upon displacement rotates in the direction of
the y-coordinate

The governing equations have been applied to the problem of through
cracks in spherical shells with the crack faces loaded in stretching and
bending [2-84]. As shown on Figures 2-12 and 2-13, a comparison of the
resulting stress intensity factor solutions with the classical shell theory
solutions indicates significant and sometimes dramatic differences in the
stress intensity factors for both stretching (membrane) and bending loads on a
crack. In particular, the Sih and Haggendorf shear theory of shells have
produced the following three results:

1. The angular distribution of singular stresses around a crack

in a shell are the same for all loading components in that
they all agree with the classic Mode I, Mode II, and Mode III
stress fields derived for two- and three-dimensional bodies.
This is in contrast to the classical theory which predicted
different angular distributions of singular stresses for
bending as compared to membrane loads.

2. The stress intensity factor under crack face stretch loads for
shear theory in shells with R/h = 10 and v = 1/3 rises from 2%
higher than classical prediction at crack size 2a = h to 50%
higher at 2a = 5h to beyond 100% higher when 2a exceeds 10h,

(See Figure 2-12.)

3. In the case of a crack face under bending loads, the trend in
stress intensity factor for shear theory is opposite to that
expected from the classical theory. That is, as the crack
gets Jlonger the effect of bending reduces instead of
increasing as we were led to believe by the classical theory.

(See Figure 2-13.)

Krenk [2-85] and Delale and Erdogan [2-86] have developed a simplified

form for a transverse shear theory of stresses in shallow thin shells. In -

their development, which loosely follows the Sih and Haggendorf derivation,
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Krenk and coworkers have selectively neglected u;/R displacements and V;/R
transverse shear ratios to arrive at a reduced number of governing shell equa-
tions. In particular, the stress function is reintroduced from the classical
shell theory so that the new shear membrane equilibrium equation is the same
as it was in the classical theory. The displacement function from the equili-
brium of bending resultants [2-84] is introduced into the equilibrium of
transverse resultants so that the transverse equilibrium equations of Sih and
Haggendorf in their new form are reduced to nearly the classical form for

bending equilibrium,

Krenk [2-85] and Delale and Erdogan [2-86] have also developed and
applied their shear theory of thin shells to axial and circumferential cracks
in cylindrical shelis, In both cases, comparisons were made with the classi-
cal theory. Representative results for an axial crack in a cylindrical shell

are shown in Figures 2-14 and 2-15.

Figure 2-14 shows the dimensionless membrane and bending stress intensity
for the cylindrical shell subjected only to hoop membrane stress o far from
the crack. K, is the value of K at the mid-surface of the shell, which must
be equal to a flat plate in tension when R » », Thus K, = o (1ra)1/2 as i
approaches zero, as shown in the upper portion of Figure 2-14. K, is related
to bending in the shell and is proportional to the difference between K at the
shell tension surface and K at the mid-surface. [Ky = K (outer surface) - K
(mid-surface)]. Note that for R » «.(A = 0), the bending contribution to K due
to a membrane stress is zero. Also, the classical results are seen to be

quite close to the more precise theory.

Figure 2-15 shows similar results for a shell subjected to a through-

thickness bending moment on the faces of the crack; o, is the maximum stress
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that would be produced by the bending moment in the absence of the crack. In
this case, the classical theory is seen to provide consistently large results
for the bending component of K, which again demonstrates the inadequacy of the

classical theory for the determination of stresses near crack tips.

From the figures, and statements by Delale and Erdogan [2-86] the

following results were obtained:

1. As in the Sih and Haggendorf theory, the Krenk shear theory
predicts the angular distribution of singular stresses around
a crack in a shell to be the same for all loading components
in that they all agree with the classic Mode I and Mode II
stress fields.

2. The stress intensity factors for membrane loads are not much
different than those predicted by the classical shell theory.
Indeed, membrane stress intensity factors due to membrane
loads are identical between the Krenk shear theory and the
classical theory for thin shell stresses.

3. For a crack face under bending loads, the classical shell
theory produced bending stress intensity factors 50% higher
than those based on the Krenk shear theory for longitudinal
cracks in cylindrical shells (Figure 2-15). For circumferen-
tial cracks under crack face bending major differences between
the Krenk shear and classical theories were also reported.

To complete the comparison, these reasults should be compared with those
of Sih and Haggendorf who found more significant differences between shear and
classical theory predictions of stress intensity factor due to membrane
loadings than did Krenk or Delale and Erdogan. It is true that the Sih and
Haggendorf comparisons were for a cracked spherical shell while the Krenk and
Delale and Erdogan comparisons were for cracked cylindrical shells. However,
comparison of the resultants expressions and the governing equations for the
three shell theories applied to crack problems does show disturbing similar-
ities between the Krenk shear and classical theories that are not shared by

the Sih and Haggendorf theory -- especially for the membrane equilibrium
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governing equations. Therefore, the competing shear theories for stresses in
thin shells should be carefully studied to decide whether or within what

limitations the Krenk shear theory can safely be used.

2.3 AUTOMATED COMPUTER PROGRAMS. FOR COMPUTATION OF IMPORTANT CRACK TIP
STRESS PARAMETERS

General procedures for numerical evaluation of crack surface displacement
and stress intensity factors, such as the finite element method, were reviewed
in Section 2.1. Such procedures are of general app]icabih’ty but are quite
expensive, both in labor and computer costs. Several automated computer pro-
grams for “evaluation of stress intensity factors by use of previously calcu-
lated and stored results are available and will be reviewed in this section.
Some of - these computer programs can very ecomonically provide suitable
results, even for some fairly complex geometries and especially for complex

stress fields.

Automated stress intensity factor programs are defined for the current
review as computer codes which compute stress intensity factors "automatic-
ally", i.e., without recourse to explicit crack modeling (or meshing) and
detailed stress analysis. Because of the desireability to obtain quick stress
intensity factor solutions for specific flaw geometries, rather than per-
forming detailed modeling of the cracked geometry or component, only "non-

stress analysis" programs which store previously generated stress intensity

solutions have been reviewed. Consequently, the following areas have been
excluded from the current survey: 1) stress analysis programs such as
NASTRAN, ANSYS, and MARC (available through commercial computer centers) which
model the crack and compute stress intensities directly from mesh refinement

or indirectly using such methods as nodal point displacements, strain energy
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release rates, J-integrals, etc., 2) special crack tip finite elements which
incorporate the crack tip singularity into the displacement formulation and
are embedded into general purpose finite element codes, and 3) other stress
analysis techniques such as boundary integral equations which model the
cracked geometry and provide stresses and displacements for automatically
calculating stress intensities by such methods as strain energy release rate.
(PESTIE, developed at and proprietary to Pratt and Whitney Aircraft, as an

example). A general review of such codes is provided in Section 2.1.

No detailed discussion is provided in this section on the methods used to
obtain the stress intensity solutions found in the reviewed computer codes.
" However, for the reader's interest, an excellent, concise review of available
methods =-- both theoretical and experimental -- is found in an article by
Cartwright and Rooke [2-7]. Their paper discusses many of the popular

approaches, such as discussed in earlier portions of Section 2.

In practice, automated stress intensity programs are generally combined
with computer flaw growth programs to provide a single package convenient for
analysis of subcritical crack growth. This section will concentrate on the
automated evaluation of stress intensity factors, and the discussion on sub-
critical crack growth programs will be deferred to Section 3.6 -- which
follows a detailed discussion of the fracture mechanics bases of such calcu-
lations. Table 2-2 lists automated stress intensity evaluation programs, each
of which also contains capabilities for crack growth analysis. This Tist is
by no means complete, since 1) many private companies and university
researchers finvolved in such work have developed their own programs to suit
their particular applications, and 2) our review has been restricted to codes

which are available to the public. Table 2-3 provides a list of several
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Table 2-2
Automated Stress Intensity and Flaw Growth
Computer Programs Inciuded in Review

Principal
Code Name Sponsor Developer [Reference]
BEWICH* Beech Aircraft S. Imtiaz [2-87]
BIGIF Failure Analysis Assoc. P. Besuner [2-17]
CGR-LaRC NASA Langley S. Johnson [2-88]
CRACKS 4= Wright Patterson R. Engle [2-89]
CRACKGRO** Wright Patterson R. Engle (J. Chang) [2-90]
EFFGRO Rockwell North American Jo VYroman, J. Chang [2-91]
FAST-2 NASA Langley J. Newman [2-92]
FATPAC Central Electricity Research Labs G. Chell [2-93]
FLAGRO 4 NASA: JSC A. Liu [2-94]
MSFC-2* NASA: MSFC M. Creager [2-95]

* Acronym assigned code for current review. No acronym issued with publication.
** Documentation ordered but not received at time of current review.
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g9-¢

Spectal Application Computer Programs.

Jable 2-3

No Detatied Review OF

These Codes Was Conducted In Current Program.

CODE NAME SPONSOR APPLICATION FEATURES
édeveloper;
Reference
FACET EPRI Flaw evaluation specified in Appendix A, Determines crack-tip stress intensity factor range, the cor-
(R. Cipolia) Section XI of ASME Boller and Pressure responding crack growth, and whether maximum crack size which
[2-96] Vessel Code, Surface Flaws & Embedded could develop in remaining 14fe wil) approach minimun crack
Ellipses only. size allowable, General Stress Gradients {Weight Function),
0CAl Oak Ridge National Lab Part-Through Infinitely Long Cracks in Thermal stress & pressure stress analyses combined with CUF IGHT
(S. Iskander) Cylindrical Geometries., Thermal and Function Stress Intensity Program. K > Ky. produces crack
[2-97] Pressure Loading on Cylinders. Nuclear growth until K < Ky, {arrest stress lntensfty) and crack stops.
Power Plants. Cycle repeats, K > ﬁlc- K < Kpao Kjco Kpy = f(T,radiation).
PERFCT Fatlure Analysis Assoc. Probabilistic fracture mechanics crack Monte Carlo simulation to determine the in-service impact of
(P. Besuner) growth code used to make run/repair/retire almost any systematic and random error that can be expressad
[2-98] decistons of structural components in with numbers and equations. Distrtbutions on inspection,
service, especially gas turbine disks. stress, flaw size (growth), usage, and constraints of safety,
logistics, economy,
STRAP EPRI Stress and crack propagation analyses for Combines preprocessor mesh generator (PP MESH) with general
(C.H. Helis) General Electric or Westinghouse steam finite element stress analysis program (ANMSYS) and uses stress
[2-99} turbine rotors from Cr-Mo-V material. output for flaw growth program, FRAC. Four flaw geometries
available,
TIFFANY Lavwrence Livermore Evaluation of stress intensity factors Solves heat conduction equations to obtain temperature distri-

National Laboratory
{D.0. Harris)

for semi-elliptical cracks in pipes sub-
ject to radial gradient thermal stresses.

butions and subsequently calculates stresses. Stress intensity
values are then evaluated using weight functions. Evaluates

[2-100] Cladded Pipe Applications. K versus “a" only. No fatigue calculations,
*EPRI NP-2425 EPRE Calculated stress intensity factors for Models complete circumferential, long longitudinal, and semi-
(D.0, Harris) interior surface cracks in cylinders using elliptical cracks., Accepts arbitrary stresses on plane of
[2-101]} weight function approach, crack, Radial stress variation only for clrcumferential and

longitudinal crack geometries.

*No acronym assigned but the developers sometime call it “Little IF",



additional computer codes for evaluation of stress intensity factors. Brief
descriptions of the codes are provided in the table, but detailed review of

them were not performed for the current project.

The programs listed in Table 2-2 all contain multiple crack geometries,
ranging in number from 8 to 47, and use one or several of the following three
techniques for automatically generating stress intensity values: 1) pro-
gramming closed-form "handbook" stress intensity solutions which generally
restrict loading to uniform tension, and possibly, bending, 2) allowing input
of stress intensity as a function of crack length by the user if the K
solution is known, or 3) using weight functions (discussed in detail in
Section 2.1) which allow computation of stress intensity factors for general

stress gradients.

' Figures 2-16 through 2-23 illustrate the various crack geometries and
load conditions for the programs 1isfed in Table 2-2. The 1libraries and
loadings shown in Figures 2-16 and 2-18 through 2-23 are from programs which
utilize the "handbook" stress intensity solution technique. In addition, the
programs represented by these figures have primarily been developed for
aircraft/spacecraft applications. Considering the common approacﬁ and appli-
cation, it is not surprizing that many of the crack geometries and loading
conditions are similar in these programs. As illustrated, all of the
handbook-based stress intensity algorithms address the two-dimensional geome-
tries of edge and center through-thickness cracks and the three-dimensional
geometries of surface, and corner cracks. Particylar emphasis is also placed
on cracks emanating from holes, which is most likely due to the abundance of
bolt and fastener holes and other notches in aircraft struétures. Surface

flaw stress intensities are typically calculated for two positions along the
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FLAM MODEL R IBRARY N BIGIF

Class Degrees-of- Finite Variable
index Freedom Crack Crack Width Thickness Stress(1)
Library Class Subrout ine (IFI) Crack Geometry Description {IDOF) Shape Mode Effects {NTH) Curvature  Input
Special Cases SIMPLK 101 Center Cracked Infinite Plate 1 Straight i No No No Uni form
in Tension
SIMPLK 102 Edge Cracked Semi-Infinite 1 Straight i No No Ko Uniform
Plate in Tension
Two-Dimensional "~ CENVER 201 Center Cracked Plate, Mode | 3} Straight 1 Yes Yes No General(z)
CENTER 202 Center Cracked Plate, Mode §1 i Strafght 11} Yes Yes No General (2)
CENTER 203 Center Cracked Plate, Mode 111 1 Straight I Yes Yes No general(2)
EDGE 204 Edge Cracked Plate, Mode 1 | Straight 1 ves{3)  ves No General
EDGE 205 Edge Cracked Plate, Mode II i Straight n Yes Yes No General
{Inactive)
EDGE 206 Edge Cracked Plate, Mode 111 i Straight (R4 Yes Yes No General
{Inactive A
TELEFI 207 Edge Notched Plate, Mode ! i Straight ] Yes Yes Yes General
PIPE 208 Longitudinal Pipe Crack 1 Straight I Yes Yes Yes Genera!(z)
PIPE 209 Circumferential Pipe Crack 3 Straight I Yes No Yes General(2)
Three-Dimensional TELEF] 300 Nozzle Blend Radius Circular for3 1/2 Circular 1 No No No General
Corner Crack .
PNEDPF 301 Buried Circular Crack i Circular ] No No No General
PNEDPF 302 Circular Surface Crack ) 3/2 Circular I o Ne No General
PNEDPF 303 Circular Corner Crack 1 /4 Circular 1 No No No General
BURA 304 Buried Elliptical Crack 4 Etdiptical i No No No General
SUR3 305 EVdiptical Surface Crack 3 1/2 Elliptical 1| No No No General
CPR2 306 Elliptical Corner Crack 2 1/4 Eldiptical 1 No No No General
ELNpZ 307 Elliptical Nozzle Crack 3 Near Eldiptical I No o No General

o{x) must be symmetric about the z axis (axisymmetric for IF] = 209}.

NOTES: t%; General stress input for two-dimensional crack models implies any ofx) variation; for three-dimensional) models, the general stress variation is o{x,y).
(3) The influence function s accurate for 0 < a/W < 0.6. Beyond this, the mode! is converted to IF] = 207, which ts accurate for a/W > 0.6,

Figure 2-17. Crack Geometry Library and Loading Conditions Available in Flaw
Growth Program, BIGIF [2-17].
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Figure 2-18. Crack Geometry Library and Loading Conditions Available in
Flaw Growth Program CGR-LaRC [2-88].



PART THROUGH CRACKS (PTC)

Embedded Crack:
a/2c = 1/2
Cequiv =1/2 ¢t
half w = 1/2 w
const = ,91
HOLE = blank

Shallow or Semi-Circular Surface Flaw:
aj2c = 1/2
iv = t
half w=s 1/2 w
cuist = blank or 1.0
HCOLE = blank

. Shallow or Semi-Cire. Surf. Flaw
— Erom Holeta/oc < 1/2
R Tequiv *(c/3) (t/2)
‘."\:“: halfws=1/2 w
4 const. = .91
HOLE = punched "hole’
Use BOWIE series for cne or two cracks
on CARDS S & 6 (series).

/

Corner Crack in Uniform Stress Field
a/2c = 1/2
tequiv * t
halfw= w
const = 1.1
HOLE = blank

K =1.20VTa/q

Comer Crack from Hole:
w a/2c = 1/2
(4 Qq“jv =t

half w=1/2 w

N const = blank or 1.0
S\\zg HOLE = punched "hole”
Use BOWIE series for one or two
Kel.1 & /Ta/q  £(a/T) cracks on CARDS S § 6 (series).

Comner Crack in Stress Gradient:
ajic = 1/2
Nt v o
-} W = W
’<R \\\4 const = 1.1
HOLE = punched 'hole”
use £(x) series on CARDS 5 § 6 (series)
kK=1.2 0/ Talq £ where f£(x) is the normalized stress
. distribution (normalized to the
peak stress, and r = 1.0

Py
-

Figure 2-19. Crack Geometry Library and Loading Conditions
Available in Flaw Growth Program EFFGRO [2-91].
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Figure 2-20. Crack Geometry Library and Loading Conditions (Uniform Load
Only) Available in Flaw Growth Program FAST-2 [2-92].
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Figure 2-21,- Crack Geometry Library and Loading
Conditions Available in Flaw Growth
Program FATPAC [2-93].
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Flaw Type 1 Flaw Type 2
Part-Through Cracks Corner Cracks at Holes

Description
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Figure 2-22. Crack Geometry Library and Loading Conditions Available in
Flaw Growth Program FLAGRO-4 [2-94].
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Figure 2-22 (Continued).
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The module which performs stress

stress intensity equations for the following geometries:

1)

2)
3)

4)

5)

7)

8)

Figure 2-23.

Crack in a finite width finite thickness plate -
part-through crack, transition crack, through crack.

ASTM E399 compact specimen - through crack.

Single crack emanating from a hole = corner crack,
internal crack, transition crack, through crack.

Two cracks emanating from a hole - corner crack,
internal crack, transition crack, through crack.

Single crack emanating from a pin loaded Tug -
corner crack, internal crack, transition, crack,
through crack.

Two cracks emanating from a pin loaded lug - corner
crack, internal crack, transition crack, through
crack.

Crack emanating, from a notch - corner crack,
internal crack, transition crack, through crack.

Cracks emanating from double notches - corner crack,
internal crack, transition crack, trough crack.

intensity calculations currently

includes

Excerpt from flaw growth program, MSFC-2 [2-95], illus-

trating crack geometry 1ibrary and load conditions

(under tension unless otherwise noted).
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crack front -- the point of maximum crack depth, a, and the intersection of
the crack at the free surface -- which allows simultaneous surface flaw growth
in two directions. However, a less sophisticated technique is sometimes
employed as in BEWICH [2-87] which calculates stress intensities at only one
location on the surface flaw and uses the assumption that the aspect ratio,

2c/a, remains constant to calculate crack growth in the second direction.

Applied loading is essentially restricted to uhiform tension and pin
loading in the "handbook" flaw geometries computer programs with the occa-
sional exception of applied bending stress distribution for a surface flaw as
found in FAST-2. Another option in several of these programs -- most notably
MSFC-2 [2-95] -- provide a tabular input of stress intensity versus crack |
length, which may give the impression of complete generality of the stress
distribution. However, the K-solution and distribution must be known a priori

for it must be input by the user.

In contrast to the handbook-based stress intensity programs, BIGIF [2-17]
and FATPAC [2-93] employ the "weight function" stress intensity calculation
approach for similar flaw geometries and are capable of great generality in
Toad or stress distribution input. For these programs, the user selects the
appropriate flaw geometry and subsequently inputs a general stress field for
the uncracked geometry. Figures 2-17 and 2-21 indicate the extensive
libraries which have evolved for these two programs using thé weight function
approach. It 1is interesting to note in these two figures that no stress
intensity solutions are specified for a specific component geometry such as a
crack emanating from a hole, but rather concentrate on the flaw shape and
cracking mode (I, II, or III). This is a direct consequence of the capability

of inputting general stress distributions which can be determined analytically
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or numerically for any desired component geometry and the relatively weak
dependence of weight functions upon low=-curvature surfaces and their geo-

metrical features remote from the crack tip.

A major advantage of the BIGIF influence function (weight function)
approach involves three-dimension, mﬁTtidegreefof;freedom crack geometries
such as surface flaws, corner cracks, and buried ellipses. In their most
general form, weight functions are capable of caicq1ating or estimating a)
stress intensity factors at every point along the curved crack front, K(s), b)
root-mean-square (RMS) values of stress intensities, R, defined over a local
area, and c¢) point estimates of stress intensities of the major and minor axes
of the curved crack geometry. However, the weight functions for three-
dimensional problems in BIGIF provide only fhe local RMS-averaged* values of
stress intensity factor (R); one value for each “degree—of—freedom (growing
crack dimension)" built into the given crack model. The options presented by
the weight function approach allow flexibility in allowing continuous crack
geometry changes as propagation occurs. For example, a four degree-of-freedom
buried elliptical crack uses four K values which allow indgpendent growth of
the major and minor axes and also two planar translations of the crack cen-
troid. In other words, opposite ends of both the major and minor axes can
grow at different rates. Four degrees-of-freedom may be necessary to analyze
growth of embedded elliptical cracks under stress fields that are not sym-

metric with respect to the elliptical axes.

* Thg RMS-average corresponds to the strain energy release rate caused by per-
turbing a single crack degree-of-freedom, while holding all other degrees-of-
freedom constant [2-17].
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Stress gradients due to temperature gradients and residual stress fields
in the vicinity of a crack are extremely important in subsequent crack pro-
pagation. Of the programs surveyed in Table 2-2, except for the influence
function-based BIGIF and FATPAC Programs, none could model thermal or residual
stress gradients, except for the very simple, but rarely occurring, cases of
uniform distributions or, for some programs, linear spatial gradients (as
arise’ from beam bending). Because of the general stress gradient input capa-
bilities, BIGIF and FATPAC can accurately model many thermal and residual

stress effects.

Plasticity effects on subsequent crack growth are divided into two
categories in the programs reviewed. The first category is Irwin's [2-102]
first order plasticity correction for crack tip yielding and involves modi-
fying the actual crack length by adding on to it half the plastic zone size.
The modified defect is then treated linear elastically. The plastic zone size
is proportional to the square 6f the stress intensity divided by the material
yield strength and depends upon the condition of plane stress orf plane
strain of the crack tip. Several of the computer programs, including BEWICH
and FATPAC, have incorporated Irwin's plasticity correction. Application of
the crack tip plasticity correction is straightforward for two-dimensional,
one degree-of-freedom crack geometries, but various assumptions are usually
made when applying it to the dimensional multi degree-of-freedom geometries.
For example, FATPAC determines the plastic zone size for an embedded crack_by
using the value of K which is the greater of the two values corresponding to
the two crack tips. Each half of the defect is then increased by half of this
amount. Two errors often made by analysts seeking to employ these first ofder

"corrections” are:
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1. Use of monotonic yield stress failures to model cyclic plastic
zones,

2. Use of da/dn (AK,R) data obtained from experiments in which

the data reduction included no first order plasticity
corrections.

The second category of plasticity effects, whicb have been included in
the weight function programs BIGIF and FATPAC, is "constrained or contained
plasticity" in which the plastic stress redistribution resulting from some
significant load component is constrained by the primary elastic structure but
still has non-negligible effects on the rate of subcritical crack growth
[2-103]. The most common example of a contained plasticity problem is a
stress concentration, such as a hole, causes local plastic response which is
well constrained by the primary elastic structure surrounding it. FATPAC
models the contained plasticity effect by calculating a plastic stress
intensity factor, Kp, based on crack tip opening displacement which is
calculated from weight functions defined within a Bilby, Coltrell and Dugdale
yield model. BIGIF, does not use crack opening displacement, but calculates
the yielded off stresses by employing a) Neuber's elastic plastic notch solu-
tion, b) the Ramberg-0Osgood material stress-strain relation, and c) stress
edui]ibrium perpendicular to the crack plane. The yielded-off stresses are
subsequently used to propagate the flaw. FATPAC has been successfully bench-
marked against solutions based upon dislocation models of extended symmetric
cracks emanating from elliptic holes., BIGIF has been benchmarked by comparing
its calculated elastic-plastic stress distribution to stress distributions
obtained by elastic-plastic finite element analyses [2-103]. Section 4,2

discusses the procedures in BIGIF for contained plasticity in more detail.

As mentioned earlier, many of the codes listed in Table 2-2 also have

capabilities of analyzing subcritical crack growth. Such capabilities are
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discussed in Section 3.7, which also provides additional details on some

aspects of their stress intensity factor evaluation capabilities.
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Section 3
SUBCRITICAL GROWTH OF CRACKS

Cyclic loading is one of the most common causes of failure of structural
and machine components. This is especially true in the aerospace field. Such
failures can occur in an initially "flaw-free" material, and the familiar
“S-N" curve approach is used for design purposes. In such an approach, the
combined effects of both crack initiation and propagation are included in the
cycles to failure. Many structural cbmponents contain crack-like defects that
were introduced during fabrication., Such cracks can grow in a subcritical
manner leading to a failure when they reach .a critical size. One of the major
uses and powers of fracture mechanics is its application for analyzing such

subcritical crack growth.

3.1 BASIC REVIEW OF FATIGUE CRACK GROWTH

Cracks can grow in a subcritical manner due to a number of faétbrs,
including cyclic loading (or fatigue), stress corrosion cracking or hydrogen
induced crack growth [3-1]. Various combinations of these growth mechanisms
can occur, with environmentally accelerated fatigque crack growth (often known

as corrosion fatigue) being a common example.

Fatigue crack growth will be concentrated upon in this report because of
its importance in aerospace applications. Environmental influences on fatigue
crack growth will be considered. A simple discussion of fatigue crack growth,

and an example of its use will be presented before proceeding to a review of
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the current state-of-the-art of this aspect of linear elastic fracture

mechanics.

The hypothesis that the rate of fatigue crack growth per cycle of loading
(da/dn) is dependent on the magnitude of the cyclic stresses in the vicinity
of the crack-tip, in conjunction with the observation that the magnitude of
these cyclic stresses «in a'nominally elastic body is controlled by the value
of the cyclic stress intensity factor (aK), leads to the realization that
[3-2]*

g—§= F (aK) : (3-1)

The function F(aK) depends on the material, of course, as well as other para-
meters, such as the mean value of K and the environment (air, vacuum, salt
water, etc.). The function F(AK) can be determined experimentally under
laboratory conditions and the information then used to calculate the growth
behavior of cracks under sgrvicé conditions. This ability to predict sérvice
performance for a wide range of cyclic stresses and crack and structural

geometries is one of the major uses of fracture mechanics.

The following is a commonly observed form of Equation 3-1

& k)" (3-2)

*Crack growth under-cyclic loading conditions that involves extensive plastic
deform§t1on may require the use of concepts beyond linear elastic fracture
mechanics. Section 4.2 includes a discussion of such considerations.
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This form is applicable to an amazingly wide range of materials and aK levels
and is commonly referred to as the Paris "law". As will be discussed in
detail in later portions of Section 3, this relationship is subject to numer-
ous modifications to account for the influence of thresholds, mean value of K,

non-uniform value of AK, environment, imminence of catastrophic failure, etc.

As an example of the use of fracture mechanics in analysis of fatigue
¢rack growth, consider a panel of width, W, with a central crack of length
2a,, subjected to a cyclic stress Ac = %max = %min® This panel is composed of

a material whose crack growth relation is

=— = ( AK (3-3)

This material has a fracture toughness value Kiee

One form of the K-relation for this geometry is given by the following

expression [3-3]

)1/2 1 - 0.5 (2a/W) + 0.326 (Za/w)2

K =9 (na 1 - 2a/W)1/2 (3-4)

The number of cycles of loading of Ac that the panel can sustain without
failure is of interest. Obviously, this is the number of cycles (nf) required

to grow the crack from the initial size, a

0? to the critical size, a.. The

first step is to determine the critical crack size. This is accomplished by

solving the following equation, which is usually done by trial and error
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2
. = a (na J1/2 1 - 0.5 (2a./W) + 0.326 (22 /W)
ax "¢ 172
(1- Zac/w)

Ic (3-5)

If the number of cycles to failure is large, the crack size as a function
of the number of fatigue cycles can be determined by considering the:- crack
growth “law" as a differential equation which is solved }by‘ separation of
variables and integrating. The following parameters are defined for con-
venience:

a = a/¥W

2
(@) = -Lo0sS (20) 2 0.3% (2] (3-6)
(1 = 2a)

The following first order ordinary differential equation is obtained by com-
bining Equations 3-3, 3-4 and 3-6 and using the definition of a

da 4 & 2 2 b
T =C (4K =C(a0) = a [Y(a)]

w2 2 2 4
W= cao) « W o [¥(a)]
Separating variables, integrating, and using the initial and final conditions

provide the following result

1 % dx
Neg = T T (3-7)
fo¢ (o) T W *Z; X [Y(x)]




The integral in this expression cannot be evaluated in closed form because of
the complexity of the form of Y(a). The integral can be easily evaluted by
numerical techniques. In the literature, Y{a) is often taken to be a constant
equal to its initial value. This allows the integral in Equation 3-7 to be
easily evaluated in closed form. However, the approximate nature of this
procedure should be borne in mind. In the case where the number of cycles to
failure is not large, the integration procedures in Equation 3-7 can be

replaced by cycle-by-cycle calculations.

The above procedure for evaluating remaining lifetime is intended to
provide a simple example of the use of fatigue crack growth analysis in the
evaluation of remaining lifetime. Many complicating factors occur in most
actual situations, such as the influence of cyclic stress levels that vary
from cycle-to-cycle. Detailed review of the various factors involved in more
detailed and complex analyses will be provided in the remaining portion of

Section 3.

3.2 STRESS RATIO EFFECTS

Stress ratio effects refer to variations in fatigque crack growth rate
(da/dn) for a given AK that result from differences in the mean value of K.

The load ratio

is used as a measure that is related to the mean value of K. The stress ratio

has been shown to have a significant influence [3-4] as shown in Figure 3-1.
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Several relationships between da/dn and AK that include R have been suggested,
with Forman's relation [3-5] being one of the most widely used. This relation

is as follows:

da CLAK)m (3-8)

an - (1-R K =K
[od max

Figure 3-1 shows a comparison of experimental data with predictions based on
this relationship. Good agreement for positive R is observed, but the agree-

ment for negative R is poor.

The dominant mechanism behind the stress ratio effect on fatigue crack
growth rate remains unclear. Crack closure arguments have been used by some
researchers to explain the stress ratio effect. Elber's empirical relation

[3-6]

(S

U=—s

-S..) _
Jax. S°° 7= 0.5+ 0.4 R (- 0.1 <R<0.7) (3-9)
max “min .

implies that the minimum stress, S,i,, never exceeds the crack opening stress,

S for 2024-T3 aluminum in the range of R between -0.1 and 0.7; therefore,

op?
the crack growth rate for this range of R is dominated by closure and depen-
dent on R through U in the relation

92 _ couak)” (3-10)

dn
The aluminum sheet specimens tested by Elber were 5 mm thick. Although it is

not known for certain, large amounts of residual plasticity associated with

these thin specimens may have resulted in a high crack opening stress. Radon
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[3-7], in his research on thresholds in steel, showed a marked influence of
specimen thickness on the crack opening stress. Thicker specimens were found
to have a much lower crack opening stress than .thin specimens in a range of
thicknesses from 12 - 50 mm. Radon does point out, however, that data exists
showing the opposite trend for aluminum. Yuen, et al. [3-4]; in experiments
of Ti-6A2-4V, have shown a linear dependence of AK,¢¢ on R-ratio for values of
R above which the crack is fully open. The value of R above which the cracg
always remains open was determined by Shih and Wei [3-8] to be 0.1 in this

material.

Further studies by Yuen, et al., revealed that the following relationship
provided close correlation for R in the range from -5 to 0.7.
da

- = C(AK

n
an off) (3-11)

. 1.63
Meer = T73 o R &K

Figure 3-2 shows the good correlation obtained by use of this relationship.
Equation 3-11 is closely related to correlations observed by numerous other

investigators as exemplified by James [3-9].

Crack closure is not the only phenomenon influencing the stress ratio
effect. Musuva and Radon [3-10] have presented arguments indicating environ-
mental effects may be significant in the observed variation in growth rate
with stress ratio, making referencé to data for steels in vacuum which show no
stress ratio effect. The higher value of K., associated with high stress

ratios creates a large stress gradient to promote hydrogen diffusion and thus
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increase crack growth rate. Higher test frequencies would not provide favor-
able conditions for hydrogen diffusion tojthe crack-tip because of the higher
velocity of the advancing crack at fastef growth rates. At low growth rates
and low frequencies, however, environmental effects may have much more
influence on the R-ratio effect. Although adequate empirical relations exist
to quantify the effect of stress ratio on fatigué craﬁk growth rate, more
research is necessary to identify the dominanf mechanisms. Additional discus-
sions on the influence of environmént on fatigue crack growth rates is

inclyded in Section 3.5.

3.3 THRESHOLD EFFECTS

Threshold stress intensity factors, AK,,, exist, below which opening mode
" fatigue crack growth does not occur or occurs at a rate too slow to measure.
Aithough a general concensus has not been reached, crack growth rates below
10‘8in/cyc1e are seldom reported in the literature. Large amounts of data
have been generated which support the existence of a fatigue crack propagation
threshold. Throughout the 1960‘s and early 1970's, it was generally assumed
that fatigue threshold for a material was dependent on the stress ratio, R,
essentially independent of mechanical properties and only slightly affected by
frequency of loading and environment. Since the early 1970's, however, exten-
sive research conducted in the area of 1loading frequency and environmental
effects has shown a significant influence of these variables on fatigue thres-
hold. The frequency and environmental effects on threshold will not Be
covered here as they are addressed under the general heading of frequency and

environmental effects on fatigue.
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The increased research on fatigue threshold has produced a great deal of
enlightening data, but has spawned numerous controversies over the mechanisms
used to explain observations and the experimental methods for obtaining useful
values of fatigue threshold. Following Elber's development of fatigue crack
closure arguments in the early 1970's, researchers began to explain many
threshold effects using crack closure theories. Many of these theories and
approaches were presented at an international conference [3-11] on Fatigue
Thresholds, Fundamentals and Engineering Applications. At this conference,
Paris noted that despite the vast amount of existing data on thresholds,
unified theories do not yet exist and need to be developed. Paris also com-
mented that the key gquestions to be resclved are those on crack closure
relative to fatigue thresholds and growth. Noted researchers such as Smith
[3-12], Cadman [3-13], agree that due to the sensitivity of threshold values
to load history and environment, the best method for determining MKen is
through experimental testing under conditions which best simulate service and
that published data is often relevant only for the specific conditions. used

during the tests.

It is generally accepted that fatigue threshold decreases with increasiﬁg
stress ratio. Empirical relatiqns have been developed to model this variation
with R, yet controversy still exists over the range of applicability for these
relations. The commonly used empirical relations for the variation of AKep

with R are of the general form

MKy = [1-CR] AKtho | (3-12)
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where AKth is the threshold at R = 0, and C is a constant. Rolfe and Barsom
0

[3-14], using data published by various researchers for a wide variety of

steels (Figure 3-3), state that for R > 0.1, conservative predictions of AKep

can be obtained using
AKep = [1 - 0.85 R] 6.4 ksiv/in (3-13)

and for R < 0.1, AK, is independent of R and has a value of 5.5 ksi/in. It
is be}ieVed that the constant value of aKiy for negative values of R resuits
from considering only the portion of the loading cycle in which Kpin s posi-
tive (i.e., Kyj, s taken as zero if the actual calculated value is negative).
Chalant and Rémy [3-15] argue that an equation of the form of Equation 3-13,
with C = 1, is applicable for any load ratio R, where -1.0 < R < 1.0, Radon
[3-7], however, conducted tests in low alloy steel BS4360-50D and obtained,

using crack closure arguments, the expression

AKep = (1 = R) (Ko + AKe tn) (3-14)

where Ko is the crack closure stress intensity factor and AKC,th is the
threshold AK at the specific R-ratio, RC’ for which the applied Kpin is equal
to KgL . Radon also states that there is no variation in MK, for increases in
R above the RC level. Radon attributes the knee in the high-R end of Figure
3-4 to this R; level. Tests conducted by Chalant and Rémy [3-15] on a Co33Ni
alloy at various crack growth rates (Figure 3-5) have shown that as the growth
rate at which the threshold is measured decreases, the knee at high R values

disappears, indicating closure may not be the controlling mechanism. Data for
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Figure 3-5. Influence of R-Ratio on Threshold AK for
%g33N'§ )A'l']oy (Data of Chalant and Rémy
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a titanium alloy (Figure 3-6), Ti-6A2-4V, presented by Hopkins, et al. [3-16]
shows the linear decrease in threshold with increasing R continues for R-
ratios above 0.3, the observed closure value for the material. In the absence
of a clear understanding of the mechanisms which cause the variations in
fafigue threshold values with increases in load ratio, R, at values of R above
the closure level, it is important that thresholds be experimentally deter-
mined for high R-ratio applications such as fatigue 1ife predictions involving

mixed low and high cycle fatigue.

In recent years, there has been a growing concern over the application of
continuum mechanics principles and test data for 1ohg cracks to the analysis
of short cracks. Such concerns have led to specially developed techniques
applicable to short cracks, with Refgrence 3-17 providing an example of
efforts in this area. The purpose of the current discussion is not to review
this area in general, but to discuss the special aspects of relevance to

thfesho]ds for fatigue crack growth.

A short crack can be defined as a crack that propagates at a different
rate than a long crack in the same material and subject to the same "equiv-
alent" driving force [3-18]. Problems can arise when cracks are (i) of a size
comparable to the scale of plasticity, (ii) of a size comparable to the scale
of the microstructure, or (iii) physically small such that closure, geometry,
or environment can significantly affect behavior relative to that of long
cracks. In fact, many of the differences in behavior between long and short
cracks can be-attrfbuted to their different crack closure behavior [3-19].
The primary differences between the growth of short cracks and Tong cracks

have been summarized by Schijve [3-20] and are presented in Table 3-1.

3-16



454 . \\ . .0
\‘ \‘
. ]
4.04 *~
S“
\\
18-
‘\ L3.0 E
§o :
= rd
3 2
a2s4 28 waugy =
= at 73866 K 29
w -,
. d-10000e o N0
oS ALY o -
134 3t T2294K oo fxtrageisted Thresheid trem
Quericsd Tost.(30H2.)
. — L9
-] a a3 a3 a2 a3 L2

Figure 3-6. Influence of R-Ratio on Threshold
AK for Ti-6AL-4V and Nickel Alloy
Showing Linear Decrease in AKty
With Increasing R (Data of Hopkins,
et al [3-16]).

3-17



Table 3-1
Summary of Differences Between Growth
of Short and Long Cracks [3-20]

DIFFERENCE BETWEEN THE GROWTH OF

MICRO CRACKS | MACRO CRACKS
Aspects of mechanisms
crack front len
gth/gmin'diam. small large
restraint on siip low % high ><
number ¢f active slip systems 1 can be =2
sufficient ~ (usuaily)
slip band cracking possible ditticult
eshear decohesion -
erack growth by |etensile decohesion | different mechanisms :
s environmentaily I~ can apply __1
assisted decohesion
strigtions no({?) yes.
plasticity in wake of erack limited evident
fracture surface topography ? not fiat on
micro level
Aspects of material -
ini eneity MICRO CRACKS |MACRO CRACKS
elastic anisotropy can be significarnt | averaged effect
inclusions can start micro smail eftfect
cracis (semetimes
retarding )
grain boundaries can be significant | average effect
material surfece|examples: | large effect negiigible etfect
layer nitriding {locat properties)’ (buik properties)
decarburizing
shot peening
rough surface
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Although the mechanics of short crack behavior is still largely unde-
fined, a few empirité] models have been developed in regards to threshold
conditions for design application. Romaniv, et al., [3-21] investigated short
crack behavior in specimens of mild steel, aluminum alloy and austenitic
steel. They found that in mild steel and aluminum initial fatigue crack
length reduction resulted in a significant decrease in AKi,. These two
materials also exhibited evidence of a critical initial crack Tlength above
which aK., 1s independent of crack length. Through analysis of experimental
data, Romaniv derived a relationship between the threshold stress intensity
factor range for short cracks, AKzﬂ, and that for long cracks, AKip. This

relationship is presented in the following equation:

a r
MG = 8Ky, (—a%') (3-15)
S

where a; is.the short-crack length, ag is the critical crack length ébove
which crack length effect on AKip, is not observed, and r is an experimentally
determined exponent dgpendent upon the material structure. Figure 3-7 shows
the data used by Romaniv and the values of the terms defined above which fit
Equation 3-15 to the data. Although the mechanics of the short crack pheno-
mena are not identified, the empirical relation proposed by Romaniv is a good

start to the characterization of short crack behavior.

Many problems and wide discrepancies exist in the experimental methods
used to measure ultra-low fatigue crack growth rates and the definition of
threshold stress intensity range. The most widely used method for experi-
mental determination of fatigue threshold is "down-loading," as shown in

Figure 3-8 [3-22]. This method involves propagating a fatigue crack at
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successively decreased values of aAK at a given stress ratio until no further
propagation is observed. Although this general method is widely used, and has
been proposed as an ASTM standard, a great deal of controversy persists over
the associated requirements to prevent any effect of prior crack-tip plas-
ticity on the value of aKyy. Thé ASTM proposed method requires that load-
range reductions be no more than 10% of the previous range, and that crack
advance between su;cessive load-range reductions be no less than 0.5 mm,
Cadman, et al., [3-13] have shown that these requirements may make the deter-
mination of very low threshold values at low crack growth rates difficult
using standard specimen sizes due to the increase in AK with crack Tength.
They have also observed increases in threshold with decreases in the rate of
reduction of AK. This is contrary to the rationale on which the ASTM require-

ments are based.

Another method for experimental determinatioh of fatigue threshold is
“up-loading,” as shown in Figure 3-9. One advantage to this method is that
the crack-tip does not feel any overload effects from previous Knax vé1ues
exceeding.the Kmax of the threshold, however, it can be difficult to obtain a
valid precrack at low stress ratios. Hopkins, et al., [3-16] used this method
in research of overload effects on threshold in commercial nickel-base and
titanium-base alloy. As shown in Figures 3-10 and 3-11, they found that the
threshold increased exbonentia11y with the magnitude of a prior overload.
This effect could be of great significance in certain cases of mixed low and
high cycle fatigue. ‘More detailed discussion of the influence of overloads on
fatigue crack growth in general, as well as mixed low and high cycle fatique,
are included in the following sections. Additionally, Section 3.5.2 dfscusses

the influence of various environments on fatigue crack growth thresholds.
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3.4

Cyclic stresses that vary from cycle-to-cycle can produce fatigue crack
growth that differs markedly from predictions made using crack growth charac-
teristics from tests performed using constant cyclic stress.

amplitude loading is often referred to as load interaction, and may retard

SUBCRITICAL GROWTH UNDER VARIABLE AMPLITUDE LOADING

crack growth.

3.4.1

The term variable-amplitude loading covers a wide range of loading types.

The following five general categories have been used [3-23] to classify these

Types of Variable Amplitude Loadings

different loading types:

1)

2)

4)

5)

Overloads

< single or repeated overloads/underloads in constant
amplitude fatigue

o« blocks of overloads (Figure 3-12a)

Step loading

« hi-lo sequences, lo=hi sequences (Figure 3-12b)

Programmed block loading

e sequences of various constant amplitude blocks
(Figure 3-12c¢)

Flight-simulation loading

« sequences of various constant amplitude blocks with
occasional overloads and underloads (Figure 3-12d)

Random loading

« random sequences of cycles of various amplitudes;
often characterized by unimodal distributions
(Figure 3-12e)
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In addition to the variety of loading types, variables such as material, load
frequency, mean stress, and environment can significantly affect the rate of

fatigue crack growth under variable-amplitude loading.

Variable amplitude loading can also be divided on the basis of relative
crack-tip plasticity and the resulting mascroscopic crack growth phenomena.
Elber [3-24] makes the distinction between "long" and "short" spectra in
variable amplitude fatigue. He considers “"short" spectra to be those in which
the amount of crack propagation during a repeating sequence, or block, is less
than ihe size of the crack-tip plastic zone resulting from the maximum load in
the sequence. Conversely, "long" spectra produce sufficient crack propagation
during a repeating sequence to allow the crack-tip to propagate out of the
region of influence of the plastic zone resulting from the maximum load in the

sequence.

The important mechanistic variable invoived in the distinction between
-short and long spectra is the crack opening stress, which is the stress level
at which the crack first begins to open. Elber [3-25], in the late 1960's,
was one of the first investigators to identify crack closure, resulting from
residual plastic deformations in the wake of an advancing fatigue crack, as an
importént mechanism in fatigue crack growth. Prior to Elber's work, it was
generally assumed that, under cyclic loading, the tip of a fatigue crack would
open at the instant a tensile load was applied and close again at zero load.
The crack closure concept' has been utilized in extensive research during the
1970's and early 1980's to explain load interaction effects such as retarda-

tion and acceleration, stress ratio or mean stress effects, and environmental
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effects on threshold. Each of these effects will be discussed in greater

detail after the following brief discussion on cycle counting.

The definition of what constifutes a stress cycle becomes less clear as
load histories other than constant amplitude cyclic loading are considered.
This is especially obvious when considering random load histories, such as are
shown schematically in Figure 3-12e. The convention for defining a cycle can
have a marked influence on calculated extent of fatigue crack extension.
Various schemes for counting load cycles have been suggested, with the range-
pair and rainflow techniques being commonly used. References 3-26 and 3-27

provide reviews of the procedures involved.

3.4.2 Load Interaction

Load in;eraction is a term which describes the observed phenomenon that
an increment of fatigue crack growth, aa, is a function of the preceding
cyclic load history rather than solely dependent on the present crack size and
1oad cycle. Table 3-2 illustrates the concept of load interaction and high-
lights various phenomena which contribute to the coupling of present crack

growth to previous load history [3-23].

In this section, experimental findings of overload and underload
sequences and their retardation and acceleration effects on subsequeht fatigue
crack growth under constant amplitude (CA) loading are discussed. Figure 3-13
illustrates a generaT overioad/underload sequence and defines parameters used

in the following discussion.
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Table 3-2

Factors Which Influence Crack Growth,

Amount of cracking

Crack front orientation

Crack tip blunting

Crack closure

(Cyclie) strain hardening
Residual stress and strain

Magnitude of load cycle
Environment and frequency

]

Aa, During a Load Cycle [3-23]

crack length
shape of crack front

tensile mode

shear mode
mixed modes crack
geometry
shape of crack tip
biunted/sharpened fatigue
damage caused
plastic deformation by the
in wake of crack preceding
foad-history
distribution in crack 1 condition of
tip zone material at tip
“ of crack
Ag,R 1 external conditions of
present load cycle
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~ Figure 3-13. Definition of Parameters Used to

Characterize Overload/Underioad
Sequence.
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Tensile Overloads (og > opa.): Retardation

It has been well known since the early 1960's that the occurrence of an
overload during constant amplitude cycling will produce retardation (or delay)
of the crack growth rate following the overload. Figure 3-14 illustrates
crack growth retardation due to tensile overloads and defines retardation as
the period (cycles, time) of abnormally low rate, or zero rate, of fatigue
crack growth between a decrease inm load level and the estab]ishment of a crack
growth rate commensurate with that for constant amplitude loading at the lower
load. In the current literature, three crack-tip phenomena are used sepa-
rately or in combination to explain retardation and correlate prediction
models with experimental findings. The phenomena are (a) compressive residua]
stresses in front of the crack-tip due to unloading from a'high tensile peak,
(b) compressive residual stresses in the wake of a crack-tip passing through
the overload-affected zone (Elber's crack closure concept [3-6]) and, (c)
crack-tip blunting during overload app]icatidn. Figure 3-15 illustrates these

three crack retardation mechanisms.

Extensive test programs were conducted predominantly by the aircraft
industry in the early and mid-1970's to assess and quantify the effect of
retarqation on crack growth in aircraft structures and gas turbines. Useful
summaries of the experimental findings which are generally agreed upon as
being generic to the tensile overload delay phenomenon have been published by
Corbly and Packman £3-28], Schijve [3-23], and Nelson [3-29]. The following
list of retardation phenomenon are highlights of summaries:

1) Tensile overloads introduce crack growth delay which can

vary from no retardation to complete crack growth
arrest., The extent of crack growth delay, as measured
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rym = Monotonic Plastic Zone Distance
] _1-[_&]2
Br Iys
B = 2 (Plane Stress) = 6 (Plane Strain)
ryc = Cyclic Plastic Zone Distance
= 1/4 vm

(a) Crack Tip Plasticity: Residual Stress Ahead of Crack Tip.

Crack Tip

| /

Envelope of Al]l
Plastic Zones

(b) Crack Closure: Residual Stresses Ahead of and In Wake of

Crack Tip.
Crack Tip
Blunted by
Overload
’ Overload ’

(¢) Crack Tip Blunting.

Crack Tip Sharpened
by Fatigue Cycling

Figure 3-15. Three Crack Retardation Mechanisms Used to Explain
Observed Load Interactions.
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2)

4)

by delay cycles, is dependent upon the stress intensity
parameters associated with the overload and subsequent
constant amplitude load cycles, (e.g., 8Ky s aKeas RoLs

Rca. Retardation has been observed in various materials

-- titanium alloys, high strength steels, mild steels,
aluminum alloys -- and it appears that similar results
may be expected for materials with similar (cyclic)
strain behavior. Delay depends directly on the extent
of crack-tip plasticity -- the larger the plastic. zone
in front of or surrounding the crack, the longer the
retardation. Crack tip plastic zone size, rp, can be

2
expressed as rp = 2 ry = E% 03-5) where g8 = 2 (plane
stress), = 6 (plane strain), atd o, is the material

'ys
yield strength [3-30]. Consequently, as the relation-

ship for Fp indicates, retardation is larger for a) Tow

’ yield strength materials, b) thin specimens (8 » 2), and

c) for conditions which effectively reduce material
yield strength (e.g., high temperature).

For a given material, the overload ratio, A = Kgr/Kpaxs

approaches a threshold value below which no significant
retardation is observed. Of course, for every material
constant amplitude cycling is reached as A » 1 and no
retardation occurs. Threshold values of X are sensitive
to various parameters including material type, R-ratios
of both the overload and constant amplitude cycles, and
specimen thickness. Literature values range between 1.0
and 1.5 [3-31, 3-32] for most materials.

Retardation increases with higher values of overload for
a given value of constant amplitude loading. References
to this phenomenon are numerous [3-28, 3-33 through
3-48]. The magnitude of overloads can produce delay
effects which result in crack growth arrest. Table 3-3
illustrates overload ratios A = og /ogcp» at which crack

growth arrest has been observed in various materials for
particular types of specimen geometries and loading con-
ditions. References are provided to identify specific
test conditions and specimen geometries for which the
tabulated overload ratios apply.

For constant values of AKqL/ &Kcas delay decreases with
increasing aKep [3-36].
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Table 3-3
TENSILE OVERLOAD RATIOS PRODUCING CRACK GROWTH
ARREST IN VARIQUS MATERIALS

Overload
Ratio
Metal (A = KoL/Xca) Reference*
Ti-6Ag-4V 2.7 [3-44]
1020 CR Steel 2.5 [3-45]
Austenitic Mang. Steel 2.3 [3-46]
2024-T3 Aluminum 2.0 - 2.5 [3-41, 3-43, 3-47]
7075-T6 Aluminum 2.3 -~ 2.5 [3-28, 3-48]
4340 Steel 2.4 (Est) [3-42]

*References are included for obtaining specific loading conditions and
specimen geomeries for which crack arrest overload ratios apply. '
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7)

8)

For fixed values of AKgr and aKeas delay decreases with
increasing Rep. In the limit, when K., equals Kg, no
delay is experienced [3-36].

Delay increases with the number of repeated overload
excursions, Ny (see Figure 3-13), up to a limiting
“saturation" v§1ue of overload cycles [3-28, 3-41, 3-45
through 3-48]. '

Retardation occurs for crack growth through the crack-
tip plastic zone created by the tensile overload. The
extent of the plastic zone oveér which retarded crack
growth occurs 1is not generally agreed upon. Von Euw,
et al. [3-41], observed that more than 80% of retar-
dation occurs over less than one quarter of the overload

1 KoL, 2
plastic zone, rp, where r, = 2r, = 2 Eg;i-;;;) 1, and r,
is the crack-tip yield zone radius, 8 = 2 (plane

stress), = 6 (plane strain). By comparison, Wei, et al,
[3-44] observed that retarded crack growth can continue
well after the crack has grown through the overload
plastic zone, Fpe

Crack growth rate does not immediately reach its minimum
value after the overload application. The minimum crack
growth rate occurs after the crack has grown some dis-
tance, d, into the plastic zone as illustrated in Figure.
3-16. This distance of delayed retardation has been
measured by various investigators and varies between
7.5% to 25% of the overload plastic zone, rp. Crack

closure arguments have been employed to explain delayed
retardation [3-27, 3-47]. The application.of an over-
load produces residual compressive strains in the plas-
tically deformed region ahead of the crack-tip. As long
as the plastic zone is ahead of the crack-tip, the
clamping action of -the compressive residual stresses
does not influence the crack opening., As the crack
propagates into the plastic zone, the clamping action
will act on the new fracture surfaces. This clamping
action, which builds up as the crack propagates into the
plastic zone, requires a larger applied stress to open
the crack; hence, the crack propagates at a decreasing
rate into the plastic zone.
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Immediately After Application of Tensile
Overload.
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Tensile Overloads (ogy > op,.): Acceleration

Crack growth during an overload cycle (see Figure 3-17) has been observed
to bé larger than expected from constant amplitude data for the same load
level [3-28, 3-41, 3-44 through 3-50]. This phenomenon is referred to as
crack growth acceleration. Crack growth is accelerated during the overload,
but fortunately stabilizes within the first few cycles of the higher load

sequence.

Possible explanations attribute acceleration to the crack and crack-tip
plastic zone growing into an area with less residual stress than that of an
equivalent constant amplitude case. Consequently, the crack growth is less
inhibited: Elber [3-6], using crack closure arguments, purports that the
first few cycles of the overload have a greater effective stress intensity
range than subsequent (> 10th cycle) cycles, causing an initial crack propa-

gation rate larger than the equilibrium rate reached at the 10th cycle.

Underloads (gyy < opin): Reduced Retardation

Underloads are defined as compressive or tensile loads that are lower in
magnitude than subsequent constant amplitude loads. Figure 3-18 illustrates
three general types of underloads which have been investigated in the liter-
ature for their effects on subsequent crack propagation. The following list
highlights the results of the investigations:

1) An underload immediately following a tensile overload

(Type I) will reduce the effect of retardation due to
the overload. Hillberry, et al. [3-51], have performed
extensive studies on 2024-T3 aluminum to assess the

reduction of retardation as a function of magnitude of
the underload immediately following the overload. This
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Figure 3-18. Underload Spectra Analyzed for Effects
on Subsequent Fatigue Crack Growth.
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magnitude is reflected by the overload R-ratio, Rg_ =
oy /ogL from Rg = -1 (compressive fully reversed over-
load) to Rg. = 0.3 (tensile underload) and indicated
that the reduction in crack growth delay increases as
Ry, decreases (i.e., as RoL goes from 0.3 to -1.0.

Stephens, et al., [3-52], found that the benefictal
effect of retardation due to an overload can in some
cases be completely eliminated by repeated compressive
constant amplitude loading where RCA < 0 and Smin = SULe

Hsu and Lassiter [3-53] observed a 5 to 40% reduction in
retardation when tensile overload was followed by an
equal compressive load (ROL = -1.0).

If an underload immediately precedes the overload (Type
I1), the reduction .in delay is much smaller than if an
underload follows the overload. Stephens [3-52] found
that underload-overload crack growth 1life was only
slightly less than overload-only life. Hsu and Lassiter
[3-53] observed that compressive underloads (Ry, = -1.0)

pheceding overloads produced less than 10% reduction of
retardation in subsequent constant amplitude cycling at
Rey = 0.0.

CA °

The effect of compressive underioads (Type III, Ry < 0)

on constant amplitude fatigue crack growth is to shorten
crack propagation times. As reported by Hsu and
Lassiter [3-53] the degree of shortening varies for
different materials. For example, no decrease in
fatigue crack propagation  times were observed for
Ti-6A2-4V while a maximum of 15% decreases was observed
for 7075-T73 aluminum. The authors' experience indi-
cates that much greater crack growth acceleration could
be caused by compressive underloads of small cracks
emanating from large notches due to the large notch
plastic zone of tensile residual stress created by the
compressive underload. However, no published data was
found on this notch case. The lack of large accelera-
tions due to compressive underloads in a cracked,
unnotched geometry is due to the contact of crack faces
which prevent large compressive excursions and tensile
residuals ahead of the crack tip.
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Summary

The following paragraphs highlight the experimental observations on load

interaction effects.

Large tensile overloads can cause large increases in crack growth life.
If sufficiently large overloads are applied, crack arrest may occur. Retar-
dation effects are diminished if subsequent constant amplitude loading is.

applied at high R-ratio values.

Crack retardation following a single tensile overload does not occur
immediately after the overload but reaches a minimum value after a finite

change in crack length. This phenomenon is termed delay of retardation.

A change from a lower level to higher level of constant amplitude cycling
causes crack growth acceleration. However, this effect is confined to the
first few cycles of higher Toad and its effect is thought to be small compared .

to crack retardation.

Underloads following overloads reduce the beneficial effect of the over-
load retardation. If compressive underloads are applied in the absence of
overloads and notches, crack propagation times are shortened by 0 to 15%,
depending on material type. Much Targer accelerations are expected if
compressive underloads are applied to c¢racked notch geometries and such

testing is recommended.

As indicated by Schijve [3-23], most interaction effects were first
evaluated for aluminum alloys. - Subsequently, similar investigations were

conducted on titanium, mild steels and high-strength steels. The:retardation/

3-43



acceleration behavior of these materials were not identical, but apparently
similar interaction effects may be expected for materials with similar
(cyclic) strain behavior. This expectation follows from the concept of crack-
tip plasticity being a dominant mechanism involved with crack growth retérda-

tion/acceleration.

3.4.3 Mixed Low and High Cycle Fatigue

Mixed low and high cycle fatigue spectra in variable amplitude loading
include significant amounts of both 1) low cycle fatigue (LCF) consisting of
relatively infrequent intermediate-to-high amplitude cycles, and 2) high cycle
fatigue (HCF) consisting of high frequency low-to-intermediate amplitude
cycles. In space shuttle main engine (SSME) envfronments, LCF often results
from thermal, rotational, or pressure 1oading, and HCF from vibrational
loading. The main injector LOX-posts experience LCF thermal cycles associated
with the dramatic temperature gradients across tube walls separating hot
hydrogen gases and cold liquid oxygen. Superimposed on the thermal LCF are
flow=-induced, vibrational HCF cycles. LCF in turbopump turbine blades results
from centrifugal loads and the vibrational HCF may again be flow-induced.
Duct welds experience LCF from high mean pressures and HCF from rapid pressure
fluctuations or acoustic vibration. These represent only a few examples of
SSME components which are subjected to mixed HCF/LCF variable-amplitude

spectra.

It is generally agreed [3-16, 3-54, 3-55] that one of the most signifi-

cant cases in which mixed LCF/HCF effects are important is in situations whera

LCF produces crack initiation and initial growth and HCF causes crack accel-
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eration. Fatigue damage in structures exposed to mixed HCF/LCF loading often
begins with high cyclic plasticity resulting from low-frequency, high-
amplitude loads in areas of stress concentration such as fillet radii, weld
defects, or notches. The cyclic plasticity associated with the LCF cycles
enlarges micro defects through decohesion mechanisms usually associated with
single active slip systems [3-20]. During this fatigue crack initiation
phase, the LCF cycles dominate. The LCF cycles will also dominate the early
stages of fatigue crack propagation as long as the crack-tip stress intensity
range; AK, for the HCF cycles ‘is less than the threshold values, AKip o (Thres-
hold effects were discussed in Section 3.3.) As the crack length, a,
increases, AK increases for the given applied stress provided the stress
gradient in the direction of crack propagation is not severe enough to domi-
nate the K dependence on a. When the HCF AK exceeds the threshold value
(AK¢p)s the crack growth will accelerate due to the much higher number of HCF

cycles relative to the LCF cycles.

LCF cycles in which K;y, exceeds the K,,, of the superimposed HCF cycles
may act as overloads which increase the value of AKip. In cases such as this,
it may be important to include the overload effect on threshold. Hopkins,
et al. [3-16], have identified the overload effect on threshold and developed
a test method to determine the effect experimentally. No data specifically
addressing this phenomenon in mixed HCF/LCF environments has been found;
however, Hopkins' data is significant and identifies the need for further
experimental investigations. When the Kjay of the LCF cycles 1is roughly
equivalent to that of the HCF cycles, as in the superposition of vibrational

cycles on an LCF dwell, Powell, et al. [3-54], have shown that simple linear
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summation of fatigue crack growth rates can provide a reasonable approximation

to test data (Figure 3-19).

The fatigue threshold for newly initiated cracks in mixed HCF/LCF envi-
ronments, in many instances, will lie in the short crack regime. In cases
where the HCF amplitudes are large enough to accelerate crack growth soon
after a fatigue crack is initiated by the LCF cycles, the crack length at the
onset of HCF damage may fall in the short crack regime. Consequentliy, the
actual fatigue threshold may be lower than that predicted by long-crack tests
[3-21].

3.4.4 High- Compressive lLoad Effects

High compressive load effects result from the part of the fatigue loading
cycle during which the crack is closed and the crack surfaces are in compres-
sion. . This section deals with only cases of remotely applied compressive
loads normal to the crack surfaces. Compressive stresses resulting from
contact between bearing surfaces and the associated shear stress reversals are
discussed as a part of multiaxial stress problems in another section. Com-
pressive loads in the presence of a notch are discussed under the residual

stress heading.

Compressive loads applied normal to a propagating fatigue crack can
result in reversed yielding at the crack-tip and crack surface plastic zones
and thereby increase the crack growth rate relative to that for constant
amplitude, tension-tension fatigue with an equivalent tensile aK. Yuen,
et al. [3-4], obtained érack growth rate data for Ti-6Ag-4V at stress ratios

ranging from -5.0 to 0.7. Figure 3-1 shows a plot of crack growth rate as a
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function of the full stress intensity range, K., - Kyjps where Kpi,, for
computational purposes, is negative for negative R-ratios. The growth rates
for R < 0 are seen to be much lower than for R = 0 because of the smaller
stress range over which the crack is open, In Figure 3-20, the same data are
plotted relative to the positive portion of AK, and negative R data tends to
fall above the R = Q0 data showing slightly higher growth rates. The acceler-
ated growth associated with negative R-ratios did not exceed 10% on an aver-
age, and was found to reach saturation at low negative R. In accordance with
Equation 3-11, Yuen, et al., used a generalized form of Forman's equation in

which AKoes was taken to be:

c

_ 1
AKeff B EZ - R AKtotaT

For the data analyzed, the values of the constants Cy and C, were determined
to be 1.63 and 1.73 respectively. In Figure 3-2 the data from Figures 3-1 and
3-20 are plotted against AK,eg, showing a much better fit for all values of R

between -5.0 and 0.7.

Experiments in aluminum conducted by Hsu and McGee [3-56] on the effects
of compressive overloads revealed that fully compressive cycles imposed on
blocked constant amplitude tests produced a maximum of 15% increase in crack
growth rates and that increases in both magnitude and number of blocked com-
pressive-compressive cycles had a negligible effect. These results were sup-
ported by tests in both aluminum and titanium conducted by Hsu and Lassiter
[3-53]. It was therefore concluded that for the materials studied that
moderate increases in crack growth rate can be expected for negative stress

ratios relative to rates predicted for equivalent tensile-only stress inten-

3-48



1
Kypax-Ko KSH(INCH)'
-4
2 10 —0 15
2t & ag®
o |Ra7 Qo
-3 05 o S
0F | o] o A
[ | oo | 00 a §o
i 4 | -04 8¥ a0
w i 1] Q.5 340 J2 5
- " loa| -1.0 ° S
[ %] a° o
> b o | <30 ° S 9
s 2 Déaf - &{3 p 10 ;‘\9
1 p- ] 9 S
Z 4, ] §
. < 4 =
551&#- 'i;Mo *5 =
31 3 - -Y a E
r °@9 8 ‘2
Y
! o849 -
'S &3 ho - 106
2} oo
% A°l°
=5 s 0 Kmin-0 18
10 E- g ° “ %\ Kmin Kmin=0
1 QQ i (- L 1
516 - 160"
Kmax-Kq, MNm /2

Figure 3-20. Crack Growth Rate as a Function

of Kmax' KO] for the Various R-

Ratios [3-4

3-49



sity ranges. It was further concluded that increases in magnitude of compres-
sive cycles beyond the saturation level produce no change 1in crack growth
rate, and one compressive-compressive cycle is equivalent to many from a
- modeling standpoint. These two conclusions would not apply to cracked notch

geometries for reasons given in Section 3.4.2.

- 3.4.5 Predictive Methods for Variable-Amplitude Fatigue

Fatigue crack growth under conditions where the cyclic stress is not of
constant amplitude can be a complex phenomenon; as has already been discussed
in earlier sections. Variable amplitude loading, such as mixed high cycle and
Tow cycle fatigue discussed in Section 3.4.3 can produce complex effects that
are often referred to as load interactions (see Section 3.4.2). These compli-
;ations lead to the need for relatively complex procedures for analytically
predicting fatigue crack growth under variable amp1itude410ading conditions.

Such procedures will be reviewed in this section,

Predictive methods for variable-amplitude fatigue are analytical and
empirical models developed to aid in fatigue life prediction estimates for
components subject to variable amplitude load sequences. Many of these models

are based on the Paris-type crack growth rate equation

da _
-d-r-‘--CAKm

A more general approach is often employed that uses a basic form such as

da ¢y

an AKagg)
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with C and/or AK,¢f being modified to account for variable amplitude
loading. Such modifications are made to account for the effects of stress
ratio, overloads, underloads, and load sequences, and yet still be able to use
the vast amounts of constant amplitude fatigue data already in existence. The
predictive models may be divided into three general categories based on the
mechanism(s) assumed to be dominant:

1)  Statistical models - in which crack growth rate is governed by
statistical parameters such as AK MS> the root-mean-square
stress intensity range, and RRMS’ the” root-mean-square stress
ratio;

2) Crack closure models - in which crack growth rate is governed
by the difference between , the maximum stress intensity,

and Ko the stress intensity ‘at which the crack-tip opens and

p’_-
closes’ and

3) Crack-tip plastic zone size models - in which variations in

crack growth rate depend on the relative sizes of crack-tip
plastic zones.

Statistical Models

Statistical crack growth models characterize a random amplitude stress
history by the root-mean-square of the stress intensity range, AKRMS’ and
assume that the fatigue crack growth rate can then be predicted using constant
amplitude data. Because these models take no account of load sequence effects
such as retardation and acceleration, they have been shown to be applicable
only to short spectra, in whibh load sequence effects are minimized. Chang,
et al., [3-57] studied fatigue life prediction methods with and without
accounting for load interaction effects. They found that without considering
load interaction, fatigue life predictions were highly conservative for random

spectra consisting of predominantly tension-tension cycles (R > 0), and
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predictions were nonconservative for spectra consisting of predominantly

tension-compression cycles (R < 0).

The variable amplitude fatigue behavior of ASTM 514-B steel was studied
by Barsom [3-58]. He found that for random 1load spectra represented by
unimodal distributions such as Rayleigh, normal, or log-normal distributions,
the average fatigue crack growth rates can be represented by the equation

da _ m
5 = A (2Kpyo) (3-16)

where A and m are constants, dependent upon material and environment, which
can be obtained from constant amplitude data. Figure 3-21 is a plot of
Barsom's data for three ratios of standard deviation, Opqs tO nodal peak

value, s Showing good correlation.

Srm

A study of the random amplitude fatigue behavior of 2219-T851 aluminum
alloy as conducted by Hudson [3-59] as part of an ASTM round-robin analysis of
variable amplitude prediction systems. Hudson extended Barsom's work by not
only calculating the root-mean-square value of AK, but also the root-mean-
square stress ratio, Rpyg. These statistical variables were then applied to

Forman's equation for crack growth as a function of R to obtain

m
da _ C AKpus (3-17)
dn (1 - Rpyg) Kpe= 8Kpys

where C and -m are constants determined from constant amplitude tests. Analyses
of eleven different aircraft random load histories and the tests performed

using these histories resulted in an average ratio of predicted life to test
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life of 1.38 with a standard deviation of 0.42. Although Hudson attributed
the non-conservatism of the average prediction to normal scatter, he did state
that the RMS approach is probably not applicable to non-random load sequences
with relatively few overload or underload cycles due to the load interaction

effects of retardation and acceleration.

Crack Closure Models

Crack closure models account for load interaction effects in variable-
amplitude fatigue through the calculation of a crack opening stress, Sop’ and
the resulting AK ee(= Kpax = Kop). Closure models, unlike statistical models,
must compute fatigue crack propagation life on a cycle-by-cycle basis because
single load excursions can have a significant effect on the crack opening

stress.

The development of crack closure-based load interaction models began with
the identification of the closure mechanism by Elber [3-6, 3-24]. In his early
work, Elber developed a model only for the stress ratio effect on constant
amplitude fatigue; however, he did point out the applicability of the ;1osure
concept to variable amplitude load interaction effects and conducted experi-
ments to demonstrate closure stress variations with maximum stress [3-6].
Through his experiments, Elber was able to explain delayed retardation
following an overload and acceleration resulting from a lo-hi step change in

loading using closure arguments.

In the mid 1970's, Elber devé]oped a closure-based method [3-24] for con-
verting a random load sequence to an equivalent constant amplitude sequence

for the purpose of variable amplitude fatigue life prediction under short-
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spectrum loading. The method involves the calculation of an equivalent number
of constant amplitude cycles with the same maximum stress, Spzys and crack

opening stress, Sops as the random sequence (Figure 3-22), using the equation

(s; - S
Vg = 20 0 5 (3-18)
(1 - a)” (Spa- Sp)
where: S5 = maximum stress for the jth cycle
§1 = effective minimum stress for the it! cycle
Smax = maximum stress for the sequence
Sg = minimum stress for the sequence
m = material crack growth exponent
and
So - SB
a = 'S”LT‘,
max B

It should be noted that the expression above for Neq represents an extension
of the Palmgren-Miner hypothesis, for linear summation of blocked constant
amplitude fatigue, modified to include the effects of crack closure, The
method does not account for load interaction effects and is therefore appli-
cable only to short-spectrum variable amplitude sequences in which 1load

interaction effects are minimized.

A closure-based model was developed by Dill and Saff [3-60] using crack
surface displacements and contact stresses. Utilizing the Dugdale plastic
zone model and a superposition of Westergaard's near-crack-tip elastic dis-
placement sd]ution and the displacements due to a constant-stress yield zone,
Di11 and Saff developed a weight function model accounting for residual plas-

ticity, crack surface interference, and contact stresses behind the crack-tip
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Figure 3-22. Definition of Stress Parameters: a) Spectrum
Load Sequence, and b) Equivalent Constant
Amplitude [3-24].



(Figure 3-23). The model has been shown to predict delayed retardation, over-
load cycle acceleration, and stress ratio effects; however, the model cur-

rently cannot account for negative stress ratio fatigue crack acceleration.

Newman [3-61] developed a crack closure model for fatigue crack growth
using a Dugdale-type, strip-yielding concept modified to include residual
pTastic deformation in the wake of an advancing crack-tip (Figure 3-24).
~Calculated crack opening stresses were used to compute effective stress

intensity ranges for use in the crack growth equation

R A

da _ \ eff/
an = C aKerr R
i _( man
c

where AK, is an effective threshold given by

So represents the crack opening stress, and C and m are constants determined

experimentally. The parameter AKyes is given by

AKopr = Kpax ° Kop

where Kop is the stress intensity factor at which the crack opens. Figure
3-25 shows that the relation provides good correlation with constant amplitude
data for aluminum over a wide range of stress ratio. Figures 3-26 and 3-27

show fairly good correlation between predicted and test lives for spectrum
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(g) Maximum stress (b) Minimum stress

Figure 3-24. Crack-Surface Displacements and Stress
Distributions Along Crack Line [3-61].
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Figure 3-25. Comparison of Experimental Crack Growth
Rates and Rate Equations for 2219-T851
Aluminum Alloy at Various R-Ratios [3-61].
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loading. These comparisons with spectrum loading tests do not adequately test
Newman's model, however, due to the lack of dominant retardatiod or  accel-
eration effects, as evidenced by the fact that linear cumulative damage pre-

dictions offered nearly as good correlation,

One of the major disadvantages of the cycle-by-cycle fatigue crack life
predictions models is the large number of computations required. Computer
time can be much higher for crack closure models than for statistical modefls
such as the RMS approach and 1linear summation models such as Elber's
equivalent-constant-amplitude technique. Solution time is not the only con-
sideration; however, The spectrum type being analyzed has been shown to
affect the applicability of certain models. In cases invelving significant
load interaction effects, closure models can be far superior to models which

cannot account for such effects as retardation and acceleration.

Crack-Tip Plastic Zone Size Models

‘Crack-tip plastic zone size models assume that the retarded/accelerated
crack growth during variable amplitude loading can be related to the relative
sizes and interaction of the crack-tip plastic zones. In the early 1970's,
several empirical prediction models were developed incorporating plastic zone
size concepts. The most publicized of these models were the Whéeler Model
[3-62], and the Willenborg Model [3-63]. Both employed plastic zone sizes as
indicated in Figure 3-28, but concepts for calculating retarded crack growth

rate, (da/dn).q¢, were different,

The Wheeler model assumes that constant amplitude crack growth can be

represented as da/dn = f(aK), i.e., da/dn = C(aK)™. The model sums crack
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r

growth according to a. = a5 + I (da/dn). where a, = initial crack length,
i=1 '

a. = crack length after r cycles, and (da/dn)i = crack growth rate during jth

cycle. To account for reduced crack growth behavior following a tensile over-

load, a retarded crack growth rate expression is used where

[(da/dn);1 gy = (€5 [C (2K)F]

where (Cp)i is a retardation parameter bounded by values of 0.0 (crack arrest)
and 1.0 (no retardation). Whee1er'postu1ated that (Cp)i was a function of the
ratio of the current plastic zone size, rpi » to the plastic zone size created
by the overload. Using the notation of Figure 3-28, Wheeler's retardation

parameter is defined as (Cp)i = (rp /s)p where r_ = plane strain yield zone

size = 1/4/§§'(Kmax/oys)2 [3-62], s ; distance fr;; current crack-tip to yield
zone boundary produced by last tensile overload, and p = "shaping parameter".
Retardation ceases when the plastic zone of the current cycle, rpi, reaches
the overload plastic zone.

Wheeler was able to make successful predictions of cracks in specimens
subjected to six different spectra, having three different configurations, and
made of two materials (D6AC steel and Ti-6Az-4V). Trial and error was used to
obtain values of p which correlated the predicted crack growth to the experi-
mental data. Figure 3-29 shows some of Wheeler's correlations. However, even
through the correlation is good, the shaping exponent is the key drawback to

this model. There is no method except experimentation that can be used to

determine the value of p.
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In contrast to multiplying the constant amplitude crack growth expression
Cak™ by a retardation parameter, (Cp)i’ Willenborg [3-63] modeled reduced
crack growth rates through the overload plastic zone using an effective stress
and operating directly on the crack growth stress intensity factors. The
crack growth retardation is developed by changing the magnitude of AK or (Ao)
to aKgrs (Or Acgss) Tn the crack growth rate expression, such as the relation

CakM. Simultaneously R-ratio is modified to Ryer = (Kpin)eff/(Kmax)effe

Using the overload spectrum load definitions in Figure 3-13 and the
plastic zone definitions in Figure 3-28, the plastic zone size corresponding

to the overload conditions is first calculated

K
_ k oL 2
(rp)OL T Bw ( st )

Taking the stress intensity relationship to be
K=g¢g (Tra)l/2 Y

this can be written as

°OL2 Y2 a
(rP)0L= B cysz

This is added onto the physical crack length to give the "plastically

corrected" crack length

ap=a°+rp
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Retardation will occur during subsequent loading until the "plastically
corrected" crack length corresponding to the current conditions is equal to

ap.

Taking a; to be the physical crack length at the "i-th" cycle, the first

step is to calculate the applied stress that would be required to have (ai +

rpi) equal to 5. This stress is denoted as o' and is found from the relation

o'2a, Y2

a; + ———m— = 3
1 8 st p

This results in

. _ 9ys e 8, * M2

34

The next step is to determine a "reduction" stress, o.oq, according to

= - @ .
¢ max,i

dred,i
The actual maximum and minimum stresses in cycle "i" are then reduced by this

amount to provide an "effective"” stress

g (e)- =g . =G . = 20 | . = g
max,i max,i red,i max,i

(e) .

.. f . . = . = R - S
min,i - %min,i ~ %red,i - %max,i ~ %min,i

If either of these effective stresses is less than zero, it is set equal
to zero, and the value of Ac(e) and R{&) then calculated. These values are

then used in the constant amplitude crack growth "law" to find aa; -- the
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crack extension during the "i-th" cycle. A new value of o' is then calcu-
lated, from which follows the value of aa for the next cycle. Alternatively,

if another high stress cycle occurs, a new value of ("p)OL is calculated.

Retardation due to an overload persists until the far edge of the plastic
zone evaluated using current conditions reaches the far edge of the plastic
zone corresponding to previous overload conditions. The procedure developed
by Willenborg, et al. [3-63] provides procedures for estimating the extent of

the retardation.

Figure 3-30 shows representative samples of the correlation Willenborg
[3-63] obtained with test data. Note in this figure that Willenborg also

compares Wheeler's model to the experimental results.

While both Wheeler [3-62] and Willenborg [3-63] reported good correlation
between predicted and observed crack growth uhder spectrum loading in their
respective publications, both models have been checked by various authors
[3-31, 3-64 through 3-67], as reported by Schijve [3-23], but systematic
agreement with test results was rarely found. The most significant difference
between the two models is that the Willenborg model uses only constant ampli-
tude crack growth data and does not require additional experimental test data
to predict growth retardation -- as does the Wheeler model by including the
shaping parameter, p. Both models cannot account for the following physical

observations:
(1) The increase in retardation due to mulitiple overloads.

(2) Delay of retardation after overload application. Both models
predict maximum retardation immediately after the overload.
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(3) Crack growth acceleration due to up-loading of higher stress
level.

(4) Threshold values of X = ag /opax > 1.0 which produces no crack
growth retardation,

(5) Decrease in retardation due to underloads.

During the early and mid-1970's after the Wheeler and Willenborg models were
suggested, analytical models based on crack-tip plasticity for predicting
crack growth under spectrum loading focused on reformulating and adding to the
basic concepts of the Willenborg model. As model development evolved during
this period, atténtion was focused on expanding the crack models to account

for the above-mentioned deficiencies inherent to the original model.

Gallagher [3-68, 3-69] reformulated the Willenborg model and in addition,
added_an empirical parameter, ¢, to account for overload crack arrest values
greater than 2.0 (as originally formulated). Gallagher's "effective" stress

intensity factors were defined as:

- W
Keff = Kmax = ¢Kreg

where K¥ed is the reformulation of Willenborg's model expressed as (see Figure

3-28 for rp(o,_) and S)

W ' s 4172
Kred = KoL [1 - er)OLJ - Knax
and .
b = Knax = Knax)th
KoL = Rmax
where (Kpax)th = threshold stress intensity at R = 0.0
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The value of ¢ is determined by experiments which provide values of the
shut-off (crack arrest) ratio (Kgr/Kpax)shut-off (see Probst and Hillberry
[3-43]) and the threshold stress intensity, Keps Of the particular material.
In Gallagher's expression, the parameter, ¢, requires Kg¢s = Kin when an

overload ratio equal to the shut-off ratio is applied.

Using values of (Ko /Knax)shut-off = 2-3 and Ky, = 6.0 ksi-inl/2 for 4340
steel of two different yield strengths, Gallagher [3-69] found that the model
predicted to within 10% of the cycles requried for crack growth through the
overload affected region but was not accurate in predicting the crack growth
rate through the overload zone. Figure 3-31 summarizes these findings.
Gallagher noted from Figure 3-31 (b) that his model was “conservative" since
steady state crack growth rates were predicted sooner than observed. However,
as shdwn in the table in Figure 3-31 (a), the predicted number of cycles to

grow through the overload-affected region was not conservative.

An in-house load interaction model déVe]oped by Chang [3-57] at Rockwell/
NAAD combined the generalized Willenborg model with a method to account for
negative values of (Kyin)efr and Roep. In the original Willenborg model,
negative values of (Kmin)ef% were reset to zero. Using the modified Walker
Equation [3-70], Chang modeled crack growth during the overload-affected

region as:

da

= Clepe/ (L= Fygp)! 7 P

s +
for  0.< Repr < Reyps Rapr = Regr
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— + 5 _ ¥
0 < Rogr 2 Reut? Rerf = Reut

and

G = CL(L = Repp)? (K )]

for  Reps < 0

where RZut is the cut-off stress ratio above which da/dn # f(R), p is the

Walker “collapsing" factor, q is the negative stress ratio index expressed as
q = [n(r)/In{1 = R)l/n, R< O

r is the ratio of crack growth rate at a specific negative R value to its
counterpart at R = 0, and n is the fatigue crack growth rate exponent deter-

mined from R = 0 crack growth data.

Chang also included in his model an effective overload retardation zone
size, (roL)eff» t0 account for reduced retardation due to an underload
following an overload. The effective overload retardation zone size 1is

defined as:

<0

(z = Rere) (ZoL)s Regr

oLlers = (1

where Zy, is the plastic zone size produced by the tensile overload.

Chang's model was used to predict fatigue crack growth under spectrum
loading in a recent ASTM round-robin analysis [3-71]. Chang was able to show

good correlation with the experimental results as indicated in Table 3-4, As
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Table 3-4
Results of Willenborg/Chang Retardation Model [3-57]
Used to Predict Crack Growth Under Spectrum Loading in
ASTM Task Group Round-Robin

—Comparison of analytical predictions with different overioad shut-off rativs.

N pted/ Nrest
i Test Life,
Test No. Mission Type cycles’ Rso =30 Rgg =23
M-81 Fighter (A-A)° 11S 700 1.46 1.46
DLS? = 20 ksi
M-82 Fighter (A-A) 58 585 0.91 1.04
DLS = 30 ksi
M-83 Fighter (A-A) 18 612 0.93 1.07
DLS = 40 ksi
M-84 Fighter (A-G)¢ 268 908 1.37 1.37
DLS = 20 ksi
M-85 Fighter (A-G) 95 642 0.96 111
DLS = 30 ksi
M-86 Fighter (A-G) 36 367 0.80 0.93
DLS = 40 ksi
M-88 Fighter (I-N)* 380 443 1.39 .22
DLS = 30 ksi
M-39 Fighter (I-N) 164 738 1.12 1.82
DLS = 40 ksi
-M-90 Fighter Composite 218 151 1.33 1.55
. DLS = 20 ksi : '
M-91 - Fighter Composite 65 627 - L0l 1.17
) DLS = 30 ksi
M-92 Fighter Composite 218 0.98 1.12
DLS = 40 ksi
M-93 Transport 1 359 000 1.31 1.36
_ MSS/ = 14 ksi
M-94 Transport 279 000 .14 1.18
MSS = 19.6 ksi
Average 1.13 1.34
Standard deviation 0.22 0.29

2A-A = Air-to-Air.

5DLS = Design limit stress.

€1 ksi = 6.9 MPa.

4A-G = Air-to-Ground.

¢1-N = Instrumentation and Navigation.
/MSS = Maximum spectrum stress.
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indicated in this table, the overload shut-off ratio was found to be an impor-

tant factor in his model for predicting crack growth lives.

Johnson [3-72] formulated a phenomenological multi-parameter yield zone

(MPYZ) model based on the Willenborg model to account for:

a) Eger1%§d retardation shut-off (similar to Gallagher's model
-68]),

b) overload retardation threshold,
c) multiple overload retardation,
d) acceleration due to low-high sequences, and

e) reduced retardation due to underloads.

As in the Willenborg model, the MPYZ model utilizes a residual stress
intensity (Kg) concept. The above phenomena are accounted for by decreasing
or increasing the effective stress ratio, Reff’ which is a function of Kp.
The effective stress range used to calculate crack growth is equal to the
applied constant amplitude stress range, but the mean of the stress range is
altered by Kp to account for the appropriate load interaction effect. The

basic relationships contained in the MPYZ model are as follows:

(Kmax)eff = Kpax ~ ¢RK§

(Kninderr = Knin = 5%

Kp = ogKg

(8K)etr = (Knaxesr = (Kninderr = (8K)ca
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_ Kain - %R Kainlerr
eff =X K T X

R ]
max’ eff

R = Ko L - =% -

K .
= ; : _ 1 ,0L vy = 3, plane strain
(rp)OL = Plastic Zone Diameter =77 C;;;) (Y = 1, plane stress)

g = {1.0 - Kth/Kmax]/[(w - 1.0) x (1.0 - RL)]

Overload retardation effects are accounted for in the parameter, ¢g. In the
expression for ¢p, v = B/A [A = retardation threshold parameter of the ratio
of Ko to Kpay (no retardation effect), B = shut-off ratio Kg_ to Kpa, (crack
arrest)], and R = oy /og (ratio of underload to overload stress). To
account for multiple overloads which tend to increase retardation (up to a
saturation point), Johnson §ubstituted B' for B, where B' = [(B - 2.0)/Ng 1 + .
2.0 and NOL = number of successive overloads. In this expression, the value
2.0 was considered to be a lower bound for B' at the saturated number of over-

" loads for 2219 aluminum alloy.

Parameters A and B are considered to be material parameters. Systematic
single-overload tests, similar to tests conducted by Probst and Hillberry
[3-43] are required to determine these parameters. Johnson found in the
literature that typical values of A and B range from 1.0 to 1.5 and 1.8 to

2.5, respectively, for various materials.

Acceleration effects during application of the overload(s) was modeled by

Johnson [3-72] using
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~
1]

W W
R ¢AKR for KR <0

where ¢p (1.0 - R_) and adjusts the amount of acceleration depending on the

ratio, RL’ of the underload stress to the overload stress.

Underload effects (decreasing retardatjon)ﬁ were modeled into the MPYZ

model using an "effective" over]oad.streSS'ﬁntensity factor K'g where

KOL
. _ eff .
oL =Ty (2.7 8)* Ky
and
oL oL S 1/2
K = K (1 - )
eff rp oL
_ Kpr - fu
B = =00
K - K
eff UL

where Kpr = minimum value of stress intensity before overload, Z = value of B8
above which KéL is Knaxs and Y is the value of g below which KéL equa1§ Kg%f
Tﬁe relationship among these variables is shown in Figure 3-32 and illustrates
that Y determines when the underload does not reduce the amount of retarda-
tion, and Z determines when no retardation occurs.. As similar to the A and B
parameters, Y and Z must be experimentally determined for the particular

material.

In the ASTM round-robin analysis [3-71] the MPYZ model coupled with a
Forman crack growth expression gave the results shown in Figure 3-33. As
indicted, correlation was bounded by Npred/Ntest = 0.5 and 2.0 for the

thirteen spectrum load tests conducted.
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Interaction Model [3-72].
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3.5 ENVIRONMENTAL AND FREQUENCY EFFECTS

The environment can have a substantial influence on the nucleation and
propagation of cracks in solids. Studies on the influence of environment on
fatigue crack growth began in the mid-1960s [3-73, 3-74]. The early work was
mainly concerned with characterizing the fatigue "cra;:k growth response and
recording the influence of different variables on environmentally enhanced
crack growth. The problem is one of immense complexity due to the 1a_rge
number of meéham'ca], metallurgical and environment variables invo]ved.. In
fact, many of the observed effects of loading Vaﬁ'ables can be traced directly
to environmental interactions. The develbpment of a mechanistic understanding
was essentially by inference and was often incidental to the earlier studies

[3-75].

The app]ication-bf_ linear elastic fracture mechanics to the study of
stress corrosion crack-ihg and corrosion fatigue has had considerable success.
One would expect that environmental attack would most likely occur at the
highly stressed region in the vicinity of the crack-tip, and would be
dependent -on the magnitude of the stresses near the crack tip. Hence,Athe
stréss_ intensity factor K; seems the Togical candidate to control stress

corrosion cracking and fatigue.

In Section 3.5.1 a brief overview of the influence of environment on
fracture properties is given while noting the rate dependence of stress
corrosion cracking, 'Section 3.5.2 treats environmentally assisted fatigue. A
summary of the basic phenomenological observations regarding corrosion fatigue
is given first. The effects of frequency, temperature and pressure on sub-

critical crack growth are then considered. "Classical" fracture mechanics
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mechanisms do not appear to be able to fully explain the environmental effects
on near-threshold crack growth -- this is examined in a separate subsection,
A selection of mechanisms and models for crack growth in gaseous and high

temperature environments is dealt with in Section 3.5.3.

3.5.1 Influence of Environment on Fracture Properties

The fracture properties of certain materials can be altered substantially
in an aggressive environment. Stress corrosion cracking (SCC) is a fracture
phenomenon resulting from the conjoint action of tensile stress and corrosion
-- if either component is removed cracking will stop. Stress corrosion
cracking depends in a complex way on a large number of mechanical, metal-

lurgical and environmental parameters.

Speidel [3-76] presents a schematic representation of the effect of
loading rate on the fracture resistance of solids in inert and aggressive
environments (Figure 3-34). He emphasizes that, in general, fracture tough-
ness tests (K;.) are performed at loading rates where the effects of all but
the most aggressive environments is hardly measurable. As indicated in the
figure, at sufficiently low loading rates a large difference may be apparent
between the fracture toughness (KIc) and threshold value of K for stress
corrosion crack growth (Kigee). This implies that environmental attack is
strongly rate dependent., It has been suggested that KISCC should be the value
of K corresponding to a crack growth of 3 x 10~ /s [3-76]. Kigce may be
influenced by temperature, pressure of gaseous environments and microstruc-

ture..
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Fracture mechanics properties for the SSME materials and environments are
investigated iﬁ References 3-77 through 3-82. Campbell [3-83] reviewed the
fracture toughness of high strength alloys at low temperatures. He founcd that
for many aluminum alloys, the fracture toughness increases or remains gener-
ally constant as temperature is lowered. Titanium alloys tended tobhave Tower
toughness as the testing temperature is decreased, but the effect is
influenced by the alloy content and heat treatment. The fracture toughness of

Inconel 718 was not affected at low temperatures [3;84].

3.5.2 Environmentally Assisted Fatigue

Kisce for an environment-material system defines the plane strain stress
intensity below which stress- corrosion crack growth will not occur under
static loads. A number of investigators [3-75, 3-85, 3-86] suggest that the
corrosion-fatigue behavior for the environment-material system could be
altered when the maximum stress intensity in the load cycle (Kmax) becomes
greater than Kigee. This would imply that the corrosion-fatigue behavior
should be divided into the below Kigec and above Kygee behavior, These two
types of behavior have been named "true corrosion fatigue" for Kmax'less than
Kisce and “stress corrosion fatigue" for those above Kpgee. Austin [3-86]
indicates that in true corrosion fatigue a joint action of both fatigue
cycling and environmental attack is required for enhanced crack growth rates
-- Type A behavior in Figure 3-35. Stress corrosion fatigue is the result of
stress corrosion under cyclic loading with no interaction effects -- Type B.
Type C behavior is typical of materials that exhibit true corrosion fatigue at

all stress intensities and also suffer stress corrosion above Kigcee
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Wei [3-75] associates Type A behavior with aluminum alloys. The
environmental effect is a function of thickness or state of stress and a small
effect of frequency in fully saturated and aqueous environments, Partially
saturated environments enhance the frequency effects and is related to the
partial pressure of water vapor [3-87 through 3-89]. Type B fatigue crack
growth behavior in aggressive environments depen.ds on frequency, stress

intensity level, stress ratio and waveform [3-86, 3-87, 3-90].

Actual situations may not always fit into the scheme shown in Figure
3-35. As exemplified by discussions by Gerberich and Yu [3-91], an abrupt
increase in da/dn, such as occurs in Type B behavior, does not necessarily
occur at the conventionally defined value of Kigec. The types of behavior
shown in Figure 3-35 provide indications of general trends and the current
state-of-the-art is such that specific tests on the material/environment
system of ‘concern must be performed in order to allow reliable and accurate

crack growth calculations to be performed.

Frequency Effects

Fatigue crack growth rates in an inert environment at room temperature
are independent of the cyclic load frequency. However, if a material is
subject to fatigue in an adverse environment, a strong effect of cyclic
frequency on crack growth rates may be observed. A dramatic example is given
in Figure 3-36 for _a high strength steel in water. The strong frequency
dependence of the corrosion fatigue crack growth rate is attributed to the
superposition of the cycle dependent fatigue crack growth and the time

dependent stress corrosion cracking during each load cycle [3-92]. Environ-
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mental frequency effects are found to be negligible at -high frequencies and
reach a maximum at intermediate frequencies. Lower frequencies may produce a
slight decrease or no change in the environmental effect. The magnitude of
the variation from fatigue crack growth in an inert environment depends

strongly on the material-environment system.

In Figure 3-37, the effect of cyclic load frequency on the fatigue crack
growth Eate of Inconel 718 in 10,000psi hydraogen is demonstrated. The stress
intensity range is 54MPa-ml/2 (50ksi-inl/2),  The crack growth rate in
5,000psi helium at a similar stress jntéhsity range is included to represent
an inert environment. From the figure it is evident that crack growth rate
(per cycle) increases with cycle duration. Further, the cyclic crack growth
would most likely approach the rate of helium at cyclic rates greater than 1
cycle per second (see also Figure 3-37b). Jewett et al. [3-79], notes that at
1Hz, where the influence of hydrogen was slight, the fracture was trans-
granular and ductile. The fracture at 0.l1Hz was mainly intergranular. They
concluded that ;he increase in crack growth rate and change of fracture'mode
to intergranular fracture at longer cycle durations indicates that the effect
of cycle duration on cyclic crack growth is due to a superimposed sustained

load crack growth.

Speidel [3-76] suggests that at low frequencies the time-dependent crack
growth dominates and corrosion fatigue crack growth rates can be predicted
from the known stress corrosion crack growth rate. An example of a situation
where such linear superposition is applicable is shown in Figure 3-38. The
prediction is indicated by the dashed line SCC. Rolfe and Barsom [3-857 note

that a Kygec test may be considered a corrosion fatigue test at extremely low
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”'freq:uenc_y‘. One may infer then, at very Tow cyclic load frequencies, BKepy
KISCC" "kBased' on this observation a schematic representation of the corrosion
fatigue behavior of steels subjected to different c,y‘ciic load freguencies has
~ been constructed by Rolfe and Barsom E3-85] and reproduced in Figure 3-39,
Figure- v3-40 indicates that the‘ fatigue crack growth of 1%‘ Cr-Mo=-V steel at

- 550°C in a1r does appear to fonow the ideahzed behawor shown in Figure

& ':;_:3~39. N In Figure 3—41 the crack growth rate for wrought Inconel 718 in air

and 5,000psi hydrogen is presented. These testsv were performed utilizing a
~cycle of approximate]y 9 minutes in duration in order to simulate the SSME
operating cyc‘lé -E'31-¥79~]. k The da/dn diata" for 5 OOOpsi hydrogent was extrapolated
 to obtain an apparent 40k51-1n1/ 2 thresho]d stress 1nten51ty for environmental
k‘:‘,effects. Data presented in Figure 3-37b suggests a significantly 1ower threse '
‘ 1hoi‘dﬁ vstress. intensity for InconeT ~ 718 in 5 OOOpsi hydrogen cycled at 1.0 .

cycTes per second-‘ Because of the iong cyc1e duration (the majority of the

cycle being at sustained ‘load) used for the tests depicted in Figure 3-41, it
- is most hkely that stress corrosion cracking was the dominant mechanism in
Ca promoting crack growth and that the apparent threshold of 40ksi-inl/2 should

~ correspond closely to KISCC"" ‘Schmidt and Paris [3-94] also observed a

i 0 :,'_,.i‘_lowering of the threshold for 2024-1’3 aluminum ~with increasing cyclic

i*f-'frequency from 342 to l OOOHz. They suggested that 1ocahzed heating at the

'crack-tip as the possil_ﬂe mechanism.v kHowever, Hopkins et al. [3-16] observed

a 'siightt' increase in AKgp with" increased frequency (30Hz to 1,000Hz) when

testing Ti--6Aé.»-4vvat 294!(. This effect was exp]ained by less piastic1ty at

the crack-tip and ‘!ess time: for env*z ronmentai 1nteraction.

- Takezono and Satoh E3-95]f investigated the effect of material viscosity

in the plastic regi‘on. on the fatigue crack’ propagation in 99.5% pure titanium
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-- a material which has a substantial strain rate dependency in the plastic
region. The crack propagation rate da/dn was approximately proportional to £=Nn
(n > 0), where f is the frequency. Experimental results were compared to an

elasto/visco plastic FEM analysis.

Temperature Effects

The effect of temperature on fatigue crack growth can be significant as
most materials exhibit reduced cycles to crack initation and failure with
increased temperature [3-96 through 3-99]. The behavior of several high
temperature alloys is similar to that of Inconel X-750 tested at various
temperatures and as shown in Figure 3-42, Between 24° and 593°C crack growth
rates steadily increase with temperature; however, a marked increase in crack
growth rate occurs at a temperature of 704°C. Tomkins [3-96] believes that
the steep slope at 704°C indicates a change from pure fatigue to static load

crack mode, (i.e., creep crack growth).

At elevated temperatures, time-dependent processes are enhanced and
reduction in cyclic load frequency may produce significant acceleration of the
fatigue crack growth rate. Such phenomena are due to an interaction between
fatigue crack growth due to cyclic loading and creep crack growth that can
occur under sustained load. A thorough review of the rapidly evolving field
of creep crack growth will not be attempted; Reference 3-100 provides a
comprehensive review of this topic. James [3-101] investigated the effect of
frequency upon the fatigue crack growth of 304 stainless steel at 1,000°F,
His test results are summarized in Figure 3-43 which shows the dependence on

frequency discussed above. If creep periods are introduced into the cycle
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" through tensile dwell loads, crack growth rates may be substantially
increased. Figure 3-44 shows data for 20% cold worked 316 stainless steel at
593°C [3-101]. If the material is unaged, then an order of magnitude accel-
eration in growth rate is apparent when a 1 minute tensile dwell period is
included. The effect is reduced significantly in the aged material indicating
the existence of microstructural effects. The influence of different miscro-
structures on high temperature fatigque of a nickel-based superalloy waspaloy

was investigated by Runkle and Pelloux [3-102].

As with fatigue at ambient temperaturés, environment can have a strong
influence on crack growth rate at elevated temperatures. Several invest-
igators [3-73, 3-103, 3-104] have showed that, in general, crack growth rates
are reduced in a vacuum. Also, oxide products are nearly always found in
fatigue cracks produced at low frequencies at elevated temperatures [3—97,
3-105]. Ericsson [3-105] provides a review of tﬁe effect of an oxidizing
environment at elevated temperatures on the fatigue crack growth in sfée]s,‘m
nickel and superalloys. He concludes that a number of effects were appaéent:.

(1) The crack growth in air is an order of magnitude faster than

in vacuum; ,

(2) There is a stepwise or gradual transition_from vacuum behavior
to air behavior between approximately 10-6 to 1 torr;

(3) The apparent activation energy for the oxidation effect on
crack growth rate is small, less than 10 kcal/mole;

(4) Oxidation promotes intergranular cracking but also accelerates
transgranular cracking; .

(5) The frequency dependence is stronger in oxidation environments
than in a vacuum, but is also present in a vacuum; and

(6) Th% oxidation effect disappears at high strain amplitudes Ng <
10
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Reference 3-73 shows that-tempera?ure effects on crack growth rates may change
for different temperature ranges. Smith and Stewart [3-106] found that for
23° - 95°C the temperature dependence of the corrosion fatigue crack growth
rates in hydrogen and water for 2Ni-Cr-Mo-V rotor steel were reversed. That
is, the rates decreased with increasing temperature in hydrogen but increased
with temperature in water. The reduction in crack growth rates in the hydro-
gen environment was explained by a change in the thermodynamic stability of
hydrogen adsorbed at the crack-tip. Vroman et al. [3-82], also reported a
decrease in crack growth rate in Inconel 718 in a 5,000psi hydrogen environ=-
ment when the temperature was increased from 70° to 750°F. In fact, the
embrittlement due to hydrogen was most severe at room temperature and drops

off sharply as the temperature is increased or decreased [3-77].

Birnbaum [3-107] also reports that Stage II crack growth rates of a
hydhogen embrittled material may depend in a complex manner on temperature, as
is further discussed in References 3-108 and 3-109. For maraging steels and
T < 273K da/dt increased with temperature and was proportional to P%éz (Note,
Sievert's Law: hydrogen solute concentration is proportional to (fugacity)yZ).
However, for temperatures above 300K da/dt decreases with temperature and the
hydrogen pressure dependence increased from Pﬁéz to approximately P%g. At

this time the mechanisms are not fully understood.

Strafford and Dalta [3-99] note that in high temperature-gaseous environ-
ments the corﬁosion fatigue behavior of most commercial alloys may be compli-
cated by selective attack of one or more alloy components. Internal degra-
dation processes such as internal oxide, nitride, sulphide or hydride forma-

tion may significantly affect crack initiation and growth. The morphologies
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of these internally formed corrosion products are almost infinitely variable
and little is known about their influence on mechanical properties. Puls,
et al. [3-110] have examined the hydride-induced crack growth in zirconium
alloys and present a quantitative model based on the growth of hydride
platelets at crack-tips due to the diffusion of hydrogen resulting from the

stress gradient.

The applicability of linear elastic fracture mechanics to characterize
thermal mechanical fatigue c¢rack propagation in nickel and cobalt-based
superalloys was evaluated by Rau et al. [3-111]. Crack growth rates under
different strain ranges, or for various crack lengths, were found to depend on
the strain intensity factor range [3-111] over the range of crack growth rates

of most practical importance.

At Tow temperatures, large changes in frequency‘genera11y have 1ittle or
no effect on fatigue properties except at frequencies approaching ultrasonic
[3-112]. Pittinato [3-84] evaluated the effect of hydrogen on crack growth
rates in Ti-6AL-4V alloy. In inert environments the crack growth rate
decreased slightly as the temperature was dropped. The effect of hydrogen
environment is decreased as the temperature is decreased. This phenomenon was
also reported for SSME relevant materiaTs in high pressure hydrogen at cryo-
genic temperatures [3-79, 3-82]. However, Jewett et al. [3-79] were surprised
that waspaloy was significantly embrittled by hydrogen at -=300°F. This
behavior is shown iq Figure 3-45. Note that the specimens were subjected to

the SSME load cycle of approximately nine minutes duration.
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Pressure Effects

The partial pressure of a gaseous environment is an important variable
for corrosion fatigue behavior [3-75, 3-113, 3-114]. Figure 3-46 shows the
effect of oxygen pressure on crack growth rates in 316 stainless steel at
500°C and a frequency of 10Hz. The "S" shaped curves.are typical and indicate
a critical partial pressure of oxygen, below which crack growth rate is vir-
tually independent of the environment as well as another critical pressure,
above which ihcreaging partial pressurés do not further increase crack growth
rates. Wei [3-115] also reported a critical water vapor pressure above which,
no further environmental acceleration in the fatigque crack growth rate of
2219-T851 aluminum alloy. This behavior may be explained by a consideration
of the rate of transport of the environment to the crack-tip as compared to
the genération of new SUPface at the crack-tip and its propagation velocity

[3-75, 3-113].

The variation of cyclic load crack growth rate in hydrogen for HY100 at
constant stress intensity range is given in Figure 3-47. Acceleration in

crack growth rate is apparent even at low pressures.

Environmental Effects on Near-Threshold Fatigue

As discussed in Section 3.3, the threshold stress intensity MKy, below
which a crack will not grow when subjected to repeated cyclic loading can be
of particular importénce in engineering applications. Furthermore, AKyp, may
be strongly dependent on the environment, either increasing or decreasing
depending on the particular material-environment couple. A comprehensive

review of near-threshold fatigue behavior is given in Reference 3-116.
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However, Ritchie [3-117] makes the point that at low, near-~threshold growth
rates (~ 10‘6mm/cyc1e) Tittle is known about the crack propagation mechanisms
although growth rates are strongly sensitive to microstructure, stress ratio

and environment.

The effect of environment on AKen for steels has been investigated by
Ritchie and his co-workers [3-117, 3-118, 3-119]. They observed that environ-
ment had most effect at low R-ratioé. For Tow strength steels thresholds were
lower in dry inert atmosphefes and hfgher in water than in room air (Figure
'3-48). However, in ultra-high strength steels AKi, was higher in hydrogen gas
compared to air (Figure 3-49). For low strength steels Ritchie concludes that
at near-threshold levels the crack-tip displacements are small and the
behavior is "controlled _Sy crack closure resulting from enhanced corrosion
deposits witﬁin the crack which in turn Towers the effective cyclic stress
intensity AKges. Crack growth rates in dry hydrogen or any reducing or inert
environment at low load ratio will exceed those in room air or moist environ-
ment due to less oxide formation resulting in Tower closure stress intensities
and larger AK ¢¢ (Figure 3-48). At high load ratios plastically induced
closure is insignificant and oxide formation 1is not enhanced. Thus crack
growth rates in all environments are similar. The mechanisms associated with
environmenal attack in high and ultra-high strength steels are more complex
and appear not to be consistent with either hydrogen embrittlement or crack

closure.

Beevers [3-120] documents the variation of AKyp with load ratio for high
strength aluminum alloys and En 24 steel in air and vacuum environments. The

results indicate that-Ath~is independent of R-ratio in the inert environment
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and also the environmental effects are most significant at high load ratios
(Figure 3-50). Speidel [3-76] uses the example of two nickel-based alloys to
demonstrate possible dependences of AK¢p on environment, temperature and load
ratio (Figure 3-51). Note that at high temperatures the presence of air is
more beneficial than a vacuum while at 23°C the reverse holds. The higher
threshold values in air at 850°C may be due to crack branching, or to the
buildup of an oxide layer or to crack-tip blunting by oxidation and thus

reducing AKgee [3-75].

3.5.3 Mechanisms and Models for Environmentally-Assisted Fatigue

Speidel [3-76] suggests that three theoretical concepts have been

formulated to explain environmental effects on fracture:

1. film rupture and anodic dissolution,
2. hydrogen embrittlement, and

3. absorption of specific ions or molecules.

He goes on to state that so many cpnvincing arguments have been presented in
recent years for each of these mechanisms that it is highly probable that all
of them are operative, albeit under different mechanical, metallurgical and
énvironmental conditions. For the purposes of.this review, mechanisms associ-
ated with gaseous environments will be discussed with particular attention

being paid to hydrogen-environment embrittlement.

An extensive volume of literature is available that addresses the problem
of hydrogen embrittlement in metals [3-121]. However, as Birnbaum [3-107]

points out, no single failure mechanism appears to be able to account for all
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the observed behavior, although the "classical" hydrogen embrittlement failure
mode is a change from“dﬁcti]e to brittle or cleavage failure resulting from
hydrogen in the solution or in the environment. The mechanisms of hydrogen-
embrittlement appear to be independent of the source. The reaction king}ics
are affected, however, by the transport processes involved which provide the
fundamental difference between internal and external hydrogen embrittlement.
Walter, et al. [3-122] notes that there appears little correlation between the
susceptibilities of various metals to internal or external hydrogen embrittle-
ment. This point is demonstrated by high strength nickel-based alloys which
are markedly embrittled by 10,000 psi gaseous hydrogen, but are essentially
uneffected by electolytic charging. The difference may be due to the Tow
mobility of the solute hydrogen as a result of trapping and the.high hydrogen
fugacity at the crack-tip [3-107].

In References 3-107 and 3-123 the authors suggest a possible breakdown
for the sequential processes involved in the embrittlement by external gasous

environments:

1. diffusion of hydrogen to the crack surface,
2. dissociation to atomic hydrogen,
3. adsorption into the metal matrix, and

4, diffusion through the lattice to the region of embrittlement.

Birnbaum [3-107] believes the kinetics of transfer of hydrogen across the
solid-gaseous interface and the pressure which determines the hydrogen

concentration are of primary importance.
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Titanium alloys, particularly those having acicular -8 microstructure
are embrittled by hydrogen gas over a wide range of pressures with fracture
occurring along the a-g interfaces [3-123]. Nelson [3-124] reported severe
embrittlement of titanium in gaseous hydrogen due to localized surface, or
near surface, precipitation of brittle hydride phase. Mechanisms involving
formation of hydrides have been proposed in References 3-125 though 3-128 --
the most general formulation being the latter. Birnbaum [3-107] presents a
comprehensive review of the .role’ of precipitated and stress induced hydrides
on fracture mechanics. Nickel alloys such as Inconel 718 are severely
embrittled 1in gaseous hydrogen atmospheres as demonstrated in previous

sections.

If one removes the kinetic factors, then hydrogen embrittlement can be

characterized into:

1. hydride forming systems,
2. systems in which hydrides are not stable,
3. systems in which unstable hydrides may be stabilized by
applied stress [3-122].

In hydride forming systems the fracture mechanism is stress induced hydride
formation and clearage. The degree to which the hydride is stable relative to
the solid solution is a function of applied stress and the hydrogen chemical
potential at the crack-tip. If hydrides are stabilized at the crack-tip then
stress induced precipitation and fracture may apply. In non-hydride forming
systems the fracture mechanism is not well understood.  The reduction of

surface energy by adsorbed hydrogen [3-107, 3-129, 3-130] does not account for

the experimental observations as does hydrogen effects on the plastic proper-
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ties of metals [3-130]. The decohesion mechanism, originally postulated by
Troiano [3-131, 3-132] and expanded by Oriani and Josephic [3-133 through
3-135] seems to have the most promise, however, many questions remained
unanswered [3-107]. The decohesion mechanism stipulates that when the load
stress exceeds the atomic bond strength which can be reduced by the presence

of hydrogen solute, brittle fracture occurs.

The mechanisms assocated with fatigue crack growth at elevated temper-
atures have been summarized in several review papers [3-105, 3-113, 3-136].
If environmental effects are neglected then fatigue crack propagation at high
temperature is controlled by strain and diffusion mechanisms. For example,
the effect of frequency shown in Figure 3-44 can be explained by a decrease in
the range of crack-tip displacement with frequency due to higher effective
flow stress at higher strain rate [3-136]. Several authors [3-137 through
3-139] have developed quantitative models to treat this effect of time and
temperature, The formation and growth of cavities remote from the crack-tip
as a result of diffusion effects is discussed by Wells [3-136]. It is noted
that in order for there to be any significant effect on the crack growth rate
the crack-tip opening displacement must be in the same order as the cavity

spacing.

As mentioned earlier, the effect of environment on high temperature
fatigue can be significant, as added to the above mechanisms is the effect of
diffusion of a gaseous species. In his review of the effects of oxidization
at high temperature on fatigue crack growth, éricsson [3-105] reports a lack
of a unifying mechanistic theory to describe the observations. The factors he

believes to be important include; chemisorption of oxygen and oxidation at the
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crack-tip, segregation of oxygen to grain boundaries ahead of the crack-tip,
cracking of the crack-tip oxide and oxidation of fresh metal and inhibited
reversal of slip at the crack-tip. Wells [3-136] suggests that the formation
and properties of films at the crack-tip appear to be the fundamental problems

to be addressed.

In some material environment systems the combined influence of the
fatigue induced subcritical crack growth and stress corrosion cracking above
KISCC appears to be the sum of the two processes acting %ndependent]y with no
synergistic effect. wef and lLandes [3-92] postulated a model to account for
the effect of water vapor on the corrosion fatigue of steels above Kygee which
was based on the superposition of time-dependent slow crack growth and the
mechanical cyclic component. The model appeared to predict crack growths
reasonably well in some instances and Nelson [3-124] indicated its applic-
ability to a titanium alloy in a gaseous hydrogen environment. However,
Walter and Chandler [3-78] found that this model did not appear to hold true

for Inconel 718 in hydrogen.

Recently, considerable progress has been made concerning the rate
Timiting steps in the sequence of events that lead to environment induced
failure. Coordinated fracture mechanics and surface chemistry studies are
leading to an understanding of the chemical processes that control crack
growth rates. The influence of the environment on the transport processes are

measured and compared with the environmental effects on subcritical crack

growth rates.

Wei [3-75, 3-140] found that the rate controlling process for sustained

load crack growth for a high strength steel in water/water vapor was the
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nucleation and growth of oxide on the surface and the concomitant production
of hydrogen which leads to embrittlement at the crack-tip. Fatigue crack
growth in an aggressive environment both above and below Kigee is the sum of
three components, such that

da da

d d
@ e = ), * () S )

CF ScC

where the foilowing definitions apply

- (%%0 is the fatigue crack growth rate in an inert
i environment
- (%%) is the amount of crack growth due to stress cor-

SCC  rosion cracking during the time occupied by a
single load cycle.. This growth is considered to
occur ‘under sustained loads and can be evaluated
from knowledge of the SCC crack growth relation
between K and da/dt. By definition, this contri-
bution will be zero for values of K below Kygeee

- (=) is the cycle-dependent component that accounts for

cf synergistic interaction between fatigue and envi- "~
ronmental attack. This term accounts for environ-
mental influences that are observed below Kisce-

The modeling effort concentrated on establishing an anaiytica] expression for

estimating the dependence of (da/dn)cf with pressure and frequency in gaseous

environment. Correlation was obtained between model and experimental results

for fatigue crack growth below Kisce for varying frequency and pressure for

different alloy-environment systems (aluminum-water vapor, steel-water vapor,

steel -hydrogen sulphide).

It is apparent from this review that the environment can have a dramatic
effect on subcritical crack growth rates and that reliability of service life

predictions must necessarily depend critically on the proper accounting of
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environmentally induced effects. Wei and Simons [3-140] remark that these
effects have not been fully appreciated by a 1arge sector of the engineering
community. They substantiate this by the "“indiscriminate" use of "accel-
erated" tests and a disregard of cyclic load frequency as a significant vari-

able in design.

To date the phenomenological aspects of environment enhanced fatigue
crack growth are fairly well documented in voluminous literature. However, as
Speidel [3-76] points out, on an atomistic level, the imporfant steps involved
in the material environment interaction resulting in crack growth have, in
most cases, not been identified. Many mechanisms have been postulated, how-
ever most are limited in their application and relevant for a small class of

material -environment systems.

Obviously, a better understanding of the basic mechanisms involved in
corrosion fatigue is required in order that interpolation from limited data
can be made with any confidence. The interdisciplinary approach adopted by
Wei [3-75, §-140] to establish the rate limiting steps in the fracture process
appears to  have promise and has been applied to a range of material-

environment systems..

Additionally, the work of Ford as reported in Reference 3-141 and 3-142,
summarizes recent advances 1in gaining a better understanding of stress
~corrosion cracking and corrosion fatigue in material environmental systems of

interest in the powef'generating industry.
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3.6 TRANSITION CRITERIA

Cracks and defects in aerospace components generally are initially part-
through cracks that are open to the surface. This is especially true of pres-
surized components, because the presence of a through-wall crack would result
in a leak. Part-through surface cracks can grow in a subcritical manner due
to cyclic loading and/or stress corrosion cracking or hydrogen induced crack
growth. If left unchecked, this subcritical crack growth will most often
eventually produce a through-wall crack. During this period, the behavior of
that crack changes from that of a semi-elliptic surface flaw to that of a
through crack. The transition region may be defined as that region between
well defined part-through crack behavior and well defined through crack
behavior as shown schematically in Figure 3-52. Local plasticity, shear lips,
ligament behavior, geometric non-linearities, breakthrough, stress intensity
variation, as well as the parameters of part-through and through cracks.  are

all significant components of transition criteria.

For analytical purposes, a slightly more precise definition of transition
is possible. Within an analytical model, the transition region begins at the
point that the surface flaw model ceases to adequately model actual crack
growth. The region ends at the point that the through crack model adequately
models crack behavior. The transition region must, therefore, be defined in

the context of the overall analytical model, as most investigators have done.

Experimenta]]y,.transition may be defined as that range of behavior where
back face effects play a significant role in crack behavior. A great portion
of behavior thus defined may be accurately incorporated into the part-through

crack model, Tleaving only a small fraction to be defined by transition
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criteria. In reality, stable crack growth is a continuum, and it is not
always possible to discriminate between discrete regions under test condi-
tions. Breakthrough may also be narrowly defined both analytically and
experimentally as the initial rupture of the ligament allowing the passage of -

fluid.

Motivation for the understanding. of transition behavior comes almost
exclusively from pressure vessel and piping applications although it is appli-
cable in certain other areas for fracture mechanics. Foy' most piping or
pressure vessel applications leakage and/or ruptuire are the modes of failure
of primary concern. Accurate understanding of transitioning is necessary to
accurately predict the life to breakthrough or leakage (assuming stable crack
growth). Once breakthrough has occurred the leakage rate may be of concern
and detailed description of crack growth and opening becomes necessary. The
third concern is stable versus unstable crack growth within the transition
region. It has generally been assumed that if tﬁe subsequent through-crack is
stable, unstable crack growth in the transition region need not be considered.
This criterion. is "the foundation of all widely used leak before break cri-
teria. In certain applications crack arrest of unstable crack growth must be

investigated to assess overall damage and safety.

The topic of transitioning may be conveniently broken down into three
subareas, 1) analytical techniques, 2) experimental techniques and data, and
3) available data. . Fracture studies have been included because various
aspects of fracture of part-through crack specimens have provided some insight

into various analytical techniques that have been adopted for fatigue life
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prediction and transition criteria. Notation of flaw geometry is shown in

Figure 3-53.

3.6.1 Analytical Techniques

For most fracture mechanics probliems involving surface flaws, transition
and breakthrough criteria are not addressed explicitly. Rather, a Tleak-
before-break (LBB) criterion is employed as an upper bound on transition
behavior. The maximum stress intensity is calculated for a through crack of
length 2t, and if it is less than Kj., the LBB criterion is satisfied. This
approach presumes that the initial crack surface length (2c) is less than 2t,
and that the maximum K does not exceed Ki. at any point prior to the through
crack condition, or that the arrest value of K (Kp;) equals Kie.. In general
terms boﬁh test results and in-service performance records indicate that the
leak-before-break approach produces satisfactory, and possibly conservative,
designs - for materials typically employed in pressure vessel "applications.
Since the universal applicability of this approach is uncertain, in critical
applications, to account for the possibility of more rapid or critical crack
growth during transition than after transition, the limiting K may be taken as
Kias the crack arrest threshold. Both criteria are satisfactory for engi-
neering applications where safety is the paramount concern. They are inade-

quate where more detailed assessment is required.

State of the art techniques for detailed analysis of transition behavior
in the aerospace industry are presented in a collection of symposium papers
published in ASTM Special Technical Publication 687, "Part-through Crack

Fatigue Life Prediction" [3-143]. Various researchers participated in a round

3-122



£21-¢

.\C_uwsoww MBl4 TOB4uUNS °£G-f 3unbl4




robin study to assess the accuracy of currently available fatigue Tlife predic-
tion codes. (Some of these codes are reviewed in Section 3.7.) Each investi-
gator was supplied with basic material properties derived from compact test
specimens. They were also given information on part-through crack test speci-
men configurations, loading, and environments. Each researcher made a predic-
tion of the specimen 1ife until breakthrough and/or failure for a limited
numbér of specimens. While the overall objective of this study was not
assessment of transition criteria as such, all authors report on the tran-

sition and breakthrough criteria contained within the code they were using.

Three different approaches to transition were reported: "transition
point," “lower bound," and "upper bound". The transition point criterion
presumes that breakthrough and transition occur simultaneously when the depth
of the semi-elliptic surface crack becomes equal to the wall thickness. With
the lower bound approach, transition begins with the onset of back face
yie1ding (which occurs prior to breakthrough). The upper bound approach
assumes semi~e11iptic crack growth until the back face crack 1ength.is 90% of
the front face crack length. A1l three approaches are reportedly based upon

observed behavior and consistent with limited test data.

Three authors used the transition point approach of abrupt transition
from part-through to through crack behavior [3-144 through 3-146]. When the
calculated depth'of the semi-elliptic part-through crack is equal to the wall
thickneés (a/t = 1), both breakthrough and transition afe deemed to have
occurred and a model for a through crack of length 2¢ is adopted (Figure

3-54).
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The "lower bound" approach is contained in the code developed for
analysis of the SSME used by Peterson and Vroman [3-147] in the round-robin
study. This approach employs separate criteria for transition and break-
through, The development of this approach is based on crack growth patterns

observed in laboratory tests.

Transition begins with the onset of back face yielding, calculated as

follows:
g _ a ay (3, (4.
e 1 - w®* (1 - EQ (fﬁ (c) (3-19)
ys
where:
o = Imposed net section stress
Oys = Material yield stress

when the equality is satisfied, the surface crack length continues to grow but
growth in the crack depth is inhibited until breakthrough. Equation 3-19'13 a
simplified approach, based on limited test data that is in good agreement with
a model prepared by Kobayashi and Moss [3-148] as shown in Figure 3-55. This

approach is in close agreement with available test data.

Breakthrough is defined to occur when Equation 3-20 is satisfied.
2¢ a,q -0.821
2 - [0.860 (52)] "% (3-20)

This is a purely empirical approach derived initially from limited test data

and refined using the data from Reference 3-149,
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The overall predictive accuracy of the code employed by Peterson & Vroman
[3-147] is indicated by the results of predictions for ten test samples. The
average ratio of (predicted cycles/test cycles) to breakthrough was 0.95 with

a standard statistical deviation of 0.14.

Johnson [3-150] reports on the techniques employed in General Dynamic's
crack growth program, CGR-GD. which employs an upper bound transition criter-
ion. He uses separate criteria for breakthrough and transitioning. Appa-
rently the breakthrough criterion is that when the calculated crack depth, a,
is equal to the specimen thickness, t, breakthrough has occurred. This marks
the start of the transition region. The crack is assumed to continue to grow
through the transition region in elliptical shape as shown in Figure 3-56
according to the following equation:

v 2 t2
T2
al

(9]

=1

)

where
a' = imaginary crack depth if a > t

c¢'= back face surface Tength

When ¢' = 0.9c through crack criteria are then employed. During transition
the stress intensity factor is:
K=1.12 o M, (ﬂa/Q)l/z

where:
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Reportedly, this approach agrees well with the trend of experimental data at

General Dynamics.

It is very difficult to explicitly assess the accuracy of the various
breakthrough or transition criteria employed by various investigators given
the complex interaction of various program assumptions. However, the accuracy
of the various Tife prediction codes may be assessed. In summary, Vroman
repgrts overall average predicted to test ratios (Npred/Ntest) very close to
1.‘ The range of prediction ratios for a specific sample (averaged among all
investigators) ranged from 0.454 (with a standard deviation, s, equal to
0.099) to 2.18 (s = 1.390)., These results are based on. individual sample
test results so it is quite likely that material variability or specimen
.variability play a large part in the observed errors. The standard statis-
tical deviations associated with the above ratios give an indication of the
variation among researchers with s = 0.099 representing a high degree of
agreement among the various researchers and the s = 1.390 representing the

maximum disagreement among various researchers.

A qualitative assessment of the transition point criteria employed by
three of the participants in the comparisons reported in Reference 3-143 is
possible by examination of a figure presented by Rudd [3-144]. Two plots of
crack Tlength versus cycles are shown; Figure 3-57, which shows an unconser-
vative life estimate, and Figure 3-58, which shows a conservative prediction.

While significant errors exist in the overall accuracy of both predictions, it
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is apparent that the majority of the error accumulated at the early stages of
crack gfowth. In the vicinity of breakthrough, there 1is close agreement
betweenfthe analytica] prediction and the experimental data within the scales
shown on the figures. This indicates the adequacy of a very simple transition
criterion in this particular case, and suggests the need for refinement of the
part-through crack model. Since the number of cycles spent in the transition
stage was small relative to the number of cycles to failure, inaccuracies in
the transition stage predictions have only a small influence on the overall

predicted lifetime.

Scott and Thorpe report on the development of part-through fatigue life
prediction techniques by‘the UK Atomic Energy Authority [3-151]. They present
an assessment of the éccuracy of currently avéi]able (1981) stress intensity
factors and crack growth criteria for semi-elliptic cracks. = Scott and Thrope
employ Newmaﬁ's stress ﬁntensity formulation modified by back face yielding
criteria (i.e;, when the plastic zone radiué exceeds the uncracked ligament
thickness at its deepest point, the crack is treated as a through thickness

crack).

A problem closely related to transition criteria is determination of
stress intensity factors along the crack front of a part-through crack. This
topic is covered in detail elsewhere (see Section 2). Only a few comments or
areas of overlap will be made here. Numerous stress intensity formulations
for part-through cracks have been proposed which in some way include the back
face proximity correction factor. Newman [3-152] and Scott and Thorpe [3-151]
provide reviews and comparisons of a number of techniques. While most

formulations are limited to a/t ratio of something less than 1, several are
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explicitly applicable for a/t » 1 [3-153]. Newman compared model predictions
with fracture test results on brittle epoxy specimens and found correlation of
£ 10% for 95% of the data for several solutions. The test was designed
specifically to minimize placticity effects so the results are not directly
applicable to ductile materials. A formulation proposed by Newman provides
good correlation up to and including a/t = 1. The formulation has a further
appeal in that for a/t = 1 and a uniform for field stress (g it reduces to

K = I (Trc)l/2

which is the solution for a through-crack of length 2¢c. This formulation pro-
vides a rational procedure for cracks which grow stably from part-through to

through-cracks. Transition occurs abruptly at breakthrough when a/t = 1.

A1l other solutions reviewed by Newman do not reduce to the through crack
solution, but require some transition criteria to eliminate the analytical

discontinuity at a/t = 1.

3.6.2 Experimental Work

Initial results of experimental work conducted in the United Kingdom at
Berkeley Nuclear Laboratories are reported by Darlaston and others [3-154,
3-155]. Initial results have shown the widely used equivalent through-crack
criteria to be overly conservative in certain situations, such as long cracks.
Figure 3-59 shows the defect profile just after breakthrough of a surface flaw
that was classified as a sudden rupture defect by the equivalent through crack

approach. It was found that an initial long surface crack did not grow
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uniformly in depth to a through crack but tended to tunnel through the wall
over a short portion of the crack length. The result in all test cases was a
leak-before-break failure rather than the expected rupture. Such results are
consistent with studies of shorter surface defects that indicated a preferred
aspect ratio of a/c ~ 0.8 -- 1.0, Tests were conducted on a véry limited
number of sample types and are not necessarily generally applicable. A simple
empirical model to predict leak or break behavior was presented. The con-
tinuing research onective is to characterize leak before burst behavior of
pressure vessels and associatedA equipment. They appear to consider more
details than most authors regafding the phenomena involved in breakthrough
(e.d., dynamic effects due to breakthrough, fatigue versus stress corrosion,
crack arrest, leak rates, plastic behavior of the ligament). Reportedly,

research is in progress which may yield excellent data on transition behavior.

Several NASA studies (with more general .objectives) have generated an
experimental déta base which has proved useful to several investigators in
deriving expression for behavior in the transition region [3-149, 3-153,
3-156, 3-157]. Typical data available in these studies include the number of
cycles to breakthhough for a variety of crack and specimen geometries, onset
of back face yielding, variety of materials and basic material properties, and
in some cases correlation of tensile specimens and prototype pressure vessels.
Little detailed information is available on progress of the crack through the

transition region.

With a few notable exceptions, the problems of transition and break-
through have been addressed with simple bounding criteria (e.g. equivalent

part-through crack) or equally simple analytical techniques [3-85, 3-140,

3-136



3-145, 3-146]. Such criteria have proven to be quite satigfactory for most
engineering applications. Several empirical improvements have been suggested
and incorporéted into crack growth models [3-147, 3-150, 3-1511}. Given the
dependency of transition criteria on the overall modeling technique, it is
difficult to assess the accuracy of improved breakthrough criteria from the
literature, although it appears to be on par with the overall accuracy of

crack growth models.

3.7 AUTOMATED FLAW GROWTH COMPUTER PROGRAMS

The design and safety analysis of cyclically loaded light-weight struc-
tures, such as often encountered in aerospace applications, often involves
considerations of fatigue crack growth. In a manner similar to that outlined
in Secfion 3.1, subcritical crack growth characteristics are combined with
stress histories and stress intensity factor solutions to calculate how
hypothesized cracks would behave in service. Due to various complexities in
the analysis and to the large number of analyses often required, numerical
calculations on a computer are usually employed. This section will review
some of the more widely known computer programs for evaluation of flaw growth.
Such programs are often combined with automated means of calculating stress
intensity factors and therefore are closedly related to the computer programs

reviewed in Section 2.3.

Several state-of-the-art automated flaw growth programs were identified
and reviewed. Automated flaw growth programs are defined as computer algo-
rithms which use input or previously calculated stress -intensity factors and

figuratively grow the flaw through a structure to compute such parameters as
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fatigue life, residual static strength, and flaw shape change as a function of
time or number of applied load cycles. These algorithms typically output
tables and/or plots showing crack growth as a function of cycles (fatigue) or

time (stress corrosion, creep).

In practice, automated stres§ intensfty programs and flaw growth computer
programs are rarely developed as separate entities, but are rather coupled
together to form one convenient computer algﬂrithm. Typically, the flaw
growth computer programs include a subroutine or serfes of subroutines which
contain previously generated or inputodetefmined stress intensity soiutions
(i.e., autqmated stress intensity routines) and which are called during execu-
tion for the user-specified geometry and loading conditions to be used for the

¢rack growth solution.

Table 2-2 1ists the automated crack growth programs -- each containing
its own internal automated stress intensity algorithms -~ which were reviewed
in Section 2.3. These codes also have capabilities for analysis of -crack
growth. These capabilities will be reviewed here. Thié 1ist is by no means
complete since most private companies and university researchers involved in
crack growth prediction have developed their own in-house, unpublished algo-
rithms to suit their particular applications. The programs shown in Table 2-2

were selected on the basis of:

1. "Automated" Stress Intensities
2. “Automated" Crack Growth

3. Availability to NASA-MSFC

4. Applicability to NASA-MSFC Needs
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Availability of the algorithms to NASA-MSFC requires that the algorithm
(source deck and documentation) be available at no charge from the developer
or that the program can be purchased from the developer through the sponsoring
agency. The programs Tisted in Table 2-2 are of general nature in that
loading and crack geometry are not tailored to a specific industry or compo-
nent(s) within an industry, and consequently, are versatile for anticipated
NASA-MSFC applications. For reference purposes, several application programs
and brief abstracts afe provided in Table 2-3. These programs were not

reviewed in the current project.

Section 3.7.1 addresses how available algorithms in general reflect the
current state-of-the-art fracture mechanics life technology. Section 3.7.2
provides brief excerpts from published code abstracts which describe in gen-
eral the options of each program. Also included in this section is a conven-

ient tabular summary of the important.options/features of each program.

3.7.1 Computer Modeling of Fracture Mechanics Life Technology

Ideally, a flaw growth computer program should be a repository for most
or all fracture mechanics 1ifg technalogy. In addition, it should be effic-
jent and reasonably "user friendly." Several composite categories which
reflect current fracture mechanics life technology are presented in this
section and are used as criteria for evaluation of the computer codes listed

in Table 2-2. The composite categories are:

. Flaw Geometries and Loading

. Crack Growth Material Models
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. Variable Amplitude Leading
. Special Crack Growth Models

. Efficiency

Flaw Geometries and Loading

For ongoing fracture mechanics life technology projects, the ability to
have an efficient and accurate 1ibrary of stress intensity factors for a wide

variety of loadings and geometries is obviously important.

Crack Growth Material Models

The programs surveyed typically contained one or more crack growth models
which provided the analyst with options as to which relationship is best
suited to accept his inputs of da/dn versus AK. The most frequently encoun-

tered crack growth models were the following (or modifications thereof):

Paris: da/dn = C(akK)®

. ¢ (ak)™
Forman: da/dn TT=R Kc —y

AK m

c
(1 - R)l-S

Walker: da/dn

Tabular: Point by Point Input of da/dn, AK

Several other less well known crack growth relations were found in these

programs. In fact, it frequently appears that each program has its own "more
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realistic" crack growth model. Several examples of these models are the
Co]1ipr1est-Ehret found in MSFC-2 [3-158], the Hopkins-Rau [3-16] in BIGIF,
the inverse-hyperbolic-tangent in BEWICH, and the completely-general model
developed in FATPAC. It is not the intent of this section to discuss in
detail the applicability, merits, or validity of these varjous material
"models" which, for the most part, are nothing but regression equations used
to fit reduced crack growth data from the 1laboratory. It is, however,
important that as future algorithms are developed, they consider the
importance of such parameters as R-ratio, Kpax» and threshold intensities,
AKth(R), on fatigue crack growth rate. The model available in FATPAC
illustrates a complex attempt at including these variocus parameters

simultaneously:

@, aK*(ak® - [aKyp (0) (1 - R)YIBE )"

W T € o) P o]
(1 =R) " ayrs (Ko = Kpay)

where AKth(R) is the threshold value of AK below which no growth occurs and is

assumed to depend on R through the equation

8K (R) = 8K, (0) (1 =R )Y
where AKy,(o) is threshold at R = 0, oyrs is the ultimate tensile stress, Kj.
is the fracture toughness and A, a, B8, Y, 8, €, p, 0 and t are regression
(i.e., data fitting) constants. Implicit in the use of this crack growth

equation is the assumption that besides effects on threshold, the only other
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explicit dependence on R is represented by the (1 --R)T term in the denom-
inator., For positive values of R the dependences on R are reasonable in
certain circumstances. However the onus of establishing their applicability

to cases of negative R must rest with the user.

The most direct and general method to model the crack growth rate as a
function of these various parameters is to give the various regression equa-
tions and to input 1in tabular form da/dn versus AK where AK has been
parametrically varied to inciude R-ratio, Kpax» and AK¢p(R) effects. Two
programs which currently include this option of multivariate, generalized
da/dn, (aK, R, AKth) tabular input and use various interpolation techniques
for obtaining continuous values of da/dn are MSFC-2 and BIGIF. Extreme
caution must be used by the analyst in that he must be aware of how a specific
algorithm -- whether using tabular or equational material models -- performs
interpolations and especially extrapolations from input vafues of da/dn as a

fUﬂCt'iOn Of AK (R, AKth’ K“ax)o

Variable Amplitude Loading

Fatigue crack propagation under variable amplitude Jloading and the
associated load interaction effects (described in Section 3.4) have been of
primary concern to aircraft and gas turbine manufactureres since the late
1960s and early 1970s. The imp]eméntation of a fracture control plan on
airframe structures -- as specified in MIL-STD-1530A - reflects this con-
certed effort to be able to accurately predict crack growth under flight
loading conditions. Aircraft manufacturers realize that to neglect crack

growth retardation caused by tensile overloads could lead to unnecessary
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weight increases and cost penalties. On the other hand, an unsafe design
could result if acceleration effects and reduction of retardation effects

caused by underloads,. c¢reep, etc. are not accounted for in the analysis.

As a consequence of this commitment to modeling variable amplitude
fatigue crack growth, all of the flaw growth programs listed in Table -2-2
which are or have been associated with the aerospace industry (FATPAC being
the exception) are capable of accepting, in increasing order of complexity,
overloads, step loading, programmed block loading, and fTight-simu]ation
loading (see Figure 3-60). FATPAC, although not aerospace associated, has
this capacity, too. Crack growth is accounted for on a cycle-by-cycle basis
in these programs. Each code has specific limits on the number of a]lowab]e
blocks, number of allowable steps within. a block, and the number of allowable
cycles within a step. These limits usually are determined by computer storage
capacities and typically can be increased without much effort. One program in
particular,. EFFGRO, contains great flexibility in spectrum definitions by
setting up working blocks through the use of dummy steps and "rotated grbups"

to insure that fractions of cycles are included in the analysis.

A1l of the programs reviewed contained load interaction models except -
BIGIF and FATPAC. In fact, one of the codes contained multiple interaction
models and allows the user to select the most appropriate model -- or no.
retardation model at all. The following retardation/acceleration models were
found in these programs (see Section 3.4 for a discussion of these retardation

models):
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Figure 3-60. Loading Conditions Capable of Being Input
into Surveyed Automated Crack Growth
Programs.
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Retardation Model : Code

Wheeler [3-62] BEWICH, MSFC-2
Willenborg (modified) [3-63] FLAGRO-4, MSFC-2

Multi Parameter Yield Zone (MPYZ) [3-72] CGR=-LaRC

Willenborg/Chang [3-57] EFFGRO
Modified Elber [3-61] FAST=2

Grumman Closure Model [3-159] MSFC-2

Several of the programs and interaction models were used recently in a
round robin éna]ysis conducted by ASTM Task Group E24.06.01 [3-71] for pre-
dicting fatigue crack growth behavior under random Jloading sequences.
Although reasonably accurate predictions were achieved, it is not clear
whether the load spectra adequately test these models due to the lack of
dominant retardation or acceleration effects, as evidenced by the fact that

linear cumulative damage phedictions offered nearly as good correlation.

Special Crack Growth Models

A créck growth model for the transition of a surface flaw or cornef crack
to a through-thickness crack is available in three of the programs surveyed.
Figure 3-61 illustrates transition criteria for several of the programs. Note
- that the sister program of CGR-LaRC, CGR-GD, developed at General Dynamics
contains the upgraded feature of the transition model. A survey of break-
through (transition-'region) criteria -- including experimental results and

analytical modeling -~ is included in Section 3.6.
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Surface Flaw

Code: BEWICH 2-87

CGR-GD*  2-88
EFFGRO**  2-91
MSFC-2 295

* General Dynamics version of CGR-LaRC
**Qriginal version. Updated version developed at
Rocketdyne not available at time of review.
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Corner Crack

Transition Criteria to Through Crack: a > t
¢ > 0. 9c 4
a > (1- /dys) T equw
a=t (Start Transition)
¢ > 0.

95¢c (Complete Transition)

Figure 3-61. Various Transition Models for Surface or Corner
Cracks Propagating to Through-Thickness Cracks.
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Each program surveyed in Table 2-2 contained one or several "special"
crack growth features. For example, BEWICH contains special checks on
validity of user-input plane stress or plane strain conditions, and validity
of linear elastic fracture méchanics by comparing o with gys - BIGIF likewise
contains special options on variable thickness used frequently to model after-
the-fact crack propagation of surface flaws from measured benchmarks, and
special options on inputting the critical stress intensity factor, Ki., as a
function of crack depth. Because of the large number of these “special” tech-
niques, each one cannot be discussed in detail for the programs Tlisted in
Table 2-2. However, the summary table presentedvin Section 3.7.2 will provide
a list of the important salient features. The reader is referred to refer-

ences at the end of this chapter if more detailed information is desired.

Efficiency

By definition, optimum state-bf-the-art stress intensity and flaw growth
programs should a) accurately utilize current fracture mechanics technology,
b) be efficient in terms of computer storage and execution time, and c¢) be
reasonably "user friendly". The previous paragraphs addressed current frac-
ture mechanics technology while the following paragraphs address efficiency.
No comments will be made on the degree of user friendliness, since this judge-
ment cannot be made from reviewing program manuals, but must come from users

who are able to make comparisons as a result of executing the codes.

Most computation time in a flaw growth program is consumed during the
integration of the first order differential equation, da/dn = f(a), where f(a)

can be one of several relationships, e.g., the Paris formulation f(a) =
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c(ak)m, As three-dimensional, multi-degree freedom crack geometries are
evaluated for stress intensities and crack growth at several locations around
the crack front, numerical techniques become more invo]ved since they must now
handle the solution of a set of coupled differential equations of the

following form:

dal/dn Fl(al, az, ccoy an)

dag/dn = Fp(aj, 89, ees ap)

°®
°

dan/dn = Fn(al, 329 coecy an)

Computer execution time is also directly proportional to the number of load
blocks, load steps within a block, and l1oad cycles within a step. . Conse-
quently, computer execution timé becomes of more concern when extensive vari-
able amplitude cycling is modelled (e.g., fTight'by flight execution of air-
craft).

The best available reference to data which describes and compares the
relative efficiency of the most popular numerical techniques for crack growth
applications is an article by Chang et al. [3-160]. In this article a review
and eQa]uation of the state-of-the-art numerical techniques was conducted to
select a cost-effective method for incorporation into an improved crack growth
algorithm developed at Rockwell. The numerical techniques reviewed were

common methods of solving two categories of crack growth analyses. In mathe-

matical form,
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Category 1:

m=-1 m=1 a
f da
n= E: An. = E f i
=1 d=lda FIAKRe ) 4

Category 2:

m
b2 =a.-a = T.glda/dn

1

The numerical methods selected for Chang's et al. review were the closed-form
solution, mean value and Runge-Kutta, Taylor series expansion, and linear
approximation. Details are provided on each of these methods in [3-160]. The
results of Chang's survey indicated that the Runge-Kutta and linear approxi-
mations were most frequently used in crack growth programs. Selecting these
two methods for evaluation, Chang et al. executed CRACKS [2-89] and EFFGRO
[2-91] which contained Runge-Kutta.'and linear -approximation algorithms,

respectively., .

Briefly, the Runge-Kutta integration technique calculates the increment

of crack size, aa, from the current crack size, aj, within m cycles as

follows:

Aa = ap,1 - ap = 1/6 (kg + 2k + 2Kkp + k3)

where
_ da
0= 4" T |a
da
ka = AN —=—
1 dn|a  + k0/2
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Al11 four k-values represent slopes at various points. kg is the slope of the
starting point; k3 is the slope at the right-hand point whose ordinate is
ap + kp (an); ko is one of the two slopes considered at the midpoint with
ordinate (a, + 1/2 klAn); and, finally, ky is the second slope at the midpoint

whose ordinate is (ap+1/2kgan).

The Vroman method [2-87] assumes that the growth rate 1is constant
throughout a load step so that'the crack size is a linear relationship with
the number of Toad cycles. The method proceeds by considering a load step, i,
and taking the values of (opay)i and (opjp)i to compute the crack growth rate,
da/dn. The value of (sa)/(da/dn) is then compared to n;, where "a" is the
crack size. If (sa)/(da/dn) is greater than n;, then the crack growth for
that particular load step is Aa = nyx (da/dn);; "a" is increased by Aa; and
the program proceeds to the next load step, (i + 1). If (8a)/(da/dn) is less
than or equal to n;, the number of cycles to grow (sa) is (sa)/(da/dn). This
value is subtracted from Nis the crack size "a" is increased by (&), and this
load step is reconsidered. This process continues with (8a)/(da/dn) beihg
compared to the remaining cycles in this load step. when a11 the load steps
in a block are exhausted, the program proceeds to the first load step of the

- next block.

Chang's results for various types of loading are reproduced in Table 3-5.

Chang concluded that fatigue crack growth predictions were very close. The
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Table 3-5
Results of Chang's et al. [3-160] Survey and Evaluation
of Efficiency of Popular Crack Growth Numerical Procedures

CRACKS EFFGRO
Loading Type Predicted Lifa CPU Predicted Life cPU CPU(CRACKS)
Cycles Cycles CPU(EFFGRO)
1,009,500 0.1352 1,004,270 0.0260 5.2°
2,199,750 2,184,830
Constant Amp! itude 1,?§g:g§g 1.0023 1,?25:333 0.0683 14.7
11,325 0.0177 11,310 0.0098 1.8
24,675 24,630
14,105 0.0390 14,105 0.0370 1.05
14,105 12,860
Single Overload ‘:g:ggg 0.0092 g:gég 0.0067 1.37
35,010 0.0235 35,010 0.0068 3.45
25,010 25,010
11,500 0.0218 10,885 0.0260 0.84
9,250 8,560
17,620 17,705
25,500 23,080
10,485 0.0237 10,495 0.0250 0.95
3,000 v 6,850
17,520 17,470
23,000 22,135
Block Loading 74,750 0.0308 74,625 0.0177 1.74
8,300 8,210
102,000 101,760
12,050 10,970
65,750 0.0128 65,625 0.0177. 0.72
6,550 6,000
95,750 : 95,760
9,900 9,850
Random cycle<by-cycle 156,650 2.6667 155,290 0.4598 5.8
2.2

flight spectrum - 90,070 0.4998 90,500 0.2267
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linear approximation appears to be more efficient for constant amplitude and
flight-by-flight spectrum loading. For block loading, computer costs for the

two methods were identical.

3.7.2 Program Abstracts

This section contains selected excerpts from the abstracts (if available
at time of report issue) of the manuals for the computer codes listed in Table

2-2. Brief background material on the- program is provided when possible.

Computer Code: BEWICH

Computer.code BEWICH was developed by Imtiaz [2-87] in a joint effort
with Beech Aircraft Corporation and Wichita State University. No acronym was
assigned to the code in [2-87], so the indicated acronym was assigned for
purposes of reference within this document. Excerpts from the introduction

follow:

This program has the capability of analyzing growing of most common
types of cracks (edge cracks, center cracks, corner cracks, and
surface cracks) as well as accounting for the transition from a
corner or surface crack to a completely thru-the-thickness crack.
The input loading may be a "mission profile" type of stresses with
or without concentrated loads. This mission profile may be
repeated a number of times. The stresses may be applied in c¢yclic
block-increments or in individual cycles. For each cycle or block-
cycle, crack growth rate and the new crack length is calculated.
The user has the option to use either Walker's equation or Jaske-
Feddersons's 1inverse-hyperbolic-tangent equation for the crack
growth rate calculations. Material constants for Walker's equation
are input by thée user while for Jaske-Federsons's they are stored
within the program. (At present constants for only 2024-T3,
7075-T6, 7075-T7351, 300M, and Ti-6Ag-4V are stored).

For each Tloading there are built-in checks and corrections for
plastic zone size, finite width, plane stress versus plane strain,
applicability of linear elastic fracture mechdnics, and failure of
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the specimen. In case of corner crack, the depth of the crack
grows proportional to the length and when the crack grows com-
pletely through the thickness of the material, the problem is
reformulated as a thru-crack problem.

Wheeler's model is used for crack growth retardation. The use of
retardation and plastic-zone correction are optional to the user
and go hand-in-hand.

The output data contains all the input parameters, a complete des-
cription of input problem, and most of the useful intermediate
calculations used in finding the new crack length. More than one
problem may be stacked back-to-back in one computer run.

Computer Code: BIGIF

BIGIF [2-17] was developed at Failure Analysis Associates under funding
from several sources, most notably the Electric Power Research Institute.
Salient feétures and options are noted in the following excerpts from the

summary [2-17]:

The fracture mechanics approach to structural. reliability accepts
that some flaws will be present, but that conditions can be estab-
lished to assure that flaws do not grow to an unacceptable size
during the life of the structure. Fracture mechanics 1life pre-
diction requires calculation of crack tip stress intensity factors
(K) to quantify both stable crack growth and the conditions of
unstable fracture in complex geometries .under complex elastic
loading conditions which 1lead to high stress gradients. The
Influence Function (IF) technique for general fracture mechanics-
based fracture, fatigue, and stress-corrosion cracking analysis has
been incorporated into an efficient computer program called BIGIF,
an acronym for Boundary-Integral-equation-Generated Influence
Functions. The BIGIF computer code has been developed to perform
accurately and inexpensively these 1ife predictions for a wide
range of two- and three-dimensional stress fields and cracks and
structural geometries, given that the elastic stress solution for
the uncracked structure is available from another independent
source.

BIGIF has four advantages over other publicly available fracture
mechanics programs. The most important advantage 1is that the
program accurately accounts for general tensile elastic stress
gradients due to notches, holes, temperature gradients, or residual
stress fields in the vicinity of the crack and maintains accuracy
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even for very severe stress gradients. The second advantage is
that the program is very efficient (inexpensive to operate) for
both two- and three-dimensional problem models with stress
gradients, some of which simulate the changing shape of a growing
crack. The third advantage is the program's capability to model
the simultaneous effects of many cyclic load transients with
different stress fields, each specified in any of several ways.
The fourth advantage is that BIGIF can account for first order
plasticity effects on subcritical crack growth provided that the
inelastic deformation is contained enough to provide a near-linear
load-displacement curve. All of these capabilities, particularly
the capability of modelling accurately the nonlinear stress grad-
ients, make BIGIF a suitable alternative technique for the non-
mandatory flaw evaluation procedure in the ASME Boiler and Pressure
Vessel Code, Section XI, Appendix A, whenever the Code procedure is
Jjudged to be inadequate.

For a broad class of three-dimensional elastic crack problems in
which a stress analysis is available for the uncracked structure,
BIGIF 1is at least one hundred times less costly to use than gener-
ally available direct finite element (FE) method computer solutions
which include the crack in the idealization. Furthermore, the
accuracy of IF-calculated K values is nearly independent of the
severity of the stress gradients, while the cost and error of FE
analyses can increase rapidly with the gradient of stress. The
accuracy of the IF solutions have been verified by both- the present
investigators and others by comparison with other analytical solu-
tions, experimental structural simulation, and crack growth rates
observed on structures in the field. '

The IF method has been used extensively by Failure Analysis
Associates to solve a variety of fracture mechanics-based sub-
critical crack growth problems involving fatigue, corrosion-
assisted fatigue, and stress-corrosion cracking. Electric utility
applications include postulated pressure vessel beltline weld and
nozzle cracks, cracks in steam turbine rotors, shafts, and blades,
pipe cracks, and cracks in steel beams in the nuclear containment
structure. By December 1980, over fifty electric utilities, corpo-
rate, and individual users in the energy industry had acquired the
BIGIF program. Non-utility applications are numerous and include
evaluation of the significance of cracks in auto components, bridge
structures, supertanker welds, wind tunnel pressure boundaries,
valves in cryogenic LNG systems, toilet tanks, and critical gas
turbine and helicopter components. In addition, the three-
dimensional IF method used in BIGIF is a key element in the current
design analysis systems at the Pratt & Whitney Aircraft Division of
United Technologies Corp., where it was initially developed to
analyze aircraft gas turbine engine structures.

« « o To use BIGIF, the user inputs the general material crack

growth properties, the uncracked structure's stress field, and
certain other parameters for each cyclic load transient. The BIGIF
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" computer program allows the user to model multiple load transients
on a structure which can be assembled into one time or cyclic block
which is applied repeatedly to the structure. He also chooses,
from a library of seventeen flaw models, the crack geometry model
that simulates the actual structure being analyzed. Each of these
models has been evaluated and verified with test cases. The
present investigators are continuing to develop and incorporate new
influence function solutions into BIGIF to expand the program's
library of geometries.

Besides standard fatigue analysis, BIGIF can be applied to predict
stable crack growth by stress-corrosion or creep cracking which
crack growth rate on a per-time basis can be specified in the crack
growth relation instead of on a per-¢ycle basis. Using other
straightforward transformations of input data and minor program
modifications, the program can even be used to compute changes in
strain energy, structural stiffness, and natural vibrational
frequency caused by the growing crack.

Computer Code: CGR-LaRC

CGR-LaRC was developed by Johnson [2-88] and is currently available at
NASA Langley. The version, CGR-GD, is currently used at General Dynamics and
contains the through-crack transition model, but was not made available for a
complete review in this survey. The function of CGR-LaRC is to predict crack
length versus cycles (or time) from an initial crack size to final flaw size.
Embedded in this program is the Multi-Parameter Field Zone Model developed by
Johnson [3-72] to analyze variable amp]itudé loading. The program contains
several .special checks including oyjgament < oyLT and da/dn less than the
value input by the user of da/dn for fast fracture. No published abstracts,

introductions, or summaries were available for inclusion in this section.

Computer Code: CRACKS IV

CRACKS IV is the latest version of the general fracture mechanics crack
growth program, CRACKS, and was developed by Engle [2-86] at Wright-Patterson

Air Force Base.
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Computer Code: CRACKGRO

CRACKGRO [2-90] is currently being constructed by Rockwell under funding
of Wright-Patterson Flight Dynamics Laboratory (WPFDL). CRACKGRO is a com-

bination of the current versions of CRACKS and EFFGRO.

Computer Code: EFFGRO

EFFGRO [2-91] was developed at Rockwell International in the early 1970's
and was based on Vroman's Crack Growth Method [unpublished] of linear approxi-
mation. The features available within the original EFFGRO program [2-91] are

described in the following excerpt from the Introduction:

This summary presents the necessary information for the usage of
the program "“EFFGRO", available under the auspices of North
American Rockwell, Los Angeles Division, from Structures Analysis,
Fatigue and Fracture Mechanics Group.

The program predicts crack propagation based on G. Vroman's, Crack
Growth Method. The method utilizes the fact that small changes in
crack length have a minimal effect on the crack growth rate, and
therefore, 1is able to calculate c¢rack propagation histories
efficiently. The program uses Forman's equation for part through
cracks and/or through cracks. The crack(s) may emanate from a
hole.

The Tloading spectrum or loading block may be in form of percent
bending moment, percent stress, bending moment, or stress. The
spectrum or block -may be permutated according to sets of randomized
steps. It also may have groups of steps which are rotated among
themselves at given intervals, it may also have groups of special
steps which are applied only at given intervals.

Crack growth may be analyzed with or without the effects of retar-
dation due to overloads. Both part through and through the thick-
ness. cracks may be considered. Part-through cracks may transition
and become through-thickness cracks. The analysis is ended when
instability occurs or when the transition requirements are not
satisfied. -
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Computer Code: FAST-2

FAST-2 was developed by Newman [2-92] at NASA-Langley Research Center.
Newman's closure model [3-61] is coded into this program which is described by

the following excerpt:

FAST (Fatigue-Crack Growth Analysis of Structure -- A Closure
Model) [2-92] is a program to predict crack length against cycles
from an initial crack size to failure for various crack configur-
ations. The applied cyclic loads can be.constant or variable amp-
litude. The program uses the crack-closure concept to account for
load-interaction effects (acceleration and retardation). Either
tensile or compressive loads can be applied to the crack configur-
ations. The crack-opening stresses (S,) are calculated from crack-
surface displacement equations and the effective stress-intensity
factor range is elastic. Many of the variables used in the program
are defined in the comment section at the beginning of the main
program (FAST-2). '

Computer Code:. FATPAC

FATPAC was developed by Chell  [2-93] at the Central ETectricity. Research
Laboratories in England. FATPAC is jointly executed with FRAPAC,‘an algorithm
which computes the stress intensity factors for use in 1ife calculations. The
FATPAC program is based on the weight funcfion (on influence function) method.
The program's options and capabilities are best summarized by the following

excerpts from the summary [2-93]:

The computer program FATPAC calculates the growth of a defect by
fatique using the stress intensity factor subroutine incorporated
in the computer.program FRACPAC. To aid failure assessments many
facilities have been written into FATPAC. Up to 80 different load
transients can be specified, either in terms of the stress distri-
bution in the uncracked structure, or as stress intensity factors,
or as combinations of other transients. Stress gradients can be
taken into account if these vary only in one direction. Growth can
be calculated for up to 40 periods and within each period up to 80
loading blocks can be applied. A total of 35 crack and structural
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geometries can be handled, ranging from extended and elliptical
embedded and surface defects in infinite bodies, to the same
defects in structures of finite dimensions. Elliptic defects have
up to three-degrees-of-freedom which means that in stress gradients
not only is the size and shape of the growing defect predicted but
also the position of the centre of the defect which may display an
apparent movement from its original position.

To describe growth a generalized fatigue Taw may be used or one
based upon the Paris-Erdogan equation. In the latter case the
fatigue law constants can be made to depend on both R and. &K so
that a piecewise description is possible of a wide range of fatigue
behavior. If, for exampie, frequency or wave form are important,
specific loading blocks may require their own set of fatigue laws.
In FATPAC this is accommodated by using range numbers which can be
assigned to each loading block, allowing identification of the set
of fatigue law constants to be used for the block.

Fatigue growth can be either forward or backward, that is with
increasing or decreasing crack size, thus enabling the determina-
tion of tolerable defect sizes from critical data. Although severe
stress gradients can be catered for, the facility exists whereby
the stress is linearized over the crack and this modified stress
used in the calculation., The program can also be used to estimate
growth by stress corrosion or creep mechanisms provided these can
be expressed in a form relating the growth rate to the stress
intensity. . .

Computer Code: FLAGRO-4

FLAGRO-4 [2-94] was developed by Rockwell International Corporation and
is currently used at NASA-Johnson Space Center, The fol]owiﬁg abstract

describes its options:

Structural flaws and cracks may grow under fatigue inducing loads
and, upon reaching a critical size, cause structural failure to
occur. The growth of these flaws and cracks may occur at load
levels well below the ultimate 1load bearing capability of the
structure. The Advanced Crack Propagation Predictive Analysis
Program, FLAGRO-4, was developed as an aid in predicting the growth
of pre-existing flaws and «cracks in structural components.
FLAGRO-4 provides the fracture mechanics analysts with a computer-
ized method of evaluating the "safe crack growth life" capabilities
of structural components. FLAGRO-4 could also be used to evaluate
the damage tolerance aspects of a given structural design.
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The propagation of an existing crack is governed by the stress
field in the vicinity of the crack tip. The stress intensity
factor is defined in terms of the relationship between the stress
field magnitude and the crack size. The propagation of the crack
becomes catastrophic when the local stress intensity factor reaches
the fracture toughness of the material. FLAGRO-4 predicts crack
growth using a two-dimensional model which independently predicts
flaw growth in two directions based on the calculation of stress
intensity factors. The analyst may specify that the growth rate be
controlled by Collipriest's equation, Forman's equation, Paries'
equation, or by tabulated, user-supplied data. FLAGRO-4 can model
part-through, through, and corner cracks located on panels, on
panel edges, at open holes, at pin loaded holes, at pin loaded
Tugs, and on tube or bar surfaces. The modeling of the crack
growth may be continued until propagation becomes catastrophic.
FALGRO-4 can accommodate part-through to through crack transitions,
stress gradients across the width and thickness, cold worked hole
-residual stresses, material property variations due to environ-
mental changes, and Willenberg retardation.

Input to FLAGRO-4 consists of initial crack definition (which can
be defined automatically), rate solution type, flaw type and
geometry, material properties (if they are not in the built-in
material table), load spectrum data, load-stress functions, and
design limit stress levels. FLAGRO-4 output includes an echo of
the input with any error or warning messages and a life history
profile of the crack propagation. . .

Computer Code: MSFC-2

MSFC-2 [2-95] is the current crack growth analysis program used at NASA-
Marshall Space -Flight Center. No acronym was assigned to the code in [2-95],
so the above acronym was assigned for purposes of reference within this

report. Excerpts from the user's manual introduction follow:

The MSFC crack growth computer program calculates crack growth for
part-through cracks, through-thickness cracks and cracks which are
transitioning from part-through cracks to through-thickness cracks.
The computer program has been written to be flexible in its opera-
tion and to be easily adapted and changed as fracture mechanics
technology changes and/or the design usage of the program changes.

The computer program is essentially an integration routine which

calculates crack growth from an initial defect size and terminates
calculation when the crack is sufficiently large for a critical
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condition (instability or rapid growth) to be reached. The initial
defect size may be designated by the user or established by the
computer program on the basis of proof test logic. In addition, if
a design life is not met for a particular structure, the program
has the capability of varying the thickness of the structure or
initial defect size so as to establish the geometry which will meet
the design requirements.

During. the period when a crack 1is a part-through crack, crack
growth in the depth and surface directions may be different due to
‘variations in stress intensity factors and/or directional depen-
dence of material properties. The MSFC computer program considers
‘both of these effects and hence incorporates realistic crack shape
changes. During the period when a crack is transitioning from a
part-through crack to a through-thickness crack, the crack lengths
on the backside and the frontside are different. The MSFC computer
program tracks the growth of these two dimensions separately; eval-
uating the stress intensity factors at each surface until these
dimensions are the same and the crack has completed its transition
to a through-thickness crack.

The computer program allows two different-methods of load input.
For each step in the loading block, the user specifies either: (1)
Maximum Stress, Minimum Stress, Number of Cycles or (2) Maximum
Stress, Stress Ratio, Number of Cycles. It should be noted that if
crack growth mechanisms other than fatigue are being considered
(e.g., static stress corrosion) the appropriate rate variable can
be used instead of cycles (e.g., time at load) in conjunction with
appropriate material constants as descr1bed below to perform a wide
range of phenomenological studies.

The use of a limit load (a load which may be higher than any load
in the actual spectrum) to determine the end of design life is a
common practice. The MSFC computer program has therafore been
written to consider a separate limit load (apart from those in the
spectrum) and to determine when it causes failure. However, after
failure due to Tlimit load occurs, the crack growth calculation
continues, The limit load failure information is included in the
output,

The crack growth rate material properties may presently be input
into the program in any of four formats: (1) Paris equation with
upper and lower cutoffs in stress intensity factor; (2) Forman
equation with upper and lower cutoffs in stress intensity factor:
(3) Collipriest-Ehret equation with additional upper and lower
cutoffs in stress intensity factor; (4) tabulated as a function of
stress intensity range and stress ratio. An important feature of
the material property description 1is that different material
properties (crack growth equations, fracture properties, yield
stress, etc.) may be designated for each step in the loading
spectrum. Thus varying temperatures and environments may be
considered. '
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The MSFC crack growth computer program has the capability of
utilizing any one of three crack growth retardation models. Of
course, the effects of retardation on crack growth will not be
considered if the user does not request it. The three models
presently available are: (1) Willenborg; (2) Wheeler; (3) Grumman
Closure Model. )
Table 3-6 is a summary of the most salient features of the programs
surveyed in the current project. More detailed explanations of any option/

method can be obtained from the user manuals.

3.8 FATIGUE CRACK GROWTH UNDER COMPLEX STRESS CONDITIONS

The vast majority of fatigue crack growth problems encountered in the
aerospace industry involve cyclic loading of cracks in the opening mode (Mode
I). Situations occur in which fatigue cracks can hucleate and grow in other
modes of loading. Such situations result from éomplex stress systems, such as
are produced by Hertzian contact. Ball and roller bearings and train wheels

on rdils are familiar examples.

Severa] criteria are available for combining component stresses into a
single "(—:ﬂ"‘\"ectiverll stress term which simplifies prediction of fatigue of'crack
growth under combined stresses [3-4, 3-161, 3-162]. Such formulations are
intended to unify and extend fatigue and crack growth data obtained with
simple laboratory specimens to define fatigue and crack growth in structures
subjected to complex stress fields. The choice of formulation to use will
depend on:

1. the mechanics of flaw initiation and growth as to the

local stresses and their distribution which are required
to force the material to form and extend a crack,
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Table 3-6

Automated Stress Intensity and Crack Growth Programs

*Acronym for reference only

{N/A):
(N/L):

information not available
No fixed Yimit

CODE HISTORY

FLAW GEOMETRIES AND LOADING CONDITIONS

VARIABLE AMPLITUDE CAPABILITIES

Cycles

(N/R)

Sponsor Applied Stress
Code Name Developeri Available K-solutions Distributions Plasticity Options Cycie Input Format Load Interaction
[Reference) Reference {Method) : (Capacities) Models
BEWICH* Beech Alrcraft 9 Uniform, Crack Tip Plastic Blocks (N/A)
(S. Imitiaz) Pin Loading Zone
[2-87) (Handbook, Closed-Form) Steps  (N/A) Wheeler
Cycles (N/A)
BIGIF Fallure Analysis Assoc. 17 General Stress Contained Plastlcit¥ Blocks (N/L)
{P. Besuner) : Distributions -Notches, Holes, Ky's-
[2-17] (CYosed-Form, Weight Steps  (20) None
Functions)
Cycles ({N/L)
CGR-LaRC NASA-Langley R.C, 10 Uniform, Blocks (N/A)
{S. Johnson) Pin Loading None ‘ Multi Parameter
[2-88) {Handbook, Closed-Form) Steps  (N/A) Yield Zone (MPYZ)
Cycles {M/A)
EFFGRO Rockwell Int. (NAAD) 10 Uniform Crack Tip Plastic Blocks {N/A) Yroman (unpubl ished)
(M. Szamossi) Zone {plane strain)
[2-91) {Handbook, Closed-Form, Steps  (N/A) Stmilar to
Tabular) Willenborg Mode}
Cycles (N/A)
FAST-2 NASA-Langley R.C. 9 - Uniform, None "Blocks (N/L) Newman's
(J. Newman) Bending (surface Closure Model
[2-92) {Handbook, Closed-Form}  crack only} Steps  (50)
Cycles (N/L)
FATPAC Central Electricity 35 General Stress Crack Tip Piastic Blocks . (40) None
Research Labs Distribution Zone (35 Geometries)
(G. Chell) {Closed-Form, Weight Steps  (80)
[2-93) Functions) Contained Plasticity,
€OD {12 Geometries) Cycles (N/L)
FLAGRO-4 NASA-JSC 13 Uniform, None " Blocks (N/A) Willenborg
(A, Liu) {Handbook, Closed-Form)  Bending,
[2-94) Pin Loading Steps  (250)
Cycles (N/L)
MSFC-2% NASA-MSFC 30 Uni form, None Blocks (N/A) Willenborg
(M. Creager) (Handbook, Closed-Form, Pin Loading
[2-95] Yabular) Steps  (N/A) Wheeler

Grumman Clesure
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CRACK GROWTH MODELS

CODE NAME INTEGRATION ADDITIONAL

da/dn vs. &K Kpco K Kin Breakthrough TECHNIQUE FEATURES
{options) {Transitton from part-
through to through crack)

BEWICH Walker Kyc K. = Constant tmbedded in cat N/A Check for applicabil-
Jaske-Federson Inverse-Hyperbolic ity (o/o,. Vimits)
Inverse-Hyperbol ic Tangent Function ‘Finite wfath/Thtckness
Tangent Function &Ky = constant Effects
(5 Materials) )

BIGIF Paris (2) KjcoKe=F{crack depth) aKyp = constant None Modifled rectangular Plotting
Forman (2) {similar to Yinear Variable Thickness
Tabular (2) aKgp = F(R-ratio) approxtmation) (8 geometries)

’ Runge-Kutta (weight Finite Width/Thickness
functions) Effects

CGR-LaRC Paris KjcoKe = Constant Ay = f(R-ratfo) None N/A Finite Width/Thickness
Modified Forman Effects

Ch:ck for %) {gament >
Cheg{tfor da/dn <
[(da)dn]g,g¢
EFFGRO Hodifled Forman Kyc oK = Constant None Opans 4 Linear Approximation Finite Width/Thickness
a2 } o Effects
Os ¥ equiy
Flexibility in Load
Spectrum Specification
FAST-2 Modified Power Law K. > Kjo aKepy = F(R) None Crack Growth (N/A) Finite Width/Thickness
Elber) Effects
liffective Crack Knax * KIg 3 options {N/A) Gauss-Seldel {Crack Option to grow from
Opentng Stress Closure Stresses) starter notch to
Intensities) Kig = f(Kcsopon/oune) specified inttial
Yabular : . crack size
FATPAC Paris 8Ky = F(R) Trapezoidal Various crack growth
Kjc+Ke = Constant, : None Incremental Scheme models through use
General Power Law (Embedded in Crack of generalized power
{Chell) Growth Law) Yaw.
‘Reverse’ crack growth
(ap  ajq4¢)
Finl[e wIA?A’Thickness
Effects

FLAGRO-4 Paris Kjc oK =f(Cracking 8Ky, = constant Yes {Details N/A) Incremental Scheme Cold-worked hole model
Forman Dlrec ions, mono- (Details N/A) Finite Width/Thickness
Collipriest-Ehret tonic or cyclic load- Effects
Yabular ing, crack geometry) .

MSFC-2 Paris Kic oK = f (Cracking  aKy, = Constant a = t (start transition) Linear Approximation Built-in thickness and
Forman ﬁlrection. load used for cutoff c® > 0.95C (Complete initial flaw size

Collipriest-Ehret
Tabular

spectrum)

values in mater-
ial crack growth
laws)

transition)

combinations for
specified design
requirements
Limit Load Analysis
Material Properties
designated for each
toad step




2. the magnitudes of stress components in the structure
considered (whether stresses are triaxial, biaxial, or
uniaxial), :

3. the relative orders of magnitude of stresses across the
face of a flaw compared to stresses carried around the
end of a flaw due to its presence, and

4. the corresponding stress situations represented by the
available fatigue and crack growth data.

One summary of descriptions, references and fractographs for crack growth
mechanisms is given by Fowler [3-163]. While written with special reference
to pearlitic rail steels, Fowler provides information of a general nature on
crack growth. For example, the reference shows how shear stresses are neces-
sary to form striations to extend a crack in Mode I. Other references on the
role of shear in various mechanisms for crack extension include the work of
Parker [3-164] and Kitajima and Futagami [3-165] on cleavage, Forsyth [3-166]
and Lin [3-167, 3-168] on intrusion-extrusion and gating, Sines [3-169, 3-170]
on combined stresses and Low [3-171] on fracture. Hertzberg and Mills [3-172]
use electron fractograph studies to illustrate the commonality of crack exten-
sion mechanisms over several different metal alloys (see also Beevers, et ai;

[3-173]). Clark [3-174] and Lindley and Richards [3-175] provide further dis-

cussions on mechanisms related to crack growth.

The-stress fields induced in a ball bearing system, for example, can vary
from highly triaxial to nearly uniaxial during passage of a ball bearing over
a given point depending on its location. Stresses in the inner bearing race
may arise from cyclic and moving loads imposed through the ball bearings on
the race and residual stresses from the interference fit of the race on the
shaft. The ball bearings are loaded by shaft side, axial and bending loads

and by whirl mode response of the shaft due to mass imbalance. The bearings
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induce both triaxial contact stresses under the ball and indirectly produce
tensile, shear or compressive stresses through transfer of bearing loads

across the race to the shaft.

The problem of flaw growth in wheel loaded rails is another example of
complex stresses. While the part size and loading frequencies are different
from those of the ball bearing situation, the essential combined stress cycle
experienced by-a small flaw is the same. Consequently, the éxamp]e of wheel
Toaded rails will be discussed and used to if1ustrate the problem of flaw
growth in constrained parts under cyclic contact loadings. The stress fields
induced by wheel on rail loadings and other sources of stress vary from highly
triaxial to nearly uniaxial during a typical cycle. For example, in the rail
head, the vertical loading from a wheel contributes |

1. negative bending stress under the wheel and a lesser

positive bending stress away from the wheel, and

2. high triaxial negative contact stresses which peak under

the wheel and whose principal directions rotate enough
for a moderate transverse shear to peak under the edge

of the wheel rajil contact zone and to reverse upon
. passage of the wheel. ’

Horizontal wheel loadings arise from

3. longitudinal wheel rail traction to produce axial rail
stresses

4. lateral and'longitudina1 wheel-rail sliding for friction
contact stresses, and

5. lateral flange impact and slifing on the gage side of
the rail head.

In addition, the rail head also experiences
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6. axia1 thermal stresses due to daily and seasonal
temperature changes, and

7. residual stresses arising from past loadings and

fabrication.

Thus, directly under a wheel, the dominant contact stresses will produce
high .compressive stresses (vertical stresses on the order of 100 to 150 ksi
with longitudinal and transverse stresses between 30 and 75 ksi at 0.1 to 0.14
inches below the rail running surface under 20 to 30 kip wheel loadings). Six
feet from such a wheel, a uniaxial tensile stress of from 4 to 12 ksi may be
experienced in the rail head due to reversed bending. As a consequence, for
tranvserse flaws, the compressive stresses across the face of a flaw under a
wheel can be of the same order of magnitdde as tensile stresses at 1-10
microns beyond the edge of a crack when the wheel is six feet away. Under
these circumstances, the rates of crack growth for transverse flaws may not be
predictable if stress intensity factors are used alone with the unmagnified

compressive stresses ignored.

Metallic materials including aluminum, steel and titanium have been sub-
jected to cyclic loading in the laboratory to determine fatigue lives, crack
growth rates, and fracture strengths. Most of these tests have been conducted
on uniaxial, rotating bend, or other simple loaded coupon specimens. These
tests have included both positive and negative stress ratios, R (e.g., some as
low as R = -5 on titanium by Yuen, Hopkins et al. [3-4]). Some tests have
been conducted on full scale structural systems or, in this example, full size

wheels and rails. However, full scale tests are expensive and, hence, few.

Nevertheless, it is possible to ascertain the formulation of combined

stresses affecting crack growth by observing the direction and rate of crack
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extension when loadings are applied at an inclined angle wjth respect to the
line of a starting crack [3-161, 3-162, 3-176]. Some cyclic loading tests on
an inclined angle have been conducted by Iida and Kobayashi [3-1?7], Yokobori
[3-178], and Allison [3-179]. However, crack direction data for inclined
angle loading is essentially limited to static fracture tests [3-162, 3-176,
3-180, 3-181]. Moreover, for some test cases necessary f‘:o confirm combined
stress formulations for crack extension, even the static fracture data is
insufficient. As a consequence, the action of combined stresses is difficult
to evaluate from experiments available to date, since direction of crack
extension is sensitive to wminor variations of stress and, at values of
‘Pm'sson's ratio represented in the data, only small differences in direction
of crack extension among alternative theories can be expected. Thus, the
“intent of an any more definitive experimental program should be to provide the
key combinations of Poisson's ratio, inclined angle, and stress ratio neces-
sary to discriminate between the leading suggested 'formu'lat'ions governing

crack growth under combined stress conditions.

In predicting crack growth, it may be possible to define an effective
stress term to produce the same crack growth rate for all combinations of
component stresses among those anticipated. In addition, the lowest gradient
of the same term with respect to direction should define the direction of
crack extehsion. Under any given load, the local elastic stresses %js which

are added by the presence of a crack are given by [3-161]
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. = . —
°11 Uo = Ues 2Ug - Uge 0 K
922 U + Ues  Usc 0 K11
0'33 _ __1__, -—1’ Z\JUC Z\JUS 0 KIII
612 /2 /t - Usc Ue = Ues 0
o3 | 0 0 UC
631 -0 0 US_
(3-21)
where o4 = 035(r,8)
Ug = sin 9/2
Usc = sin 8/2 cos 8/2 cos 36/2
UC = cos 6/2
UCS = cos 6/2 sin 8/2 sin 38/2

and Ky, Kiy and Kyyjy are the stress intensity factors for opening, shear, and

tearing modes of crack loading, respectively.
Some of the combined stress terms f(cij) to be entertained include:
1. stress normal to direction from crack-tip (Figure 3-62a)

I -
ft(°ij) = COS eazz(r, 8) + 2cos8 s1neclz(r,e)

+ sing o (rs8) (3-22)

2. shear along direction from crack-tip (Figure 3-62b)

fv(°ij) =‘012(f,e)(cosze - sinze)

+ cos9 sing (°11(r’e).+ ozz(r,e)) (3-23)
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Figure 3-62. Stress Element Rotated to Line From Crack Tip.
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3. shear at 45° to crack-tip

2

f45(°ij) = [azz(r,e) - cil(r,e)](cos 8 - sinze)

+ alz(r,e) cose sing . (3-24)

4. octahedral shear. (distortion energy)

] 2 2 2
Falogy) = (ogy = 0pp)” * (055 = 033)" lag3 - oyy)

2 2 2
* 6(ogy * opy *oo377) (3-25)

5. strain energy density [3-161]

2 (3-26)

Fslogg) = €y Fy (o55) + Gy {0y + 0pp + 033)
where C; and C, are related to the elastic constants [3-161]. Whichever term
or combination f(cij) governs crack growth will also predict the direction, 8,
of crack growth. That is, for a given configuration of specimen, crack and
loading, K, Kpy, Kpyys the governing f(cij) will show an extreme for values

of @ that match experimentally measured directions of crack growth.

As an example, let a plate with a center-through-crack be uniaxially
loaded at various angles B between the crack plane and direction of stress.
Here, we not that 94 in Equations 3-21 to 3-26 are functions of E =

Kis Kips KIII} as well as of r and 8. As a consequence, with E a function of
load and specimen configuration which in this case means load to crack Tine
angle, g8, as well as-of r and 8 it is clear that f(qij) is a function of &g.
Thus, if the normal stress term and the strain energy density term are to be

compared, the predicted directions, o, of crack extension may be plotted

against load angle, g (Figure 3-63). With Poisson's ratio v = 0.33, the
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predicted directions are the same for 8 = 90° and 8 = 45°, However, at 8 = 60°
or 8 < 20°, the predicted directions do show a difference. Moveover, if
Poisson's ratio is changed, the cracked direction will change if strain energy
density governs but not if maximum principal tension governs crack:  growth.
Thus, by appropriate choices of crack line versus load angle and Poisson's
ratio, the effective stress term affecting the direction of crack growth can
be experimentally selected. Such tests would provide guidance in the
selection of appropriate criteria governing crack growth under complex stress
conditions. However, knowledge of the exact direction of crack growth under
complex stress conditions is usually not required in order to make accurate

predictions of structural life.
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Figure 3-63. Crack Angle Versus Fracture Angle
in Tension [3-161].
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Section 4
NONLINEAR FRACTURE MECHANICS

The increased use of tough materials in aerospace applications has led to
a growing need for a means of accouhting for ndn1inear material behavior in
the analysis of the subcritical and unstable growth of cracks. Linear elastic
fracture mechanics (LEFM) concepts are often too conservative for predicting,
or even bounding, the behavior of cracks in tough materials. Recently devel-
oped methods for including nonlinear material behavior (primarily p1asticity)
will be reviewed in this section. Attention will first be focussed on
monotonically increasing load conditions, foiiowed by consideration of cyclic
plastic Tloading. This section will then conclude with a discussion of

nonlinear structural response.

4.1 PLASTICITY UNDER MONOTONIC LOADING

Three main approaches are available for extending fracture mechanics
beyond LEFM into regions of significant plasticity and which are sufficiently
developed for ready engineering application. In addition, all three
approaches provide, to a greater or Jesser extent, metheds for predicting
instability under conditions where stable ductile tearing occurs. The main

features of these three aproaches are briefly described below. The approaches

are:

. J-integral estimation techniques, including extension to
tearing instability.

. The deéign curve, originally developed at the Welding

Institute, which utilizes a «crack tip opening

displacement.



The failure assessment diagram, originally developed at
Central Electricity Generating Board, which incorporates
a combination of LEFM and proximity of the net section
to plastic collapse.

These procedures are aimed at defining loading and material property
parameters that account fof the reserve strength in materials beyond the
initiation of a crack and for the transition between fully ductile and brittle
modes of.failure such as shown schematically in Figure 4-1. Each of the above
approaches will be reviewed in the following portion of Section 4.1. A fourth
approach has recently been suggested that holds promise of advancing nonlinear
fracture mechanics and overcoming some of the current shortcomings. However,
this approach, which is based on the T-integrals formulated by Atluri and his
co-workers [4-1, 4-2], is in the early stages of development and will not be

further discussed.

4.1.1 J-Integral Approaches

The J-integral proposed by Rice [4-3, 4-4] has emerged as an accepted
parameter for predicting both crack initiation and stable oxtension, largely
due to the experiments by Begley and Landes [4-5]. The J-integral concept was
found to be applicable for either the occurance of small (conta ‘ed) or large
scale plasticity prior to fracture. More recent research .y Battelle [4-6]
and General Electric [4-7] under EPRI sponsorship [4-8] have further
substantiated the applicability of the J-integral as a parameter than can

predict plastic fracture.

The J-integral characterizes the crack tip singularity for noniinear
material behavior and is defined for two dimensional problems by a contour
integral around the crack tip:

4-2



Structural Failure Load

\ ' !//-Net Section Collapse

Ye
'vr-.....

Actua1d//’

Performance

Ductile Elastic-Plastic Brittle
Behavior Behavior Behavior
(0,14 (J, COD, etc.) (Kepit)
r
Crack Size
Figure 4-1. Schematic Representation of the Dependence of

Failure Load on Crack Size.



3u
J-fRWdyeT,E;ds (4-1)

where W is the strain energy dénsity defined by
€, .
i d
L) = f b %q%epq (4-2)
0

and R is any contour surrounding the crack tip, T is a traction vector defined
by outward normal m along R, Ti = °ijmj s U is the dispiacement vector, and s
is arc length along R. For any elastic or elastic-plastic material treated by
deformation théory of plasticity, Rice [4-4] has proven path independence of
the J integral under monotonic loading. Other studies [4-9, 4-10] using
incremental theory for finite element analysis also demonstrate an approximate
path independence within the plastic region, aTthough it is not clear that

this prevails for contours immediately adjacent to the crack tip [4-11].

An alternate and equivalent interpretation [4-3] of J for elastic (linear
or ‘nonlinear) materials is that of a total strain energy difference for
identically Tloaded configurations having neighboring crack sizes a and
a + da. In particular

- 3(u/8B)
Jd= - 3 (4-3)

where U is the tota]isrrain energy, a is the crack length, and B is the speci-

.men thickness.



The theoretical basis for use of J and the crack tip opening displacement
as characterizing parameters derives from asymptotic crack-tip stress and
strain field solutions. These are based on the work of Hutchinson [4-12] and
Rice and Rasengren [4-13] and are referred to as the "HRR" field equations.

For stationary cracks, they assume the form

EJ /n+l
G'ij =0, _—2—?‘: aij(e, n) ' (4-4)
% “'n
g n/o+l
_ "0 EJ ~ 5
81‘] =T E ? sij(e’ n) (4'-5)
o, Iyt

where n and g, are the flow properties of a material described by the power
law strain hardening exponent and yield stress, respectively (e« dM; rand o
are polar coordinates centered at the crack-tip; I, is an integration constant
which is a function of n only; and Eij and Eij are dimensionless functions
of 8 and n only.

The above equations show that J is the amplitude of the crack tip singu-
tarity fields, thus the strain energy density, which is proportional to the
product of stress and strain, has a 1/r singularity for the stationary crack
(independently of the value of n). For power law hardening materials it can
be shown that crack tip opening displacement § is related to the J-integral by

the following



where d, is a function of the strain hardening exponent and the Sstress state
(plane strain versus plane stress) and 9 is the flow stress. Therefore, as
described in more detail elsewhere, the crack tip opening displacement can be
used as an analogous parameter for initiation of plastic fracture. For linear
elastic materials J is identical to the elastic energy release rate G [4-2,

4-3]. Then the critical value of J (i.e. the crack initiation), Jic equals

2
P (8-7)
Ic E'
where E' = E Young's modulus for plane stress, and E' = E/(1- v?) for plane

strain, with v denoting Poisson's ratio.

Crack growth initiation occurs when the applied value of J reaches the
critical value, Jice This is completely analogous to K and Kie for linear
elastic materials, but provides an extension of the mechanics into the regime
of nonlinear behavior. Once the applied value of J exceeds Jes crack growth
will begin to occur. However, such growth may not be sudden and catastrophic,
because the material's resistance to crack extension can increase as the crack
grows. If this resistance to crack growth increases faster (with increasing
crack length) than the crack driving force (J-applied) then crack extension
will remain stable. Hence, the use of Jy. as a final failure criterion can be
very conservative. Comparisons of crack growth resistance with applied
driving force in analysis of crack instabilities is not restricted to elastic-
plastic conditions. " Such an approach is also applicable to nominally elastic
conditions, in which case the stress intensity factor can be used as a measure
of the driving force. Such procedures are referred to as the R-curve

approach, which has found applicability for plane stress conditions.
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The tearing instability theory of crack growth under elastic-plastic
conditions has been devised'té account for increasing material toughness with
increasing crack extension [4-14]. The increased driving force required for
crack extension can be measured experimentally with results such as shown 1n“
Figure 4-2 beiné obtained. Such results are referred to as Jp curves and are
characteristic of the material. The slope of the Jp curve is called the
tearing modulus, which is often idealized as being a constant once Aa exceeds

some small amount.

Stable crack growth occurs when the applied value of the tearing modulus
T [4-14], (which is proportional to dJ/da) is less than the material value of
the tearing modulus obtained from the Jp resistance curve. The tearing
modulus [4-14] is a dimensionless parameter proposed by Paris and co-workers

characterizing stable crack growth using the J-resistance curve and given by

T=% 2 (4-8)

where E is Young's modulus and o, is the material flow strength. There are
size requirements for this theory to be valid. The first of these conditions
requires that the amount of crack growth Aa be small compared to the charac-
teristic radius R of the Hutchinson-Rice-Rosengren (HRR) singularity. The
second condition requires that the ratio of Jj. to the slope of the Jp curve

be small compared to R. The two conditions are expressed as
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A study of these conditions for problems involving bending loads showed that
the above conditions can be expressed as

aa < 0.6 0D

(4-10)
b
w = — (dd,/da) > 10
JIc R

where b is the remaining ligament in the bend configuration. In addition, the

ligament has to satisfy the condition

b

R’ % }
J on the dJ-resistance curve,

The principle of J-controlled growth further requires that there be
sufficient plane strain constraint. This can be met for bending problems by

requiring the effective configuration width B to be sufficiently Targe; i.e.,
B>b (4-12)

The J-integral can be evaluated experimentally or be computed for con-
tained or small scale plasticity by the formula that relates J or the strain
energy release rate to the stress intensity factor (see Equation 4-7). With
small amount of plasticity contained about the crack, the Irwin plastic zone
correction can be used to approximately account for plasticity. An effective

crack length is determined by adding a correction r, to the actual crack size

y
a. That is, [4-16]



 where

.1 (x ¥ for pl 4-14
R or plane stress (4-14)
Y
1 [k Y ,
ry = == | for plane strain (4-15)
y

and 9y = yield stress.

Other techniques for determining the J-integral are the n factor [4-17],

and the stiffness gradient methods used by Derbalian [4-18].

In the n factor method [4-17] of fracture analysis, the J-integral is de-
fined to be proportional to the sum of an elastic ey factor times the elastic
work plus a plastic “pz times the plastic work. Specifically:

J = (n )/Bb (4-16)

es¥es * Mpetpe
where b is the uncracked ligament width, and B is the thickness. In linear
fracture mechanics this expression provides an exact relationship between the

energy release rate, G, and the elastic work done, we2 , in the form [4-19]

G = nggWog /B0 (4-17)
and
_ b d
eg = 3 ‘a%‘ (4-18)

where ¢ is the compliance of the system.

The Nog term can be evaluated for plastic limit conditions and for simple

geometries, such as deeply notched members in bending or tension. In such
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cases n__ = 1 for tension and 2 for the case of bending. Paris, et al., [4-20]

pL
provides additional discussion.

More recently, the J-integral for elastic-plastic loading has been de-
fined [4-17, 4-21] in terms of a single combined o factor times the total

work :
Jd = "owt/Bb - (4-19)

This definition also bears resemblance to Derbalian's approximate J esti-

mation method [4-18], whereby the J-integral is defined by:
NS I (20

Here k 1is the elastic stiffness (force per unit displacement) that
depends on the crack length but not on the load. Since both the n factor
method and the stiffness-gradient method of Derbalian are exact for linear
load displacement situation, the combined o factor must degenerate to the
elastic nezfactor, us is then related to stiffness-gradient method for 1inéar

elasticity by

ng = -%%% (4-21)
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Conversely, the stiffness can be derived in terms of the n factor by

solving the above first order differential equation* [4-22]

k = ¢ exp <-f~g da) (4-22)

where ¢ is a constant..

The combined "o factor method and equivalently the stiffness-gradient
methods are found to give good approximations for J for the 3 point bend
specimen., Turner's finite element computation in plane strain indicates
that n is nearly constant for several different crack sizes over a wide range

of loading.

Qualitatively, the stiffness-gradient and n-factor methods provide good
approximations to J for deep cracks where the plastic zone lies ahead of the
crack. For these cases, Turner claims that n is approximately equal to 2 for

bending and 1 for tension.

If the yield zone spreads away from the process zone near the- notch, this
would radically affect the re1ationship between the notch stress intensifica-
tion as measured by JI and the overall work. Therefore, the single n,
approximation becomes less accurate in this instance. A practical ‘way of
examining if the stiffness-gradient method for a given problem is applicable
is the shape of the global load-displacement relationship. If the force-

displacement curves of two similarly cracked specimens, with crack lengths a

*Note that the total derivative was used in Equation 4-21 because the elastic
stiffness k depends only on the configuration (i.e., crack length a).
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and a + Aa, defined by fl and f2 respectively, are such that the ratio fl/fz
remains constant then the stiffness gradient method becomes exact. Mathema-
tically this means that the force is a separable function H_of crack size and

P of displacement, that is
F = H(a)P(s) (4-23)

The stiffness-gradient method is shown to be exact if the global force-
displacement curve is linear as well as in the situation of a rigid-plastic
force displacement [4-17]. In many cases of contained yielding the force dis-
placement curve remains linear in spite of appreciable Tocal yielding. Then

the stiffness-gradient method is exact in those situations.

Paris and co-workers [4-20] have concluded that for a power hardening
material Ilyushin's theorem [4-23] may be invoked to show the conditions for

existence of "pe for 2D crack configurations.

For fully plastic solutions General Electric [4-24] has developed a
handbook of J-integral values for different crack geometries. This handbook
contains fully plastic solutions based upon deformation plasticity for frac-‘
ture mechanics specimens. A finite element deformation plasticity computer
program developed by Needleman and Shih [4-25] was used to generate these
fully plastic solutions. If a material can be represented by deformation
plasticity theory and a power law hardening model, Ilyushin's principle [4-23]
can be used to show that the resulting piasticity solutions are scaleable.
Simple expressions for the J-integral can then be written in terms of the

strain hardening exponent. By utilizing the functional forms of both the
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fully plastic solution and the 1linear elastic solution, Shih and Hutchinson
"[4-26] first showed that a simple approximate estimate for the complete range
of applied stress and strain on a structure can be formulated in terms of the

total J-integral, which can be written as-
Py + d°(a,P,n) (4-23)
eff, e

‘where J® is the elastic contribution based on Irwin's plasticity adjusted
¢rack length (aeff) and JP is the deformation plasticity solution in terms of
the J-integral. J® is available from elastic fracture handbooks and JP for

selected geometries is provided by Reference 4-24.

The estimation scheme of Shih and Hutchinson can be used to predict both
the onset of crack growth and instability using the resistance curve approach

[4-27], where:
J(a,P) = Jp (aa) (4-24)

and a = a, + (Aa) is the current crack length and P is the remote, applied
Toad. JR(Aa) is the crack growth resistance of the material, and J(a,P) the

crack-driving force, if given by Equation 4-23.

Finally, for complicated geometries or those for which no prior J solu-
tion has been determined, the finite element analysis can be used that will
directly compute J by methods such as the virtual crack extension of Parks

[4-28].
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4.1.2 Design Curve Approach

The design curve approach was originally developed at the Welding
Institute in England using crack tip opening displacement (COD or CTOD) [4-29
through 4-32]. This approach is based on a curve of the type shown in Figure
4-3, This curve relates CTOD to the far-field applied stress or strain and
the defect size. A critical value of CTOD for the material can be determined
from experiments on testpieces, in accordance with the relevant British Stan-
dard [4-33]. This critical value of CTOD may be the value for crack initia-
tion in the testpiece or may be the value of CTOD at maximum load (i.e. insta-
bility in load control). When the applied stress or strain in the structure
exceeds that given by the design curve (for the critical CTOD for that materi-
al and thickness, and the particular defect dimensions), the structure is
predicted to fai].‘ Thus the curve can be used to define the maximum allowable

stress or strain, or the critical defect size.

The design curve approach has been extended and formalized as a British
Standards Institution Published Document [4-34] (note that issuance as a "Pub-
lished Document" indicates that it does not have the status of a standard).
This document presents the design curve (in equation rather than in graphical
form) as part of an overall approach to determining acceptance levels for weld
defects, including LEFM calculations for lower net section stress levels and
for fatigue crack growth. It even includes limited material dealing with
buckling, creep and other failure modes. The document is arranged to guide
the user step by step through the assessment method and the approach is there-
fore straightforward to use. The analysis required is limited. The main

experimentally-determined parameter needed to use the design curve portion of

4-15



100 L 1 T L LEEJ llll 1 1] 1] ) rllT] i ¥ LR LR :
: Z

10 F
1 - No Failure Failure -

C 3

0.1 -
0001 'l 1 i1 5 LLLL i i | B Ll_LlLl [ 1 i i 1111

0.1 1 10 100

cl/cy or el/gy

8
¢ is the "Non-Dimensional COD" = _S_
Zweya
Where Gg = Critical COD for the Material and Thickness
-ey = Yijeld Strain
a = Defect Dimension

Figure 4-3. CTOD Design Curve.
4-16



the document is a critical value of CTOD. Measurement of CTOD at maximum load
is in general considerably easier and cheapef than measuring Kic- Furthermore

the approach can take into account residual stresses.

Stable ductile tearing can be taken into account by use of maximum 1oad
values of CTOD rather than using critical CTOD values measured at crack ini-
tiation. In ductile materials some considerable (but normally not measured)
amount of stable crack growth will have occurred by the point of maximum load.
Using maximum load CTOD, instead of initiation CTOD, allows this ductile
tearing to be taken into account, at Teast in an approximate manner. Recent
work at the Welding Institute has justified the use of maximum Toad CTOD with
the design curve as conservative for assessing defect tolerability in appli-

cations showing fully ductile behavior [4-35, 4-36].

As noted above, the design curve approach requires only Timited analysis
and a readily-measured experimental parameter. [t does however have signifi-
cant disadvantages. The original design curve was based on a theoretical
analysis by Burdekin and Stone [4-37]. However the experimental results
proved a very poor fit to this analysis, see e.g. Reference 4-38, and the
current design curve is essentially empirical. Even for this present curve
the agreement with experiment is not <c¢lose, with experimental results
scattered over a significant range [4-38] (although some of the scatter there
is a result of using differing definitions of the point of measurement of
critical CTOD, uncertainty in residual stress values etc.). The approach in
[4-34] yields "tolerable" defect sizes not critical defect sizes. These
"tolerable" defect sizes include safety factors on defect dimension which are

not generally explicit and can range from two to well over 20 [4-39]. The
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results can be very over-conservative therefore. Another problem is that the
amount of tearing and the degree of conservatism %nherent in using maximum
load CTOD to account for stable crack growth are also not explicit. To date,
the approach has only been validated for ferritic steels, although there is no

reason to believe that it is not valid for other materials.

For many applications the ease of use and comprehensive coverage of the
approach are strong recommendations. It is less attractive when there are
significant penalties associated with conservative 'design, because of e.g.
increases in weight or in thermal stresses, or where resouces are available to

provide more detailed analysis.

Turner [4-40, 4-41] has recently defined a J design curve approach using
a parameter he refers to as EnJ (engineering J). This approach has yet to be
validated experimenta11y. However, in its early form, a‘comparison with CTOD
design curve methods and with the Failure Aséessment Diagram (described in
more detail below) indicated some similarity between all approaches when the

different assumptions ahd recommendations were unified [4-42].,

4.1.3 Failure Assessment Diagram

The Failure Assessment Diagram, originally developed at the Central
.Electricity Generating- Board in England [4-43], is based on earlier work by
Dowling and Townley ([4-44], This approach uses the LEFM stress intensity
factor K and allows for plasticity effects by incorporating a factor based on
the proximity of the net ligament to plastic collapse. Recently this approach

has been validated by comparison with more rigorous J integral analyses, and
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extended in a number of ways, by workers at General Electric and Babcock and

Wilcox [4-24, 4-45].

Figure 4-4 presents the failure assessment diagram. On one axis are

values. of Kr, where

K. nn1i
K = applied

r KIC

On the other axis are values of Sp, where

s = Applied load
r Plastic coilapse load

Thus one axis represents pure LEFM and the other axis represents plastic
collapse. The essence of the diagram is the interpolation between these two
regimes. The interpolation curve was obtajned from the Dugdale solution for
the plane stress problem of a finite crack in an infinite sheet of elastic-
perfectly plastic material. Any Krs S, point that lies within the region
bounded by the curve is "safe". Points outside the curve may lead to fail-
ure. Methods for using the curve have been formalised and laid out for easy
application in Reference 4-43., \Where there are no secondary stresses (e.g.
residual or thermal stresses), Kapp]ied is calculated using LEFM only, without
it even being necessary to incorporate plastic zone correction factors. If
secondary stresses are present then the analysis is somewhat more complex.
Even then, however,-the analysis is essentially straightforward. If a K¢
value is not available then it may be calculated from measurements of critical

J or COD at crack initiation.
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The Dugdale solution on which the FAD curve is based contains simplifi-
cations (e.g., assuming elastic-perfectly plastic material 1in infinite
sheets). Bloom, and Shih and co-workers, compared the FAD curve with those
obtained using a considerably more rigorous derivation, finite element analy-
sis with a J integral fracture criterioh [4-46 through 4-48]. The resulting.
curve shows some dependency on the geometry of the cracked body, the type of
loading and the material - work hardening properties. However the FAD is
remarkably close to the curves and generally forms a Tower bound on them. If
greater accuracy is desired, particularly for strong]y‘ work hardening
material, then it may be desirable to use the curves given in References 4-46
through 4-48. For most applications however the original FAD curve shouid be
adequate. In Reference 4-49 the curve is compared with numerous experimental
results on a variety of steels. With the exception of two failure points
which fall just inside the curve, and which are stated in Reference 4-49 to be
unreliable, all .experimental failure points fall on the "failure" side of the
curve, Significant scatter is evident, typically corresponding to a safety

factor between 1 and 3 on defect size, and in a few cases more.

The scatter mentioned above is probably due, at least in part, to stable
crack growth prior to failure. Reference 4-24 describes how the effect of
stable crack growth can be taken into account by using the K or J resistance
curve for the material. After each increment of crack growth the vaiue of Kn
is calculated taking account of the increased toughness with crack extension.
Sp is also calculated using the new ligament, and a new point plotted. This
procedure is repeated for further increments of crack growth. The crack
growth behavior can thus be evaluated. Experimental use of this approach is

reviewed in Reference 4-50. The procedure is shown to work satisfactorily for
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materials with low to moderate strain hardening, but less well for materials
with higher strain hardening. Overall, the failure analysis diagram is

relatively easy to use without a great sacrifice in accuracy of predictions.

4.2 CRACK GROWTH DURING CYCLIC PLASTICITY

The application of fracture mechanics to fatigue crack growth, as dis-
cussed in Section 3, was based-on linear elastic fracture mechanics. There-
fore, such procedures are applicable only when the plastic zone at the crack
tip is small relative to the crack size or remaining ligament. This is not
always the case. Instances where net section yielding occurs during cyclic
loading is an obvious case where nonlinear effects are important in fatigue
crack growth. Another case is small cracks near notches where a plastic zone
near the notch root 1is produced by the stress concentrating nature of the
notch. Figure 4-5 shows a fatigue crack in the region of plasticity
associated with a notch. The crack. length, a, is of the same order of
magnitude as the notch root radius, p. The local stress concentration effect
may be large and cannot be evaluated by linear elasticity due to the fact that
the plastic zone ry is not small compared to other significant dimensions p
and a. How: -~, if the crack grows to a Tength that is large compared to the
root radius of the notch, such that ‘the crack tip plastic zone becomes small
compared to the remaining ligament, b, and the effective crack length, than
the elastic fracture mechanics techniques become valid. Other investigators
who have studied FCGR behavior above the power law region of the FCGR-LEFM
curve (da/dn = CAKm) have noted that FCGR behavior is not always uniquely
related to the LEFM driving parameter. Frost, et al. [4-51] have presented

previously published fatigue crack growth rate data as a function of AK, which
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demonstrates that the maximum applied stress or net section stress will
influence the*fétigue crack growth rate behavior in the high fatigque crack
growth rate region for some but not all metals studied. Similar conclusions
“were given by Dubensky [4-52] in his analysis of 7075 and 2024 aluminum alloys
in the high FCGR region. Frost, et al. [4-51] attempted to qualify the use-
fulness of LEFM by studying a limit on the plastic zone size ry in a center

crack, CC, or edge crack, EC, test specimen,

) <3 o (4-25)

where oy is the yield strength and a is the half crack length in the CC speci-
men and the crack length in the EC specimen. The correlation of FCGR with the
single LEFM parameter appears to fail for those conditions in which the crack
is either propagating into or through a zone of gross plastic yielding. When
a crack is propagating through a material experiencing net section yielding,
material ratcheting will further increase the levels of crack tip stress
fields above that predicted by LEFM., In these céses, the crack no longer
generates an elastic stress field which contains and controls the cycling
behavior of the nonlinear material at the tip of the crack. To better des-
¢ribe FCGR response under loading conditions which induce nonlinear material
behavior, investigators havé suggested the use of elastic-plastic fracture
mechanics parameters. These parameters are based on either the field approach
or the crack tip approach. The field approach is similar to that of the LEFM
in that a parameter is used such as the J integral measuring the elastic-
plastic stress or strainb field at the ‘tip of the crack. The crack tip

approach is based on direct]y computing the parameter at the crack tip which
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is suspected of controlling the crack growth behavior. These include the near
tip strain, crack tip opening displacement (CTOD), crack tip opening angle
(CTOA), crack opening angle (COA), crack tip nodal force, and others based on
energy, such as crack separation energy rate GA, change in energy rate in

process zone Gp, generalized energy release rate at the process zone, G which'

is equal to Gy + Gpe.

The J-integral has been used with success by Dowling and Begley [4-53] to
relate fatigue crack growth rate to aJ. As described earlier, the J integral
is defined for deformation plasticity and is path independent. In a review of
Dowling and Begley's results obtained on compact type specimens, Parks [4-54]
observed that objections to the operational use of the parameter AJ can be
rationalized if one notes the fact that stable hysteresis (microscopic load
displacements) aré nearly symmetrical for reversed stressing. This observa-
tion implies that most material points have seen fully reversed loading (i.e.,
zero mean deviatoric stressing). The stable hysteresis Toop hypothesis Iéads
to a strain energy function W* approach such that ag = %%% = Ac(Ae) exists for
all material points in the crack tip region. Much of the current research in
modeling high fatigue crack growth rate behavior utilizes the assumption that
the HRR equations are applicable to quasi-static moving cracks. Paris [4-55]
has suggested an argument to justify J integral for FCGR studies based on the
following 19gic. "For high rates of growth, the crack tip moves ahead during
each cycle into relatively new material in terms of plastic deformation com-
pared to the intense deformation it will sustain at the crack tip during the
next cycle. Thus, during the next cycle, past history will not be significant

compared to the loading which is then being sustained. As long as a moving

crack is considered it may be possible to neglect past history inc]uding
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unloading in a J integral analysis and characterization of material behavior."
Rice [4-56] suggests that a crack tip integral similar to J can be defined for
cyclic loadings if the alteration A°ij of stress (i.e., the stress range)
following any load maximum or minimum is related to the corresponding altera-

tion of strain Ae, Dowling's experiments showed excellent correlation

i
between cyclic J and fatigue crack growth rates for the tests under deflection
control. The test data fell near a single straight line for all six different
specimens. Test results were obtained over approximately two orders of magni-
tude in crack growth rate. Thus, over a range of crack lengths in the single
specimen geometry tested, the cyclic J criterion is independent of crack
length. The data for tests under load control show significant deviation from
the straight line behavior observed in the displacement control tests. Above
a certain AJ value, crack growth rates increase without further increase in
AJ. This behavior is re]ated to the unstable increase in crack growth rate
observed at the end of linear elastic crack growth tests on ductile materials.
The AJ values determined differed significantly from the elastic strain energy
release rate G = KZ/E whenever appreciable plastic flow occurred. The effect
of incremental plasticity should be viewed as an effect on mean J analogous to
the effect of mean K in linear fracture mechanics. The crack growth behavior
is then caused by an increasing mean J while AJ remains approximately
constant. It 1is not surprising that, just as in linear elastic fracture
mechanics, the range and the mean value of the controlling parameter must be
known to predict the.fatigue crack growth rate. Dowling and Begley conclude
that microscopic crack closure during gross plasticity is an important effect
and significantly influences the fatigue crack growth rate. Also, crack

growth rates during incremental plastic deflection cannot be predicted by ad
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criterion alone and more general criteria that include the effect of the mean

J Tevel are needed.

More recent analyses by Dowling [4-57 through 4-58] and Brose and Dowling
[4-59] do further confirm the validity of representing fatigue crack growth in
terms of AJ. Fatigue data were collected from test results conducted on
compact tension (CT) and center cracked panels (CC) of varying widths using
A533 and 304SS materials. A plot of da/dn versus aJ is shown in Figure 4-6
for A533B CC specimens that Dowling and Begley [4-53] tested under displace-
ment control. Values of AJ were experimentally determined from load-
displacement records measured during cyclic loading. A least squares fit
through the data of Figure 4-6 has the following equation

da

. -8
n - 2.13 x 10 ~ (ad)

1.587

~ Sadananda and Shahinian [4-60] have also conducted cyclic J-integral FCGR

testing on Udimet 700 at high temperature and similarly concluded the validity
of representing FCGR in terms of AJ. They have also shown that FCGR can be -

correlated by AJ.E for cold worked type 316 SS at high temperature [4-61].

Besuner and Rau [4-62] have recently addressed the solution of a signifi-
cant class of problems which are characterized by a state of “constrained or
contained” plasticity. In such problems the piastic stress redistribution
resulting from some significant geometrical feature, like a notch, or load
component 1is constrained by the primarily elastic structure. However, the

redistribution has a substantial effect on the subcritical growth rate of

4-27



Crack Growth Rate, da/dn {in/cycle)

10

10-3

=4

10

1073

T T 3L Tyrr | S Ty LIS
L ' Y [ 3
- 9
- da/dn = j
| 2.13x1078(a0) 1-597. ]
= -
C ]
- -
A5338
Spec. No. 3
) -
o5 o
a 15
¥ O 16 h
o 18 ]
i v 19
1 L 1 gaqt TR NN
10° 103 104

Figure 4-6.

ad- (in-1b/in?)

Fatigue Crack Growth Rate as a
Function of J for Deflection
Control [4-53].

4-28




cracks introduced or extended after the stress field "shakes down" to either

an elastic state or a stable hysteresis loop.

A stress analysis technique has been developed for application to sub-
critical crack growth problems. The technique has been programmed, documented
in detail [4-62], and incorporated into the fracture mechanics program BIGIF
[4-63]. This program performs rapid and accurate analysis of certain con-
tained plasticity problems by computing the plastic redistribution of stress
from a simple set of impl%cit equations, thereby eliminating the need for
elastic-plastic finite element analysis. The technique is based on Neuber's

rule [4-64],

The model for Toad-controlled problems satisfies the following conditions
along a line perpendicular to the surface at the crack origin: 1) Neuber's
rule [4-64] for elastic-plastic stress concentration factors; 2) The uniaxial
stress-strain curve for the material as expressed by Ramberg-Osgood [4-65];
and 3) Force equilibrium in the "y-direction" perpendicu]ér to the xz crack

plane; defined by the line integral:

_/; c’}e]as-plas(x)dx = .j;°é1as(x)dx

Since satisfaction of the above three conditions does not provide a unique
solution, a scheme for load redistribution must be specified. As described in

[4-62], the ¢ (x) solution is not heavily dependent upon which of

elas-plas
several investigated schemes are employed.

A major feature of the model is the inclusion of all principal stress

components in the shear-free crack plane. This was accomplished by the
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iterative procedure outlined below: 1) Elastic values of o, and oy (and, for
plane strain, o, = n(ogy + cy)) are used to compute the effective uniaxial
elastic stress Galag from the Von Mises yield condition; 2) Using this value
of ga1ass the equivalent uniaxial plastic stress g is obtained from a relation

derived by combining the Neuber and Rambefg«Osgood equations

5 (n+1) 2

= 1) - Clas
%ield

;2 + K = 0

where the values K, n, and Oyield are curve-fitting coefficients for the

stress-strain data for the material. For a monotonic loading, - Oyield is
chosen only to provide an optimum curve fit and does not coincide with any
particular yield-stress definition. For comp]ex load reversal histories, best
results are obtained by defining 9yjeld 25 the stress needed to cause only
. 0.01% plastic strain; 3) For plane strain conditions, the value of g is used
to determine an effective Poisson's ratio (”eff) based on a weighted average
of the elastic and plastic strains computed from the Ramberg-0sgood stress-

strain relation

o (elastic

n

a,,: -

yield g ) .
€ = + K (plastic part)
tot t part ) E (°yie1d

4) The value of Voff and o are used as initial values 1in an iterative

solution. The through-thickness stress a, is estimated by:

o, = Verr {0y * °y)

4-30



and 5) A new value of gy is calculated from the Von Mises relation. This
value of °y is then used in step 4 to recalculate LA etc., until conver-
gence. The technique outlined above is applicable to multiaxial, univariate
stress fields on shear free planes; however, by modifying the force

equilibrium requirement to a surface integration, viz.,

’ X,2)dxdz = X,2)dxdz,
7y( ) _ qy( )
R elas-plas R elas
uniaxial (and, most recently, multiaxial) bivariate stress fields are

analyzed.

Extension of the technique to analyze load reversal conditions was accom-
plished by ensuring that, for each analyzed location, the input cyclic stress-
strain relationship is satisfied. The developed software can be used only for
kinematic-hardening cyclic stress-strain curves with initial symmetry betWeen
the tensile and compressive "portions. However, because matching the stress-
strain curve involves no more than detailed numerical bookkeeping [4-62], any
cyclic stress-strain relation may be modeled, including one with time-
dependence. Therefore, for the subject class of problems, general Toad his-

tories can be completely tracked and analyzed.

To verify the model's ability to predict the stress field resulting from
contained plastic conditions, a finite element (FE) parametric study was con-
ducted [4-62]. The items considered in the study “included: 1) Geometry
consiétfng of a large plate with a central circular hole (Kt = 3.,0) or an
elliptic edge notch (K¢ = 5.61); 2) Loading conditions, uniaxial plane stress

and plane strain for both geometries and biaxial plane strain for circular
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hole geometry; 3) Two material stress-strain curves representing increased
strain hardening; and 4) Load history involving yield-producing tension
loading followed by wunlioading, yield-producing compression, a second
unloading, and final tension. The finite element program MARC [4-66] was used
to conduct tﬁe parametric study, by the use of four-noded isoparametric, quad-
rilateral, plane stress/strain elements. The cost of the study was signifi-
cant and included $9,000 in direct computer charges. The high cost exemp-.
lified the need for simple and effective models of plasticity and other non-
linear effects. The model developed, when used to perform the same parametric

study, required less than $10 in direct computer charges.

Comparisons of the simplified model with the finite element results have
been provided [4-62] which show reasonable agreement for both the initial
tension in the Tload hisiory and for subsequent load reversals. Thus. it
appears that model is capable of economically providing a means of predicting
stress redistribution near notches subjected to cyclic plastic loading. Such
results are of use in the analysis of cracks growing in such regions. Over-
all, it appears that suitable means are available for approximate prediction
of fatigue crack growth under cyclic loading conditions, but these techniques
are not near as advanced as the corresponding ones for nominally elastic con-

ditions that were discussed in Section 3.
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Section 5
SPECIAL TOPICS

Previous sections have detailed the current state-of-the-art for fracture
mechanicé. Linear elastic and nonlinear stress analysis of cracks have been
presented along with a discussion of subcritical crack growth and criteria for
final fracture. Therefore, the basic elements of fracture mechanics analysis
of crack growth behavior have been covered. However, there are several addi-
tional topics of interest to SSME applications that have yet to be addressed.
These include the treatment of thermal and residual stresses, probabilistic
aspects, proof testing and weld defects. The purpose of this section is to

review these special topics.

5.1 RESIDUAL STRESSES

Residual stresses are defined as self equilibrating internal stresses
existing in a continuum body when no external tractions or body forces are
applied. Residual stresses as treated in this report pertain to macrostress
contained within a structural component or specimen. Residual stresses are
formed when portions of a member undergo nonuniform permanent dimensionaf
change., The permanent dimensional change usually occurs as plastic defor-
mation, but may also be caused by localized expansion or contraction of the

metal lattice as with nitriding, carburizing, or phase transformation.

Nondm‘form plastic deformation is commonly the result of mechanical metal
forming processes such as drawing, rolling, forging, and grinding. These

stresses are usually detrimental but can be introduced as beneficial surface

5-1



compression stresses in components prone to fatigue failure. Shot-peening is
the most versatile of the cold-working treatments, being applicable to vir-
tually all metals and shapes. Mechanically induced misfit in parts is another
source of residual stress. Pre-=loading of bolts or autofrettaged concentric-
cylinders are often used to introduce stresses which are in the opposite

direction to the service stresses.

The misfit required for residual stress can be caused by differential
thermal expansions causing yielding in isolated portions of a structure. The
heat treatment of steel takes advantage of introducing desirable compressive
residual stresses at the surface of parts. Induction hardening and flame har-
dening are among the processes taking specific advantage of this principle.

Flame cutting and most welding operations leave surfaces in residual tension.

Processes which change the volume of a material through phase transfor-
mation can produce residual stresses. When steel undergoes the austenite-to-
martensite transformation, the crystal lattice structure becomes slightly less
dense and occupies correspondingly greater volume. Volume changes can also be
caused by phase precipitation. If the precipitate and matrix have differing

densities, residual stresses are created.

It isvwidely known that residual stresses can affect fatique crack initi-
ation, crack propagation, brittle and ductile fracture, and time-dependent
cracking in structures, and the inclusion of their effects in design is man-
datory. A substantial literature has developed, primarily from the field of
fracture mechanics, aimed at estimation of fatigue 1lives when residual
stresses are present in components. Investigators in the field are well aware

that if reliable estimates are to be made, however, both experimental and
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analytical determinations of residual stress fields must be made. Therefore
this review will consist of three areas of interest; experimental determina-
tion of residué] stresses, analytical computation of residual stresses, and

the effect of residual stress on fatigue life.

5.1.1 Measurement of Residual Stress

An in-depth review and evaluation has recently been published on non-

destructive examination (NDE) methods of residual stress measurement [5-1].

This Electric Power Research Institute Report containing 135 references dis-

cusses nine generic types of stress measurements:

Ultrasonic

Electromagnetic (including Barkhausen)
Neutron Diffraction

X-ray Diffraction

Positron Annihilation

Nuclear Hyperfine

Chemical Etchant

Indentation (partially destructive)
Hole Drilling (partially destructive)

OO WM~
et N st e e st e s

Reference 5-1 concluded that presently the most reliable methods (other than
complete destructive sectioning procedures) are hole dri]]fng and X-ray dif-
fraction. The semi-destructive method of hole-drilling is capable of measur-
ing stresses to a depth of a few millimeters into the specimen, and the asso-
Ciated instrumentation is portable and inexpensive. The state of the art is
relatively highly developed compared to many completely NDE methods which 4
require considerab]e-research and development work to bring them beyond the

stage of laboratory based methods.



The X-ray diffraction (XRD) technique is the only truly non-destructive
method presently available that can be widely applied to the measurement of
residual stress. Significant research efforts at The Pennsylvania State
University (C. 0. Ruud) and at Rockwell North America (M. R. James) are under-
way to develop iﬁcreased portability, compactness and speed of operation for
XRD equipment. A severe limitation is that it can only measure surface stress
obtained from averaging stresses in the first 0.001 inch of material. This
limitation is not severe for producing data required in fatigue crack initia-
tion calculations but can severely restrict information required for crack
propagation analysis. The method also suffers from sensitivity to texture,

grain size, microstructure and surface condition.

The ultrasonic methods hold the greatest promise for practical applica-
tion, especially for three-dimensional stress fields. However, their general
implementation is by no means likely to evolve in the near future. Current
research at Stanford University [5-2] uses sophisticated ultrasonic velocity
measuring techniques to measure changes in internal stress fields due to
changes in the applied stress. Rayleigh surface waves are being exploited to
measure the residual stress gradient away from a butt-welded pipe. These sur-
face waves are conceivably capable of penetrating thg surface to a depth on
the order of millimeters thus representing a possible improvement over XRD.
Ultrasonic methods do suffer from sensitivity to texture, grain size, micro-

structure and surface condition.

Most of the other non-destructive methods that have been proposed are

either of such limited use or in such an elementary state of development that
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their practical application is 1ike1y‘t0'be further away than that of ultra-

sound.

The destructive methods of residual stress measurement monitor displace-
ment or strain while physically relieving the locked-in stresses by saw
cutting, slicing, drilling, or trepanning. Experimental procedure must insure
that additional stresses are not introduced by the material removal -process
itself. The methods are at present highly developed and considered quite

dependable.

Further discussions of the general research area of experimental deter-
mination of residual stresses are to be found in [5-3 to 5-7]. Among the
highly specialized topics included is a technique for residual stress measure-
ment in a metal matrix composite using XRD [5-6]. Standards for residual

stress measurements are reviewed in [5-5].

5.1.2 Calculation of Residual Stress

Experimental methods are presently the only truly reliable technique for
assessing residual stresses in structures. A well established empirically
based literature exists for use by designers for determination of beneficial
residual stresses induced by mechanical, thermal, and phase transformations

[5-8 through 5-11].

The proceedings of a conference sponsored by the American Society for
Metals [5-8] includes a comprehensive review of residual stresses arising from
manufacturing processes including; carburizing, induction hardening, through

hardening, casting, shot-peening, and machining. Analytical efforts based on
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elastic-plastic finite element analysis to predict stress distributions in
engineering parts are compared with experimental data. Shot-peening is the
most versatile of the surface treatment methods. The paper by Brodrick [5-9]
includes residual stress distributions as a function of shot size, intensity
and hardness levels for steel, aluminum and titanium alloys. A very useful
designers' guide with fifty complete references is the Metal's Handbook
[5=10]. Since it is difficult (and often on1y of academic interest) to
experimentally evaluate residual stresses, most of the available data for
suFface treatments pértain to the overall specimen strengthening process as a
result of the presence of such stresses without necessarily determining their

magnitude.

Perhaps the most often common example of a detrimental residual stress is
the welding process. Much attention has been given to the development of ana-
lytical understanding of heat flow, transient temperatures and stresses during
the welding process. The major centers of technical expertise in calculation
of thermally induced weld residual stress are Masubuchi at MIT [5-12], Rybicki
at the University of Tulsa (formerly of Battelle Memorial Institute) [5-13]
and Tall at Lehigh [5-14].

In a study for the NASA G.C. Marshall Space Flight Center, Masubuchi,
et al., [5-15] developed a FORTRAN IV computer program to analyze thermal
stresses in the one-dimensional case. This study is presented in detail in
Reference 5-15, and included linear strain hardening and temperature dependent
material properties. A strain analysis Was inciuded for subsequent comparison
to experimental results, Recently this program has undergone further develop-

ment and can handle certain practical problems such as variable weld location
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on strip, distortion analysis and multipass effect. One limitation is the
assumption of a steady state temperature distribution, so the important

effects of weld start/stop are not included.

Two dimensional finite element programs capable of computing stresses
under plane stress and plane strain conditions in bead on plate and butt welds
have been developed at MIT. ' These analyses included: account of stress free
state in the molten zone, solidification of weld material, and moving boundary
conditions during butt welding. Current research 1is being conducted to
include effects of metallurgical transformation (dimensional changes) during

welding.

Efforts héve been made to extend the analysis into three dimensions
making it possible to treat cases such as cylindrical shells and heavy weld
units. The one dimensional welding thermal stress programs cost only a few
dollars per calculation while the present two-dimensional programs cost BUn~
dreds of dollars per calculation. Three dimensional calculations would be
prohibitively expensive and therefore techniques for using two-dimensional

analysis in complicated strhctura] geometries -are being pursued vigorods]y.

NASA has sponsored much of the experimental verification work at MIT
concerning aluminum alloys, tantalum and columbium, Comparison“of analytical
predictions at MIT with experimental data Have led to the following conclu-

sions:

1} The one-dimensional analysis is sufficiently accurate in
predicting longitudinal strains produced during bead on
plate welding. The experimental data and analytical
predictions were in close agreement in most of the
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materials studied, including low carbon steel, stainless
steel, aluminum, titanium, columbium, and tantalum.

2) The two dimensional finite element program was success-
ful in predicting longitudinal and transverse strains in
butt welds on aluminum plate.

3) In HY-80 steel the inclusion of metallurgical transfor-
mation effects was necessary for correct analytical
predictions.

Work by Rybicki [5-13] has involved computing residual stresses due to
mu]t%-pass welds in piping systems. Both a finite element heat transfer and
stress analysis were performed including elastic-plastic material properties
and unloading. Methods of combining weld passes in the analysis are presented
~which yield tolerable computing costs. A thermal analysis is performed for
each pass, but an envelope of thermal responses is extracted for input into

the stress analysis. The combining of individual passes before submittal to

elastic-plastic finite-element analysis greatly reduces computer time.

In summary, it appears that significant break-throughs in the ‘analytical
prediction of residual stress in weldments are imminent. Success has been
achievéd in predicting residual stresses, strains, and distortions in simple
weld geometries. With advances in computer technology and more efficient
finite element solution algorithms it will be possible in the near future for
design engineers to optimize welding procedures using analytical techniques.
Until then, reasonable estimates of stress distributions must be assumed based

on experience and a wealth of experimental data in the literature.

A somewhat related source of residual stress must not be overlooked.
Repeated thermomechanical loads acting on mechanical components in service can

generate significant residual stress fields. Here again, advanced elastic-

5-8



piastic finite element stress analysis in conjunction with heat transfer ana-
lysis is required. At high temperatures the creep response of material must
be accounted for. Numerous publications are available on this subject, a

review of which is available in [5-16].

5.1.3 Residual Stress Effects in Fatigue

A comprehensive collection of the Tlatest observations and analysis
including residual stress effects in fatigue is found in the recently pub-
lished proceedings of a symposium sponsored by ASTM [5-17]. Local strain
concepts are discussed with respect to estimation of fatigue crack initiation
including effects of "fading" or "shakedown" during cyclic loading. Residual
sfresses near a notch surface may be relaxed by localized cyclic plastic
straining, but the re-equilibrated distribution in depth may still have a
significant influence on subsequenf crack growth behavior. The use of sdper-
position of elastic (or contained plastic) stress intensity factor relation-
ships, including expressions that consider residual stress, has become widely
accepted in recent years. Superposition allows the analytical estimation of
fatigué 1life to include residual stress effects in fatigue crack propagation
calculations. Another concentration of such information is found in the pro-

ceedings of the 28th Army Sagamore Conference [5-18].

The state-of-the-art approach for crack initiation life prediction and/or
shakedown analysis is the "local strain approach" applied at a notch (e.g.,
weld toe) detail. Nueber's rule is typically used to track the cyclic stress-
strain behavior. Lawrence, et al., [5-19] review well known closed form ana-

lytical expressions for computing fatigue crack initiation at weld details.
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Such analyses are generally applicable to other structural details assuming
the stress concentration factor is known. The cdmputer program BIGIF is cap=-
able of predicting these mean stress shifts (shakedbwn) caused by applied
loading acting in the same direction as the residual stresses [5-20]. The
effect of multi-axial stress fields can be included, as was discussed in more

detail in Section 4.2.

Most fatigue design rules for welded steel structures [5-21] are based
purely on stress range regardless of mean stress in order to account for high
tensile residual stresses. This accounts for the fact that fatigue cracks can.
develop under purely compressive applied loading superimposed on tensile re-
sidual stresses. The rationale for neglecting mean stress effects for tensile
applied loading is that the residual stresses will relax out rapidly and not
affect the initiation life. Maddox of the Welding Institute [5-22] has veri-
fied the validity of these approaches for certain steel alloys. However it is
pointed out that caution must be used in extrapolating these results to other

materials such as aluminum. Such design rules can be nonconservative for the

combination of high tensile residual stresses and high tensile applied mean
stress. Another factor which could make current rules nonconservative is the
effect of tensile strength. Residual stress magnitude increases with tensile
strength but not in proportion of yield strength. Satoh [5-23] has shown that
in high strength steels yield level residual stresses will not occur, whereas

in mild steels they do.

Nearly all fatigue crack propagation analysis account for pre-existing

residual stress fields by calculating a stress intensity factor (K for the

res)
residual field which is then superimposed on the applied stress intensity
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factor. Some controversy exists over the mathematical validity of this
approach in that the method may not properly account for the redistribution of

residual stresses during crack growth.

Heaton [5-24] presents .a mathematically rigorous proof of Bueckner's
weight function approach to problems involving residual and thermal stress
fields. Parker [5-25] further substantiates applicability of weight function
techniques to residual stress crack problems. Parker has indicated procedures
to include the nonlinear effect of crack surface "overlapping" on the compu-
tation of the stress intensity factor under highly compressive loadings

resulting from residual stresses.

The weight function technique requires knowledge of the uncracked resid-
ual stress distribution. Closed form solutions are available for numerous
crack geometries and simple loadings but the integration required when complex
- stress fields are present limit their hse to cases of simplified stress dis-
tribution. The computer program BIGIF [5-20] computes stress intensity
factors fér arbitrary residual stress distributions including two-dimensional

stress fields.

An experimental effort by Glinka [5-26] has recently received consider-
able attention. The research dealt with the effect of residual stresses on
fatigue crack growth in medium strength low alloy steels. Specimens were
tested under constant amplitude and variable amplitude load. Parker [5-25]
has calculated the experimentally predicted crack growth with reasonable
success using the weight function and superposition approach. Nelson [5-27]
has also predicted the crack growth rates using a crude "crack closure”

approach which accounts for crack generated residual stresses. Nelson places
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some reservation on the ability of the weight function approach on accurately
handling crack growth through the region where the residual stress changes
sign. However, crack closure approaches are not fully developed as yet and
the superposition continues to be considered the state-of-the-art. Details of
the crack closure approaches are included in the variable amplitude loadings

section of this report.

Residual stresses can play an important role in time dependent cracking
phenomena as shown by Harris [5-28, 5-29]. A linear elastic fracture mech-
anics analysis which uses weight functions to compute the residual stress
intensities 1is presented. Time dependent cracking is strongly dependent on
the mean stress intensity factor and therefore strongly influenced by Kpes *
Here again the use of the superposition principle is the accepted method today

for calculating K., and therefore predicting stress corrosion cracking

response.

In summary, thé superposition approach has the distinct advantage for use
in design'analysis in that stress intensities can be calculated by established
methods of linear elastic fracture mechanics. However since it is based on
elastic analysis, it Tacks the ability to account for the influence of crack
induced residual stress effects. The crack closure approach provides the
mechanics to account for such influences, but has not been used extensively in
this regard. The primary Tlimitation of the approach is the necessity of
elastic-plastic finite element analysis, which must be repeated as the crack
grows. Simple models, such as Dugdale's, reduce computational burdens but

their usefulness is limited to simple crack geometries and loading conditions.
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5.2 THERMAL STRESSES

Thermal stress fields pose 'pafticu]ar problems for fracture mechanics
technology because they usually are highly time dependent and possess severe
gradients. Thermal stresses are also highly sensitive to boundary conditions
and component geometries. Cracks subject to thermal stresses interact with
the stress fields through several mechanisms. As a crack propagates through a
body, it may relieve the thermal stresses by effectively increasing the com-
-pliance of the body, thereby decreasing the stress intensity at the crack tip.
A crack may also disturb the heat flow in the body, acting as an insulating or
semi-insulating inciusion. The resultant local perturbation in the temper-
‘ature gradient can produce local stress fields with concentrations at the

crack tip.

This section will review the means of including the influence of thermal
stresses in a fracture mechanics analysis of crack behavior. The determin-
ation of stress intensity factors due to thermal stresses will be reviewed,
along with procedures for predicting crack behavior under such situations. A
general review of current thermal stress analysis techniques will not be pro-

vided. References 5-30 through 5-32 provides information in this area.

Methods such as finite element and finite difference analysis are
commonly used to determine thermal stresses in complex structures subject to
various thermal and mechanical boundary conditions. Thermal stress analysis
therefore will be diécussed only as it applies to determining stress fields
due to the presence of a crack. This survey also considers the temperature

dependence of materials properties which are involved in thermal stress
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analysis of cracks only. The temperature dependence of other properties

(da/dn (aK, R), K., etc.) are considered elsewhere in this report.

5.2.1 Thermal Stresses with Cracks

Special considerations of the analysis of thermal stresses when cracks
are presented will be discussed Here. Methods for determination of stress
jntensity factors for cracked bodies subjected to thermal stresses will be

reviewed in Section 5.2.2.

Hasselman [5-33] and Chell and Ewing [5-34] have demonstrated the sensi-
tivity of thermal stress fracture analysis to the boundary conditions involved
in individual problems. In many instances, thermal stresses develop due to a
displacement boundary condition on a body. If a crack propagates due to those
stresses, the effective compliance of the body increases due to the presence
of the crack. The stress intensity is therefore less than would result from
pure traction loading bqundary conditions. One implication of this behavior
is that cracks growing either ¢ritically of subcriticél?y may be arrested once
they propagate sufficiently far to decrease stresses to the point were the
crack's associated stress intensity falls below the material's K or AKyn
value, respectively. Blauel [5-35] has demonstrated this behavior in glass
specimens subjected to thermal shock. Chell and Ewing's example of this
phenomenon is the simple case of a plate with a center crack held at its ends
and cooléﬁ Qniform1y6 Chell and Ewing, however, also offer a counter example

in which stresses are not relieved by crack propagation, and the associated

stress intensity factors are identical to those resulting from traction boun-
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dary conditions which produce the same stress distribution. Chell and Ewing's

conclusion is that,

Unfortunately, there are no universal rules for dealing

with thermal stress effects in fracture mechanics and

therefore each case must be approached on its own

merits.
They do find however that for many specimen geometries, the stress-relieving
effect (fixed-grip, displacement-controlied analogy) of a thermal stress-

induced crack does not become apparent until the crack penetrates more than 10

to 15 percent through the specimen width.

Another aspect of the problem of thermally stressed bodies with cracks
involves the case of a crack influencing the flow of heat through a body.
This was first considered by Florence and Goodier in a series of papers in the
early 1960's [5-36, 5-37]. Later, work by Sih [5-38], Sekine [5-32 through
5-427, and a host of other researchers investigated different crack geomeﬁries
and thermal loading conditions. The most general analysis appears to be that
by Koizumi, et al., [5-43] which considered an infinite plate with a crack or
ribbonlike inclusion subjected to a uniform heat flow. Linear heat flow is
assumed across the flaw. Most of the papers reviewed presented an analytical
solution, derived from assumed thermal and thermoelastic potential functions
which were in turn applied to the boundary conditions of the problem in order
to obtain a complete, closed form solution. Virtually all of the solutions
presented in the above mentioned papers are in the form of power series of
singular orthogonal functions, many of which require extensive numerical

integration to produce stress solutions to actual problems.
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The general results of the analysis demonstrate that Mode [ stress
intensity factors exist whenever there is a temperature variation over the
surface of the crack. Whenever the crack disrupts the flow of heat, Mode T1I

deformations result,

5.2.2 Stress Intensity Factor Calculation

Thermal stresses generally result from differential expansion due to
temperature gradients. The maximum thermal stress is not necessarily con-
trolled by the temperature gradient, and the maximum stress intensity factor
for a surface crack does not necessarily occur at the time of the maximum

surface stress. This has been discussed by Emery [5-44].

Many researchers interviewed in the academic community recommended a
standard finite element approach for thermal transient stress analysis,
employing the same mesh for the temperature and stress solution. Conversely,
most industrial - investigators who need to consider numerous thermal crack
problems (including the present authors) stressed the use of superposition
methods described below, in which no single numerical modé] is burdened with
both the thermal stress field and the crack simultaneously. There was no
recommended technique for estimating the time of maximum stress intensity
beyond urging that K solutions be obtained at enough times, t, to allow an

accurate K(t) plot from which a maximum K could be deduced.

As in normal eTasticity, stress intensity factors may be derived from
either the closed form solution to the thermoelastic problem or by numerical
approximations to it. Generally, the thermal and the elastic problem can be

decoupled, and the thermal stresses treated as mechanical stresses. Section
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5.2.1 considered the situation where the crack disturbed the temperature

gradient thereby generating a stress intensity factor.

Four basic methods of determining stress intensity factors for thermal
stress prob1ehs were encountered:
1. Fini%e elements with singular crack tip elements [5-45,
5-46].

2. Finige elements strain energy release methods [5-44,
5-47]. '

3. Superposition [5-44, 5-48 through 5-58].
4, J-Integral [5-59 through 5-63].

The first two methods are familiar methods in determining stress inten-

sity factors.

Heaton [5-24] has demonstrated that any thermal stress crack problem can
be converted into an equivalent problem in which the originally stress-free
geometry is subjected to boundary tractions, boundary displacements, and body
forces. This equivalent problem can then be solved by the method of elastic
superposition. This third method is used extensively by many analysts of
advanced aerospace engine hardware, for example, by FaAA, Pratt and Whitney
Aircraft, several divisions of the General Electric Company, Teledyne, Récket-
dyne and the A. Reynolds Company for thermal stress cracking. Care must be
taken with the selection of the proper weight function for a particular
problem, If displacement boundary conditions are specified, the weight
function must be specific to those particular boundary conditions. This 1is
particularly relevant in the case of thermal stresses, which are frequently

dependent on displacement boundary conditions.
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Blackburn [5-59] has shown that in the presence of thermal stress, the J-
integral no longer becomes path independent. Blackburn, Wilson, Aoki, and
others [5-59 through 5-63] have proposed variations on the J-integral to
restore path independence. The method documented by Wilson [5-60] appears to

produce highly accurate stress intensity factor values.

Given that 'a weight function exists for a particular geometry and, if
relevant, set of boundary conditions, weight function techniques provjde a
distinct advantage over direct finite element épproaches. Since the stress
calculation for a weight-function analysis is for an uncracked body, the FE
mesh need not be as refined as for a finite element crack model, nor as con-
suming of computer time. Several automated stress intensity computer programs
exist -- as discussed in Section 2.3 of this report. One drawback of this
éproach is that it may not be able to treat the insulating nature of a crack.
If such effects are important, detailed finite‘e1ement calculations would be

required for all but the simplest problems.

5.2.3 Thermal Fatigue

The growth of cracks due to the cyclic stbesses imposed by cyclic temper-
atures is known as thermal fatigue, and is an important problem in many indus-
tries. In spite of its importance, surprisingly little Tliterature on this
topic was found. Several articles were reviewed, and three methods of life
prediction were found. The first method employs 11ne;r é]astic fracture mech-
anics and crack growth rate data (da/dn) to evaluate fatigue crack growth and
fatigue lifetime. Gemma [5-64], Mclean, et al., [5-50], Miller [5-65], and

Harris, et al., [5-55 through 5-57] use this approach.
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McLean, Miller and Harris use weight functions to calculate stress inten-
sity factors. Gemma employs published formulae for Kj adjusted for particular
geometries using experimentally derived and published non-dimensional adjust-
ment factors. Miller calculates a power spectral density of the stress inten-
sity factow using a corresponding surface temperature power spectral density.
The integral of the product of stress intensity power spectral density with
the crack growth law is calculated to obtain crack length, a, as a function of
time. Gemma and Mclean use known or estimated stress/strain cycles to obtain

a spectrum of K1 cycles.

Leis, et al., [5-66] use a basic S-Nvapproach using finite element gener-
ated stresses to attack a crack initiation problem. Cost [5-67] employs a
probabilistic model that compares actual stress with an allowable stress,
assuming a Gaussian distribution of stress over a particular time period. 'The
allowable stress similarly varies according to temperature and accounts  for
aging and viscoelastic effects. Both Gemma and Leis present experimental

results which agree with their analytical work.

5.3 PROBABILISTIC FRACTURE MECHANICS

The purpose of probabilistic fracture mechanics (PFM) is to estimate or
bound the reliability [l-(probability of failure)] of a component subject to
cracking, and to quantitatively ascertain the influence of engineering and
management decisions- on component reliability. Earlier sections of this
report have reviewed the various facets of fracture mechanics that are
required to analyze crack behavior in structural components. If the ana-

lytical procedures were capable of perfectly predicting the crack behavior,
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and if all the inputs to the analysis were known exactly, then the future
behavior of the crack could be predicted in a deterministic manner, and the
moment at which the component would fail could be precisely predicted. The
use of probabilistic fracture mechanics would not be called for in such a
case. However, all of the necessary inputs to a fracture mechanics analysis
are only rarely known with a high degress of certainty, and a deterministic
"hest estimate" and/or "worst case" analysis is often resorted to. All too
often, such calculations are inconclusive, in that the best estimate .results
are acceptably optimistic and the worst case is unacceptably pessimistic.
This 1is the situation which most clearly calls for probabilistic fracture

mechanics.

5.3.1 General Discussion

Probabilistic fracture mechanics is strongly based on deterministic frac-
ture mechanics procedures, but considers many of the input variables to be
random -- rather than having deterministic values. The input variable which
is usually fhe least well known is the initial crack size. Rather than
assuming a fixed given initial size (which can be based on inspection detec-
tion capabi]ities) this parameter can be taken to be present over a range_of
sizes, with probabilities estimated for each size. In the simplest case, a
deterministic fracture mechanics amalysis can then be performed to provide the
crack size distribution as a function of time (or stress cycles) in service.
The failure probability at any time is then equal to the probability of having

a crack larger than the critical size.
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Generally speaking, more than one of the fracture mechanics variables is
not known with great certainty, and in many cases numerous input variables
must be considered to be random. The following list provides examples of
input parameters to fracture mechanics analysis that could be considered as

random variables:

° initial crack size
- depth
- length
- Tocation

. crack detection probability
- detection probability as a function of size
- uncertainty in actual crack size for a given Tevel
of indication
o material properties
- subcritical crack growth characteristics (such as
da/dn - AK relation for fatigue
- fracture toughness
tensile properties
° service conditions
- stress levels
cycling rate
- temperature
Not all of these parameters need be considered as random in every appli=-
cation of PFM; only those with uncertainty or scatter that produces the great-

est effects on life calculations need be so considered.

5.3.2 Historical Review

The earliest work 1in probabilistic fracture mechanics appears to have

been related to aircraft applications [5-68 through 5-70], although general
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early discussions are available [5-71, 5-72]. In more recent years, the most
common application has been to pressurized components - primarily pressure
vessels and piping in commercial nuclear power reactors. References 5-55 and
5-73 through 5-79 provide examples in this area. Most such applications con-
centrate on weld areas, because cracks tend to be concentrated in such
regions. Recent Japanese work [5-80, 5-81] has been related to civil engi-
neering structures such as buildings and includes a rare instance of actual
data on initial crack size distributions. Reference 5-82 provides more recent

examples of applications to aircraft and aerospace structures.

5.3.3 Generation of Numerical Results

Once a probabilistic fracture mechanics model of component reliability
has been constructed, it is necessary to genérate numerical results. This can
be accomplished in a variety of ways. In all but the simpliest cases, numer-
ical techniques must be employed. This is usually not an obstacle, because
even the underlying deterministic model would often require numerical calcu-

lation for crack growth.

Several techniques for generation of numerical results are available.
These include stress-strength overlap, variance-covariance, convolution and
Monte Carlo. The stress-strength overlap is perhaps the easiest to visualize.
The probability of failure is equal to the probability that the applied stress
exceeds the residual strength of the component, and can be calculated once the
statistical distribution of both stress and strength are known. However,
estimation of these distributions themselves may be a difficult task. For

example, in the case of fatigue crack growth, the strength distribution would
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depend on the statistical distribution of the following input parameters:
initial crack size, cyclic stress level and frequency, and material properties
in da/dn - AK relation. In all but the simplest of cases (such as assuming
everything to be normally distributed with small variances) one of the other

techniques would still have to be utilized.

The method of analysis of variance and covariance by perturbation techni-
ques is based on the assumption that some variables will deviate by relatively
small amounts from their respective means. This technique is also often
referred to as the method of generation of éystems moments [5-83], and pro-
vides estimates of the moments (mean, variance, skewness, etc.) of the depen-
dent variable from the moments of the independent variables and the partial
derivatives of the functional reiationship between the independent and depen-
dent variabTes. This technique is only an approximation. It increases in
accuracy as -the variances of the independent variables decrease. Only the
moments of the distribution of the dependent variable are provided; no infor-

mation on the details of the distribution are obtainable.

Davis [5-84] pfesents an application of this variance/covariance method
to the development of an automated design system for stiffened two-panel air-
craft box systems subject to fatigue crack growth and fracture. This method
was also employed by Ellingwood [5-85] in asséssing the low cycle fatigue

behavior of structural welds undergoing both crack initiation and propagation.

The convolution method, which is also sometimes referred to as direct
synthesis, involves the establishment of the probability density function of
the dependent output random variable from the functional relationhip between

the dependent and independent variables and the probability density functions
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of the independent variables. In principle, this method is capable of pro-
viding closed form results. However, the dimension of the integrals (i.e.,
the “"number" of integral signs) is equal to the number of random independent
variables, and setting up the integrals is often tricky and intricate. In the
end, numerical integration 1is usuaily required, and care must be taken to
obtain accurate results. Additionally, the in¢lusion of dependencies between
the input variables is difficult to include. Itagaki, et al. [5-81], utilized
the convolution method in assessing the effects of weld repair on weld reli-

ability.

Monte Carlo simulation [5-83, 5-86] is a general numerical technique for
determination of the distribution of the dependent variables. It is of wide
applicability in the generation of numerical results from probabilistic frac-
ture mechanics models [5-55, 5-87]. The inclusion of dépendenéies between

input variables is relatively straightforward in Monte Carlo techniques.

The procedure consists of selecting a value for each input variable at
random from its known statistical distribution. These values are then used to
calculate one corresponding value of the output (dependent) variable. This is
repeated many times. This provides many values of the output variab1e,bwhich
are then used to construct a histogram. This gives an approximation of the
desired probability density function. As more values are generated and the
histogram "bins" are made smaller, the results approach the true probability
density function. Clearly, much computer time can be consumed in this proce-
dure, but the use of Monte Carlo techniques does not necessarily mean larger

computer expenditures. The generality and ease of implementation make Monte
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Carlo techniques widely applicable to problems such as encountered in prob-

abilistic fracture mechanics.

5.3.4 Combined Analysis

Probabilistic fracture mechanics as described in earlier portions of
Section 5.3 is often not capable of providing results with a high degree of
confidence. This is primarily due to uncertainties in the distribution of
input variables, such as the initial crack size distribution. A means of
partially overcoming such deficiencies 1is provided by a procedure known as
combined analysis or calibrated numerical modeling [5-88 through 5-90]. The
"combined analysis" (CA) approach provides improved, quantitative methods of
intefpreting in-service sructural life data in combination with valid, but
incomplete, engineering models to more accurately predict reliability. The CA
method provides é systematic means for.calibrating an incomplete engineering
model with in-service data in order to minimize the effects of analytical
modeling errors or missing laboratory or structural simulation data. The
methods have been illustrated in two applications [5-89]. The first deals
with a wear-out failure mode dominated by the propagation of easily inspect-
able cracks in a rim slot blade attachment of a turbine where stress analysis
is difficult. Knowledge of in-service crack sizes is used to make up for the
lack of accurate estimates of loads and stresses in the critical location.
The second considers a failure mode in which most of the long-term degradation
is caused by creep-'or fatigue-induced sharpening of non-metallic subsurface
inclusions in turbine rotors. Engineering models of this latter failure mode
are fraught with difficulties. The inclusions are assumed to be difficult to

inspect, structural degradation (crack sharpening) is assumed to be impossible
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to detéct, and large life Sscatter, missing data, and analytical errors are
assumed present, including cases in which the failure mode is misdiagnosed.
However, in the specific case analyzed the rotor population has a significant,
largely successful (one failure, 499 rotors without failure), 25-year history
upon which to calibrate the incomplete engineering model and to minimize its
sensitivity to errors. The analysis in the first instance relies heavily on
in-service inspection data while the analyses in the second relies mainly on
proper interpretation of in-service structural failure and success data. The
combined anéiysis approach provides a means of combining engineering modeling
and judgement with actual field service information in order to provide a
calibrated model of reliability that can then be put to a number of uses, such
as predicting the impact on component reliability of altering service

conditions.

The work of Shinozuka, et al., [5-91] utilizes a probabilistic fracture
mechanics model with Bayesian updating of input distributions to provide
agreement between model predictions and field observations. This is a some-

what different approach to the same problem addressed by combined analysis.

5.4 PROOF TEST CRITERIA FOR TOUGH DUCTILE MATERIALS EXHIBITING STABLE
FLAW GROWTH
Proof test criteria establish optimum testing techniques for imposing
preservice and periodic "safe-condition" in-service loadings as a quality
assurance procedure.- Typically these safe-condition loads, by virtue of their
large magnitude or severe conditions (such as low temperature), are more apt
to cause brittle failure or noticeable damage to fhe structure than any in-

service load within the design envelope. A properly designed proof test will
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reveal flaws in defective structures, often by damaging or destroying the
structure under safe conditions, without causing significant damage to sound
structures. The proof test loading should cause critical size flaws (cracks)
to grow to failure, either stably or unstably, without significantly enlarging

non-critical flaws or otherwise damaging the structure. 'ConsequentYy, many

‘§tguctqra1 components are difficult to proof test because the required loads

would damage other components in the load path.

5.4.1 Review of Proof Test Philosophy

While there is a well-established basis for the effectiveness of proof
testing for brittle materials, the logic is not so straightforward for tough
ductile méteria]s which eXhibit stable flaw growth. For brittle materials,
passing a wél]-designed proof test should generally guarantee that no crack
exists in the structure above a size deemed safe for introduction or return to
service. This logic is confounded for materials which may exhibit stable flaw
growth under proof loading because any given structure might have a benign

crack turned into a dangerous crack by the proof test. Proof testing is most

effective for materials which exhibit a significant reduction of fracture
toughness under viable test conditions, as in low temperature testing of the

F-111 wing box at McClellan Air Force Base as reported by Buntin [5-92].

Some investigators, Formby [5-93] for exam§1é, have concluded that there
is little to be gained or there are no rational methods for proof testing
tough ductile materials exhibiting stable flaw growth. Several character-
istics of tough ductile material dimihish the value of proof testing or add

confounding elements to proper design of a proof test progam. These charac-
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teristics inc1u&e: '(1) .the‘ larger fracture toughness which diminishes the
value of the proof test as a screen for catching flaws; (2) the normally
lower yield strengths associated with ductile materials which make it harder
to develop a high proof load for screening without causing undesirable perma-
nent plastic deformation of the structure; (3) the higher probability and

magnitude of stable crack growth under single or multiple proof test loadings.

This third characteristic is especially troublesome because, as will be
demonstrated in Sections 5.4.2 and 5.4.3, it often creates a situation in
which some, hopefully small, percentage of the structural population will be
degraded by the proof tests rather than improved. Thus, stable flaw growth
may make it impossible to adhere to the old adage "Doctor, do no harm" for
each and every member of the structural "patient” population. This fact, in
itself, has caused some people concerned with structural integrity to rule out
proof testing of tough ductile materials which exhibit stable flaw growth,
especially when protection against future liability and litigation has been an
issue. However, if the probability of high-severity in-service failures can
be reduced by the proof testing for the aggregate population (by benefiting
the vast majority of the population), the concept of proof testing materials
exhibiting stable flaw growth certainly deserves some consideration. Thus,
most of the emphasis in this section is on obtaining the maximum benefit from
fhe proof test and in evaluating pragmatically whether or not to engage in

such a test.

Note that the characteristic behavior of tough ductile materials also
leads to several beneficial results from a properly designed proof test.

Unfavorable (tensile) residual stresses that existed prior to proof testing
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are reduced or eliminated. Favorable (compressive) residual stresses are
often imparted by proof test loading. These not only increase the fatigue
1ife of uncracked material but also cause retardation of crack growth from
flaws through residual compressive stresses and blunting at the crack front.
The crack front residual stresses also have the advantage of maintaining a
crack opening gap that greatly enhances crack detectability during post-proof
NDE procedures. Conventional NDE procedures can be augmented by inspecting
critical areas for evidence of back-face dimpling. Tough dutti]e materials
are known to provide visible evidence of dimpling after stable crack growth

when the crack approaches the material back surface.

It is mandatory that proof test criteria include an assessment of proof
test damage in the calculation of critical initial flaw sizes. .For example,
Formby [5-93] has shown that excessive proof testing of a pressure vessel in a
military vehicle decreased the safe service life by a factor of two. Proof
teétiné has been found by Irwin [5-94] to decrease the lifetime (time-to-

leakage) of natural gas transmission pipelines.

Many manufacturers have adopted successful proof test techniques for
crack4$usceptib1e structures made from tough ductile materials with stable
flaw growth. Inc]ﬁded among these are manufacturers of gas turbine disks
which undergo proof spins at speeds more than 20% above maximum operating
speed, or in the case of pressure vessels, at pressures much larger than

maximum operating pressures.

Four topics appear to be most important in developing. these successful

proof test techniques. These are:
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° Number of loading cycles used to conduct a single proof

test.
. Probabilistic modeling of proof test.
. Innovative proof testing techniques.
o Interrelationships between proof testing and non-

* destructive testing.

An example of the pragmatic approach to proof testing, which embodies the
four topics above, is the multi-cycle proof test loading used by the Rocket-
dyne Division of Rockwell Internation, as detailed by Vroman and col1eagdes
[5-95 through 5-99]. After suffering a significant number of premature fajl-
ures in rocket engine pressure vessels, Rocketdyne adopted a procedure of
applying five pressurization cycles to comprise a single proof test. Since
adopting this procedure, they have not had an in-service failure of a pressure
vessel that had passed the multi-cycle proof Toading. Because of tﬁe large
number of Rocketdyne rocket engines that have performed' successfully, - the
value of this approach to proof testing cannot be ignored., In 1972, a prob-
abilistic fracture mechanics-based study of multi-cycle proof testing was
performed by Vroman and Creager [5-96]. This study included a character-
ization of stable crack growth behavior, inspection, and several possible
statistical distributions of crack sizes. The study concluded that multi-
cycle proof Tloading dramatically decreased the probability of in-service
failure in comparison to single-cycle proof loading. However, several inves-
tigators [5-93, 5-94, 5-100, 5-101, and 5-102] have not accepted muitiple
cycle proof testing as a generally valid approach, and care must be exercised

for individual applications..
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Since proof testing can be thought of as a form of inspection, manufac-
turers, operators, and consultants evaluating the significance of possible
cracking'often consider the question of whether or not proof tests should be
used as a substitute or supplement for nondestructive inspection. Where tough
ductile materials are involved, these investigators invariably recommend moni-
toring the structure by acoustic emission [5-103] or other inspection tech-

niques [5-104, 5-105] during proof test cycles.

5.4.2 Single and Multible Cycle Proof Testing of Ductile Materials
Exhibiting Stable Flaw Growth

One of the major decisions that must be made in designing a proof test
for the purpose of fracture control 1is whether to use single or multiple
"overload" excursions during the test. For the stable flaw growth-suscebtfb]e
materials under consideration here, Figures 5-1 through 5-4, obtained from
Vroman [5-96], illustrate the differences between single- and multiple-cycle
loading., Figure 5-1 summarizes the stable flaw growth occurring in a single
cycle of loading. Note the presence of -a "threshold level” of the parameter
a/Q of approximately 0.5 mm, below which no stable flaw growth takes place.
(Use of the normalizing parameter "Q" for expressing crack size and accounting
somewhat for the effects of semi-elliptical surface crack aspect ratio and
proximity to the yield stress level, is purported [5-106] to be an improvement
compared to simply considering the crack size parameter, "a". This is itself

a subject of controversy, an investigation of which is outside the scope of

this project).

Figure 5-2 shows the large increase of stable flaw growth exhibited

during five cycles of 1loading. Note the important assumption/finding by
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Vroman [5-97], for considered material/loading combinations, that the thres-
hold level below which stable flaw growth does not occur is maintained in
spite of the greater number of proof test cycles. If this critical assumption
is significantly incorrect, that is if the threshold is to drop from a/Q =
0.5 mm for the first cycle to, say, a/Q = 0.3 mm for the fifth cycle, any
advantages of multi-cycle proof testing would disappear and cycles beyond the

first cycle would be quite detrimental.

Figure 5-3 shows the results of a single-cycle proof test schematically.
It indicates the presence of three regions corresponding to I) initial crack
sizes small enough that service life can be guaranteed whether or not a proof
test takes place, II) the hopefully narrow range within which the proof test
actually causes subsequent field failure through stable flaw gfowth (.05
without the proof test, in-service failure would be avoidedaj III) initial
crack sizes large enough such that failure occurs during proof testing and,
consequently, the proof test eliminates what otherwise would have been an in-

service failure.

-

Figure 5-4 summarizes the results of a five-cycle proof test. Both
Figure 5-3 and Figure 5-4 contain the simplifying assumption that.the proof
test level for a single cycle has been set at a value which would cause
failure of a crack of size "a/Q°™, the same size as the minimum that can
cause an in-service failure. Other graphical constructs could be made for

more complex situations.

In Figure 5-4, the greater amount of stable flaw growth associated with
multi-cycle loading results in a rotation of the line labeled "failure loc¢i

based on the inital crack size". This narrows the proof-test "danger" region
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(1I) by "promoting" more flaws into a proof-test failure while still having
little or no effect upon flaws of size less than a/Q = 0.75 mm. Because some
flaws are promoted into the danger region by cyclies beyond the first, note
that the left side of Region II shifts downward on the inital crack size scale
but the right side of Region II shifts downward even further, narrowing the
danger zone where service life cannot be guaranteed. Of course, from prob-

abilistic considerations we know that a simple narrowing of Regicn II, on such

plots as Figure 5-3 and Figure 5-4, does not guarantee a reduced risk associ-

ated with multi-cycle proof testing. The initial flaw size distribution must

also be considered, especially since, in most situations the pre-proof test
probability densities associated with small flaws are larger than those

associated with slightly larger flaws.

Fiéure 5-5 exemplifies the all-important impact of the initial flaw size
distribution upon the optimum number of proof test loading cycles. The illus-
trative example is fully specified in Figure 5-5 and 1is unrelated to that
summarized ir Figures 5-1 and 5-4. For the new example, the imposition of the
first proof test actually increases the in-service failure probability by 50%,
from 0.00020 to 0.00030. This is because more defects are "promoted”, with
stable flaw growth, from a benign to a dangerous size than are grown from a
dangerous size to a proof test failure. The trend reverses for the second
proof test cycle, so as to reduce the in-service failure rate to the same
value, 0.00020, as for no proof testing whatscever. The third, fourth, and
subsequent proof test cycles reduce the in-service failure probability sub-
stantially and monotonically, at the cost of additional proof test failures,
as well as their operational costs. Eventually a point of diminishing returns

will be reached beyond which additional cycling is not warranted. The results
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of the example in Figure 5-5 could be easily changed by modifying the initial
flaw size distribution, stable flaw growth properties, or complexity of the
physical and economic models and criteria. Any number of proof test cycles,
including zero, could be "made" optimum by changing the example. Thus, it is
clear that each problem must be evaluated on its own merits. There is no

single number of proof test cycles that are optimum.

To summarize this graphical description, and as reported in Reference
5-96, muiti-cycle proof testing offers three possible advantages over single-
cycle testing. First, multi-cycle loading can reduce the region of crack
sizes, and more significantly but not equivalently the number of components,
for which service 1ife cannot be guaranteed. Second, the lower proof test
level that can be used in mu}ti-cyc]e loading promotes leak before burst in,
for example, pipes and pressure vessels, and causes less damage to the tested
structure which therefore may be repairable. Third, the Tower proof test
level usually associated with multi-cycle loading reduces the chances of
overstraining and cracking regions of low ductility that are otherwise defect
free. Two additional advantages to multi-cycle proof tests of certain
material/structure combinations are (1) an increased number of opportunities
‘to detect crack-induced damage through non-destructive inspection and (2) the
capacity to sharpen defects into cracks during unloading from the first proof

cycle so that they will fail during a subsequent proof test cycle.

Several confounding elements can reduce or eliminate advantages of multi-
cycle proof testing in some situations. At NASA's request, an effort was made
to locate references and experts who tended to favor single-cycle proof test-

ing in order to bring out the controversy in this area. Our search revealed
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three references and one interview to support the single-cycle concept. The
references are due to Irwiﬁ [5-94], Schliessmann [5-100] and Formby [5-93] and
the interview was with Tiffany [5-101]. The three references reported
specific situations 1in which the value of multiple proof test cycles was
reduced. The reasons for these reductions in value afe well understood and,
in our opinion, do not constitute grounds for rejecting multiple-cycle testing
in general. However, the interview with Tiffany covered, albeit qualita-
tively, more fundamental objections to multi-cycle testing which, we belijeve,

should be considered before specifying multiple cycles.

In the work of Irwin and Corten [5-94] on proof testing of natural gas
transmission lines, a change was recommended from a multi-cycle test to a
higher-load single-cycle test, based on special considerations of this engi-
neering problem. These special considerations revolved around the fact that
leak-before-burst was considered a severe giégdvantage during proof testing of
this component, because bursts or leaks had about the same repair costs and
burst failures were far easier to find than leaks in the all important phase
of inspection following proof testing (Section 5.4.6). Also, some significant
costs were avoided, associated with the additional cycles of testing. Thus
the findings of Irwin and Corten, that high-load single-cyclie testing was
preferred, would only be‘relevent for similar cases in which discovery of the
damage caused by'the proof test was more important than the severity of the

damage to the tested component.

The work of Formby involved pressure vessels with an extremely ductile
C-Mn pressure vessel steel of low yield strength levels of between 30 and 40

ksi. Our review of Formby's results indicates that all failure modes were
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essentia15y ductile and associated with plastic collapse (i.e., net section
exceedance of ultimate strength under membrane stress and/or plastic hinge due
to bending). Essentially, with no elements of brittle or crack-aided fracture
involved, none of the proof test strategies Formby explored were of signifi-
cant value and, under these conditions the higher cost of multi-cycle proof

testing would, of course, be unjustified.

Similarly, the comments of Schliessmann [5-100] can be dismissed from our
subject area siﬁce the steels tested (4335V and D6AC) exhibited little or no
stable flaw growth. From the discussion illustrated by Figures 5-1 through
5-4, it 1is clear that only the stable flaw growth characteristic can méke
multi-cycle proof testing substantially more beneficial than single-cycle
testing and, as stated, our topic covers only those materials that exhibit

stable flaw growth,

In the interview with Tiffany, he made several key points. He stated
that it is good common sense engineering practice to expose the structure to
the high proof test loads as infrequently and for as short of duration as
possible to avoid excessive plastic deformation and other damage to the struc-
ture. Cost of additional cycles is another factor cited by Tiffany, but his
current preference for single-cycle testing is motivated primarily by a desire
not to damage the structure in subtle, uninspectable ways during proof
testing. Upon our questions regarding the fact that multi-cycle proof testing
can be performed at joéds less than the single-cycle, Tiffany points out that
in most of the proof test applications of which he has knowledge, innovative
techniques are available to lower the réquired single-cycle load level and to

make the sing1é-cycle proof testing a more effective screen. He emphasized
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the use of proof test temperatures Tower than any to be experienced in-
service, As the interview preceeded, it appeared that Tiffany's position
could be summarized by the statement that "additional cycles could prove to be
dangerous and costly and other techniques to increase the screening capability

of the proof test should be sought first".

During our first major exposure to the single- versus multi=cycle proof
test controversy we developed the opinion that there are several competing
effects (discussed above) that could swing the balance between the two proce-
dures. A pervading and confounding element is the probabilistic nature of
many of the key parameters such as threshold Tevel below which stable flaw
growth does not take place. Thus, while many of the arguments against multi-
cycle proof testing available in the literature can be dismissed qualita-
tively, a quantitative, perhaps probabilistic, analysis (as simplified in the
example in Figure 5-5) and revealing structural simulation experiments may be
required to decide the number and magnitude of Tload cycies and to truly
optimize the proof test. The rapidly building in-service experience with
proof testing must be included in this analysis. For example, the most rele-
vant in-service experience is highlighted by the success at Rocketdyne
mentioned before which shows an improved and currently trouble-free record of
all component failure modes upon which five-cycle proof testing has been

applied.

5.4.3 Probabilistic Characterizations of Proof Testing

The probabilistic fracture mechanics (PFM) models described in Section

5.3 reveal that three elements have important roles in proof test logic and
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implementation. These three elements are the probability distribution of
crack-like defect size, pd(a), probability of rejection of a component given a
certain defect size, P(R\a), and probability of failure given that a component

with flaw size "a" has been accepted, P(F\a,R).

Flaw Size Distribution, pd(a)

With respect to pd(a) as shown in Figure 5-5, the engineer must be con-
cerned with more than one flaw size dilstm’bution° The general effect of proof
testing tough ductile materials which exhibit stable flaw growth is to elimi-
nate those few components with the largest proof-test critical flaw sizes but
to promote intermediate size flaws to levels which may either be innocuous or
dangerous for in-service use. As shown in the figure, multiple proof test
cycles increase ~both the elimination of large flaws and the promotion of

intermediate size flaws.

The variations of effective initial flaw size within a population of
components to be proof tested is, by definition, an important element in the
probabilistic characterization of proof testing. Without this variation among
components, proof test logic would make no sense in that there would be no
need to screen out “"bad" components from a population of identical components.
Consequently, it is not surprising to see that the three most enlightening
probabilistic references emphasize the role of flaw size distribution in the
proof test logic, These three reference;-are by Vroman and Creager [5-96],
Harris [5-103], and Buntin [5-92]. The difficultly in establishing accurate

flaw size distributions is well known a]though, for welded structures, much

useful information 1is becoming available (see Section 5.3 for a review of
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information available in this area). However, the use of bounding or cali-
brated estimates, rather then precise values, of pd(a) can also lead to a

well-designed proof test.

As shown in detail by Vroman and Creager [5-96], innovative techniques
may be used to calibrate the flaw size distribution used with the rest of the
PFM model. Specifically, Vroman and Creager use an adjustable constant in
their function describing the initial flaw size distribution and séive for the
value of that constant that would most iikely produce precisely the history of
proof test failures observed in the structure. This type of innovative
reliance on relevent historical data is a good example of what is meant by
combined or calibrated numerical analysis (CA) discussed in Section 5.3.4.
CA, as applied in Reference 5-96, establishes a valid baseline condition not
only for the flaw size distribution, but for the overall PFM model. After a
successful application of CA, the engineer is burdened only with the important
problems of interpolating and extrapolating the calibrated model to situations

which differ significantly from the average historical conditions.

Probability of Rejection via Proof Test Failure or Associated NDE, P(R\a)

With respect to acceptance or rejection of components with a given flaw
size [P(R\a)], the proof test is in itself a form of inspection. The simplest
characterization of the combined effects of the proof test (and all associated
destructive and non-destructive inspections) is by one probabilistic function,
P(R\a). - However, if enough data is available, sometimes a large amount of

knowledge may be gained by considering the effects of inspection separately to

5-44



insure for example, that an optimum NDE inspection is used with the proof test

(see for example Harris [5-103]).

Conditional In-Service Failure Probability [P(F\a,ﬁ)]

The use of proof test logic also complicates the description of failure
probabilities 1in that two failure modes must be considered simultaneously.
These are, the failure probability during the proof test (part of P(R\a)) and
the failure probability in-service given that there was no ﬁroof test failure,

P(F\a,R). Any attempt to charactebize these two failure probabilities
simultaneously should account for any statistical dependence between them,
Such factors as a higher- or lower-than-usual fracture toughness, for example,
could tend to cause both failure probabilities to increase or decrease

together.

5.4.4 Literature Review

As stated above, only three references were located which attempted a PFM
model of proof testing of tough ductile materials. Following is a summary of

the effects considered and not considered in each of the references.

Vroman and Creager [5-96]

Vroman and Creager developed and executed proof tests of several critical
Rocketdyne engine structures. They emphasized the proper characterization and
estimation of the flaw size distribution from historical data. They also
emphasized the notion of a probabilistic evaluation of single-cycle versus

multi-cycle proof testing and the stable flaw growth occurring during proof
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test as a critical part of the PFM model. Of all references evaluated,
Reference 5-96 contained the most substantial combination of data and analysis

for evaluating multi-cycle proof testing.

A1l important deterministic elements of the proof tests were considered.

However, some of the probabilistic elements not considered by Vroman and
Creager's PFM model are the statistical variations of (1) failure both during
proof testing and in-service, (2) stable flaw growth in-service, {(3) fatigue
or stress corrosion cracking (SCC) during multiple cycle proof testing, (4)
periodic applications of proof testing or NDE, and (5) the role of NDE in

probabilistically truncating the flaw size distribution.

Most of the statistical elements lacking are incorporated implicitly or
explicitly as "best" or "conservative estimates" in Vroman and Creager's
deterministic model. For example; the role of NDE is modeled as a perfect
truncation of the flaw size distribution which removes all cracks larger than
a given size, ay. Furthermore, many of the other statistical elements lacking
are not important such as the fatigue crack growth rate variations exhibited
during multiple cycle proof testing. Since as a practical matter the number
of proof test cycles will probably not exceed five, this fatigue crack propa-
gatioﬁ is negligible. However, in the parameteric study considered in the
paper which looks at many more than five proof test cycles, the in-service
failure rate is seen to decrease monotonically with increases in the number of
proof test cycles. It is believed that incorporation of fatigue crack growth
in the model would show that this trend must eventually reverse and that

fatigue crack growth during proof testing would be a problem,
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Harris [5-103]

Harris concentrates on the use of periodic proof testing for long-~life
structures in close combination with an acoustic emission NDE technique which
appears to be quite effective for the.stfncturaTImateria1 combination con-
sidered. The PFM model emphasizes the effect of proof testing and NDE on a
time-dependent flaw size distribution. Amohg the elements lacking from the
PFM analysis are statistical characterization of failure probabilities both
during proof and service tests, stable flaw growth, and multiple versus single
cycle proof testing. The elements lacking from the PFM formulation may or may
not be important for the specific applications of Harris. For purpose of our
survey, the prime contribution of Reference 5-103 to show the important inter-

relationship between proof testing and an effective NDE procedure.

Buntin [5-92]

Buntin's paper on proof testing of the F-111 airplane appears to describe
the most complete PFM characterization of proof test logic from our survéy.
A1l three probabilistic elements are considered quantitatively in the PFM
model. However, modeled.statistical dependencies among these elements are not
complete. For example, the previously discussed effect of chaﬁges in the
fracture toughness on both in-service and proof test failure probabilities is
not modeled. Buntin's paper describes some innovative proof testing techni-
ques which will be discussed in Section 5.4.5 and models, simultaneously, in-
service stress corrosion cracking (da/dt) and fatigue crack growth (da/dn).
Among the elements lacking from the overall PFM model is lack of ccnsideration

of stable flaw growth (which may or may not be needed with the D6AC material
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considered) and a seemingly over-simplified characterization of the alter-
nating stress intensity factor in-service. One major problem with Buntin's
alternating stress intensity factor characterization is the use of a yield
stress based on monotonic rather than cyclic loading to estimate the effect of
plastic zone size on in-service da/dn. Any plastic zone correction must be
based on cyclic properties and must be consistently applied for calculation of
in-service conditions and reduction of the experimental data upon which the

in-service calculations are based.

Summary of Role of PFM Models for Proof Tests

The need to perform some degree of optimization during proof testing, and
to address trade-offs between proof tests so stringent that they eliminate an
undesireably Targe fraction of the population and proof tests so liberal that
they permit too high of an in-service failure probability, increases the need
for more effective‘PFM models of proof test logic. The confounding element of
stable flaw growth is that a hopefully small segment of the population will be
damaged to some extent by proof testing and probabilistic considerations are
often needed to determine whether the damage accumulated by the small fraction
of the population is more than compensated by the aggregate benefit of the

proof testing and associated NDE procedures to the majority of the population.

5.4.5 Infovative Proof Testing Techniques

The present investigators were somewhat disappointed in the lack of inno-
vative proof testing ideas and techniques in the 1literature. The paper by

Buntin [5-92] appeared to be the best source of such methods in describing

5-48




both a cold test- of an entire F-111 aircraft and an innovative technique for
optimizing the method for proof testing and, through judicious delay before
the post-test NDE inspection, checking residual stress induced stress corro-
sion~cracking around fastener holes of critical wing and body structure on the

.F-111.

It is believed that many more innovative techniques are avéiiab]e to
increase the power and reljability of proof testing. One area lacking from
the literature we reviewed, for example, is a discussion of the possible role
of alternating hot and cold proof test cycling. For example, one or more high
temperature proof test cycles could be used to produce favorable residual
stress fields, encourage stable flaw growth to occur, and to open up and blunt
cracks for greater inspectability and more benign behavior in service. These
warm proof tests couid be followed by one or more co1d‘proof test cycles to
remove the bad actors from the population with little or no danger of stable
flaw growth (which would have been exhausted by the hot proof test with the
material in a more tough and ductile state). Clearly, the benefits of any
feasible complex combination of proof test cycling loads and temperatures
would have to be demonstrated in the laboratory for a whole series of speci-
mens or structural simulators with initial ffaws ranging from innocuous to

very dangerous.

5.4.6 Relationship Between MNon-Destructive Inspection and Proof Testing

It is an old, well-established, engineering practice to throughly inspect
structures during and after proof test cycling. It is necessary to pinpoint

any undesireable permanent deformation induced in the structure, stable flaw
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growth, and any other manifestations of subtle failure modes. Aside from
ensuring as much as possible that proof testing has not materially damaged the
structure, the need for such intensive NDE is indicated both qualitatively and
guantitatively by the fact that, by definition, the proof test loads or envi-
ronment factors should equal or exceed anything within the in-service design
envelope. Thus post-test NDE results can provide the designer with much

useful knowledge.

Many interesting qualitative aspects of inspection before, during, and
after proof testing are described in two older papers on the interrelationship
of NDE and proof testing of large chains [5-105] and light poles [5-104].
These two references and others state emphatically that inspection during
proof testing is a critical and well established engineering practice for a
wide variety of structures. Harris' quantitative work and experimental demon-
stration of the positive synergism of acoustic emission NDE and proof testing
has already been mentioned [5-103]. The severity of the proof test loads
opens the door for more work in this area ranging from the use of NDE techni-
ques during the proof test load (when for example, tensile plastic deformation
is at its peak and many critical crack-like defects should be the most wide
open and inspectable) and the use of techniques such as "ringing" which is now
being introduced successfully to the inspection of large offshore oii-drilling
platforms. The notion is to strike (non-destructively) critical members, and
record the "ringing" sound both before and after proof testing to see if the
free vibration charécteristics have been changed. If changes have occurred,
more detailed inspections are used to determine their causes, which might
include, for example, extensive 1local plastic deformation or stable flaw

growth.
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5.5 WELD CRACKS

Fracture mechanics analysis of the behavior of weld defects is an impor-
tant area in a wide variety of structural components, including those found in
aerospace applications. Special aspects of the use of fracture mechanics to
determine the influence of weld defects on structural integrity will be
covered in this section. The additional topic of methods which do not include
fracture mechanics (such as the use of S=N curves to predict fatigue strength)

will not be addressed.

Welds, by their very nature, often contain defects. Furthermore, they
contain vregions of varying microstructure and composition, often with
materials of reduced toughness. They often include zones of tensile residual
stresses which can accelerate crack initiation and propagation, and commonly
include geometric stress concentrations as a result of the shape and location
of the weld. As a consequence of these factors, welds are responsible for a .
high proportion of structural failures, and applying fracture mechanics to

weld defects is therefore particularly important.

Many of the facets of applying fracture mechanics to the behavior of weld
defects are common to other areas already discussed, such as fat{gue crack
growth, failure criteria, etc. This section will discuss aspects of the tech-
~nology peculiar to welds, with special emphasis on areas relevant to the SSME

program.

The main types of weld defects encountered in the SSME have been iden-
tified in discussions with knowledgeable personnel to be the following [5-107

through 5-110]
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® weld porosity,

o microfissuring in the nailhead region of the electron
beam welds, possibly associated with Laves phases in the
Inconel 718,

. lack of fusion between passes because oxide on a
previous pass has not been removed, and

. lack of fusion at root or sidewall.

Porosity in general presents little direct threat to structural inte-
grity, unless it is very extensive [5-111]. The major problems with the
presence of porosity are that it may mask more serious defects and that it
indicates questionable weld quality. The region subject to microfissuring is
1imited in size. Furthermore, the cracks are not perpendicular to the maximum
tensile stresses. Tests on large welded testpieces showed the microfissuring
not to have a significant effect on fatigue or tensile strength [5-110]. The
major type of defect to be addressed by fracture mechanics is thus lack of
fusion, interpass, root or sidewall. Such defects are generaly sharp and

crack-like,

The general approach to evaluating the significance of postulated or
actual weld defects has been LEFM, particularly as described in Reference
_5=112, The approach uses a computer program to calculate fatigue crack propa-
gation and eventual breakthrough or failure using techniques discussed in
Sections 3.6 and 3.7. Postulated defects are based on estimates from NDE
personnel as to sizes of defects which might not be detected in cerfain areas,
particularly areas where inspection is difficult. LEFM has been used even
though maximum stress levels, taking into account stress concentrations, may
reach or considerably exceed yield [5-107]. This approach is thought to be

conservative in view of the highly ductile materials used [5-113]. For a more
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exact analysis, eTastic~p1astic fracture mechanics (EPFM) would need to be

applied.

Weld defects usually grow due to cyclic loading in field applications.
The techniques for ahalysis of fatigue crack growth outlined in Section 3 are
generally applicable to the crack-like weld defects of concern, with Refer-
ences 5-112, 5-114 fhrough 5-124 providing examples of such applications. For
crack-1ike defects agreement between experimental and analytical results has
generally been good, and this approach is now well estabfished, including use

in codes [5-125]. These papers cover a wide range of materials including

steels, aluminum alloys and titanium alloys, although work on nickel alloys

appears to have been limited. In spite of this success, some problems remain
in application to structures. Some of these are well. summed up by Hoeppner

{5-126]. They include:

° The variation in composition and/or microstructure
throughout the weld and HAZ. It is important to gener-
ate crack growth rate data applicable to the region
through which the defect is propagating, or at least
generate data which form an upper bound to growth rates.

. Growth rate data should be generated for appropriate
environments, since environment can have a major effect
on crack propagation [5-127, 5-128], and discussion in
Section 3.5. Closely tied to environmental effects are
frequency effects. Cycling rate must be slow enough to
allow environmental interactions to produce their full
effect on propagation rates. These effects are dis-

" cussed in more detail in Section 3.

. Weld residual stresses can have very significant effects
on defect propagation [5-123, 5-129]. The complexity of
residual stress patterns, unless the weld is adequately
stress relieved, can make such effects difficult to pre-
dict. This is discussed in more detail in Section 5.1.

o The geometry of many welded joints results in stress

concentrations, the magnitude of which can be difficult
to predict.
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Fracture mechanics methods are essentially Timited to
crack-1ike defects and do not treat rounded defects such
as porosity accurately (although they do treat such
defects conservatively).

The criteria for breakthrough and/or final failure of welds are the same
as discussed in earlier portions of this review. Even though the procedures
employed are the same, it must be borne in mind that the material parameters
involved (such as K¢, Jics Tnats CTOD, etc.) may be different in welds than

in the base material. Such differences must be recognized, and data applic-

able to the type of welds being analyzed should be used when possible.

The problems associated with applying fracture mechanics to the analysis
of the behavior of weld defects result in uncertainties in life prediction.
For example, Thielsch [5-130] considers fracture mechanics currently a useful
tool in deciding whether or not defects require repair or components need
replacement, but only a tool. He relies finally on experience and cites cases
where electric utility rotors have run successfully for several years after
they would have been rejected on the basis of fracture mechanics. Neverthe-
less, in spite of these limitations, the overwhelming experience cited in the
literature in using LEFM to predict weld defect propagation rates is positive.
The problems cited above are, for the most part, not theoretical problems with
the methodology but instead practical problems with its application. They

can, at least in principle, be solved with improved experimentation.
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Section 6
SUMMARY AND CONCLUSIONS

An assessment of the state-of-the-art of fracture mechanics life
technology for applicability to oxygen/hydrogen propulsion components has been
provided in this report. This assessment combined a broad search of the
Titerature, contacts with specialists in the field, and the experience
provided by the staff at Failure Analysis Associates. Failure of oxygen/
- hydrogen propulsion components most often occurs due to the growth of cracks
or defects caused by cyclic loading. The review therefore concentrates héavi]y

on tec

n hniques for analyzing fatigue crack growth by fracture mechanics tech-
niques. The majority of the component lifetime is occupied by cracks growing
at relatively slow rates, and the final critical crack size most often does
not have a strong influence on the calculated (or observed) lifetimes. Consé-

quently, the final failure criterion is not influential and such criteria

therefore receive secondary consideration in the review.

Fracture mechanics-based analyses of fatigue crack growth are based on
comparisons of the cyclic crack driving force with the material's response to
this force. In the case of linear elastic fracture mechanics, the driving
force is measured primarily by the value of the cyclic stress intensity
factor, AK (= Kpax - &nin)’ and the material response is measured by the
corresponding crack growth rate, da/dn. Hence, a stress intensity factor
solution is réquired. This solution relates the applied loads (mechanical,
thermal or residual stresses) and crack size and configuration to the value of

the stress intensity factor.
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Various aspects of the inputs to a fracture mechanics analysis will be
summarized in the remainder of this section in rough]y the same order as they

are covered in this report.

Stress Intensity Factors: Section 2 reviews the current state-of-the-art

for elastic stress analysis of cracked bodies. For the case of bodies which
can be idealized as two-dimensional, it was found that a very wide variety of
stress intensity solutions are currently available and that fairly accessible
and economical techniques are available for the generation of new solutions in
situations where this is required. Additionally, the use of influence func-
tions, superposition and judicious approximations can readily provide results
for new stress systems and cracked configurations. Hence, it appears that the
evaluation of stress intensity factors for two-dimensional bodies does not
pose an obstacle to the use of fracture mechanics for lifetime prediction.
However, additional software developments to make influence function techni-
ques as well as finite element programs optimized for cracked bodies more

convenient to use for fracture mechanics practitioners is desireable.

The current stress intensity factor solutions for three-dimensional
elastic bodies are not nearly as complete as for two-dimensional bodies,
although a wide variety of configurations have been treated. Furthermore,
economical numerical procedures for evaluation of K for new geometries are
lacking, and the most economical techniques are not readily accessible to the
technical community. The less satisfactory status of three-dimensional (as
compared to two-dimensﬁona]) problems is, of course, due largely to the
_inherent additional complexities of three-dimensional problems. The majority

of cracks that lead to problems in oxygen/hydrogen propulsion components spend
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most of their time as partial thickness cracks -- which are vinherently three-
dimensional. Therefore, such cracks are of special interest in this case.
Advances are currently being made in the economical generation of stress
intensity factors for cracks in three-dimensional bodies, including cracked
- plates and shells. Special consideration should be given to the appreciable
additional information on crack surface opening displacements that is gener-
ated in numerical calculations of stress intensity factors, because this
information can be used in the development of influence functions. Such
functions can be used to very economically evaluate stress intensity factors
for arbitrary stresses. This 1is especially useful in situations invo1v1‘ng
complex spatial stress gradients, such as arise in thermal and residual stress

fields.

Subcritical Growth of Cracks: The response of the cracked material to

the applied driving forces is another piece of information required in the
estimation of component lifetime. Oxygen/hydrogen propulsion components are
typically subjected to cyclic Toads, and the resulting fatiguer crack growth is
the process leading to final failure. The material's response is measured by
the value of the crack growth per cycle, da/dn., Section 3 provides a review
of this topic, which comprises a large fraction of this report. Even for the
simple case of constant amplitude cycling, many factors influence the crack
growth rate for a given material and value of the cyclic stress intensity
factor (aK). These include the 1load ratio (R = Kmin/Kmax)’ environment,
cyclic loading frequency and temperature. There are complex interactions
between these factors which are only poorly understoocd at the present time.
Extensive experiments must . be conducted for the particular conditions of

interest if it is desired to have reliable information for lifetime analyses.
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The need for experimentation for the specific conditions of 1nterest is one of
the current drawbacks of the use of fracture mechanics, and can add greatly to
the cost of performing a reliable lifetime analysis. A more complete under-
standing of the effect of influencing factors and their interaction would

reduce the need for experimentation and circumvent this drawback.

Many propulsion components are subjected to high frequency loadings and
any initial cracks must be small in order to survive for the desired lifetime.
Some of these cracks are too small to be modeled with typical fracture mech-
anics methods. Hence, a means of treating the growth of short cracks is
necessary, as is briefiy reviewed in Section 3.3, Of equal importance is a
knowiedge of the threshold conditions for the growth of fatigue cracks. Such
threshold conditions, and the influence of various factors, are reviewed in
Section 3.3. The effects of R-ratio appears to be we]llunderstood, at least
in an empirical sense, but the influence of environment is only partially
documented and conflicting observations have been made. A more thorough
understanding of the influence of environment and microstructure on fatigue
crack growth thresholds would be highly desireable. Additionally, the
infiuence of load history (such as prior overloads) on thresholds is in need

of better understanding.

Matters become dincreasingly more complex and less well understood as
attention is turned towards the more realistic case of variable amplitude
cyclic loading. In such cases, the crack growth per cycle is influenced by
the past loading history, and the behavior Becomes quite complex =-- even in
the absence of environmental and threshold effects. In the case when the

histogram of cyclic load ampiitudes is unimodal, crack growth rates can often
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be related to RMS values of the cyclic stress intensity factor. Various
models have been suggested for periodi¢c overloads and other more general
loading cases. These models typically consider the crack growth to be altered
by threshold effects and either the presence of residual stresses ahead of the
crack, or crack closure and crack surface alteration prodﬁced by the overload.
These models are reviewed in Section 3.4 and all have been shown to provide
good correlations to se]epted test data. However, they all have been shown to
be lacking in some regard, such as not agreeing with test data in some differ-
ent loading situations. When adverse environments and/or threshold effects
become important, the situation is even more uncertain. Hence, the develop-
ment of a general model for crack growth under variable amplitude loading has
yet to be developed. This is especially true for situations invoIVing adverse
environments. The influence of time dependencies at elevated temperatures is
another related area of uncertainty that is of concern in the life prediction

of oxygen/hydrogen propulsion components.

Analytical tools for the analysis of the subcritical growth of part-
through cracks are currently not well developed, especially in the case of
complex spatial stress gradients. Additionally, criteria for the transition
of part-through cracks to become through-wall cracks are currently of a highly
empirical nature. Additional analytically based work in this area would be
worthwhile, but would be complicated by plasticity effects as the crack depth
approached the wall thickness. Such concerns are not of great importance in
the prediction of the lifetime of components subjected to high-cycle fatigue,
because a re]atively-sma11 portion of the lifetime is spent in the transition

range. However, such transition considerations would be important in the case
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of low-cycle fatigue of components initially containing part-through cracks.

Plasticity effects would most likely be important in such a situation.

Although considerable. additional understanding of fatigue crack growth
remains to be attained, much of the current state-of-the-art is distributed
among several automated computer programs. These programs provide an adequate
level of predictive capability for many applications. The programs appear to
be fairly easy to use, are applicable to a wide variety of configurations and
materials, and are available to a variety of users. However, none of the
programs is comprehensive, and consolidation of all available predictive
procedures into one general-purpose program has yet to be accomplished. Other
improvements in these programs await the development of more comprehensive

descriptions of fatigue crack growth.

Nonlinear Fracture Mechanics: The need for nonlinear fracture mechanics

arises when plastic or viscoplastic deformation becomes appreciable and also
has an influence on calculated lifetimes. In oxygen/hydrogen propulsion
components, plasticity occurs predominately at the crack location, such as at
a surface crack emanating from a notch-like stress raiser that causes
localized yielding., Plasticity effects can be very important for accurate
1ife prediction, and the few tools available to address these problems are
described in Section 4, These methods include adaptation of both Neuber's
notch plasticity results to prediction of nonlinear stress fields and attempts
to define and use such parameters as the J-integral. The use of cyclic J
values, AJ, to correlate with crack growth rates is described. ‘However, a

comprehensive review of nonlinear fracture mechanics is not attempted.



Three approaches to final failure criteria for nonlinear situations were
considered: the failure assessment diagram; the design curve approachgland
the J-integral approach. The first two are relatively easy to employ but
generally are lacking in precision and generality. The J-integral and related
tearing modulus approach are the most strongly mechanics-based, and should be
readily appiicable to oxygen/hydrogen propulsion components. However, very
little information on the J-resistance characteristics of relevant materials
is available. Such data would have to be generated in order to employ this
approach, but relevant test methods are fairly well advanced based on progress
from other fields -- such as nuclear reactor pressure vesse]s'and piping.
However, as stated above, such data is of secondary importance in prediction
of lifetime for most components, because most of the component life is spent
at fairly slow fatigue crack growth rates. In cases of low-cycle fatigue,
nonlinear considerations of final failure can be important. Additionally, in
cases where large cyclic stresses are imposed, nonlinear consideration of
fatigue crack growth can be of use. Section 4.2 reviews the current status of

this area.

Additional Topics: Numerous topics of peripheral interest are also

reviewed. One of growing interest is probabilistic fracture mechanics (PFM).
Scatter in material properties, the stochastic nature of imposed loads, and
uncertainties in initial crack sizes often lead to large uncertainties in
lifetime calculations that are based on deterministic fracture mechanics
predictions. Lower bound or conservative approaches are often inconclusive.
Fracture mechanics calculations that incorborate probabilistic considerations
provide a means of quantifying these uncertainties and assessing their

influence on the reliability of the component. The current state-of-the-art
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in this ‘rapid1y expénding field is reviewed in Section 5.3. Probabilistic
considerations will undoubtedly be of growing importance in future fracture

mechanics analyses of oxygen/hydrogen propulsion components.

Another topic of current interest and concern is the use of proof testing
to assess the adequacy of component integrity. Varijous approaches to
selecting appropriate proof test loadings and cycles for the tough ductile
materials employed in components of interest are reviewed in Section 5.4. The
trade-offs between damaging good components during the proof test or allowing
unsafe components to go into service are discussed. Basica]1y,’it was found
that a divergence of opinion exists between various practitioners as to the
merit of multiple cycle proof tests. The divergence of opinion is based
largely on dissimilar past experience in this area, much of which can be
understood and explained with relatively simple analyses. Examples are given
in which the use of multiple proof cycles benefits, harms, or has no effect
upon structural reliability. The probabilistic nature of the effectiveness
and optimization of proof testing is pointed out, and the close interplay
between the benefits of proof testing, non-destructive inspection, and PFM is
emphasized. The current state-of-the-art in selection and optimization of
proof test procedures is fairly rudimentary, and this appears to be a topic
for fruitful future efforts -- especially as additional information on the
nature of the randomness -of various fracture mechanics inputs becomes
available. The review is concluded with a discussion of weld cracks, which is
- of importance because'many life-1imiting defects in oxygen/hydrogen propulsion
components originate in welds and because many cracked-weld problems combine
several complexities of fracture mechanics 1ife technology Snd material

behavior,



In summary, the.review of fracture mechanics 1ife technology provided in
this document revealed that many powerful tools are now available. The
elastic stress analysis of cracks is straightforward, at least in principle,
but additional useful tools for the day-to-day practitioner would be worth-
while. This is especially true for cracks in three-dimensional bodies. The
largest gap of knowledge in areas of importance in lifetime prediction is in
characterization of fatigue crack growth for the case of variable amplitude
loading in the presence of an adverse environment. . Additiornally, fatigue
crack growth thresholds under such conditions are also only beginning tu be

understood.

Recommendations for future research efforts to narrow the gaps in important

areas are provided in the appendix.
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RECOMMENDATIONS FOR FUTURE RESEARCH ON
FRACTURE MECHANICS LIFE TECHNOLOGY

An extensive review of the current state-of-the-art in analytical life-
time prediction of advanced hydrogen/oxygen rocket engine components by use of
fracture mechanics was provided in a companion volume to this report. The
purpose of this document is to provide recommendations for future research
efforts to improve the predictive capabilities of fracture mechanics for this
particular application. The review provided in the companion volume revealed
that many powerful tools and voluminous materials data now exists, and that
the current technology is capable of providing adequate results under many
circumstances. However, conflicting theories and inconsistent data have been
reported, and there is an obvious need for both a better understanding of
underlying phenomena and additional material data. This report will provide
recommendations for (i) improved use of existing technology, (ii) research
areas to fill the gaps in current understanding, and (iii) research for

expanding the technology.

The fracture mechanics analysis of crack growth in engine components
often involves consideration of low- and high-cycle variable amplitude fatigue
under extreme conditions of temperature and/or aggressive environment. Aside
from errors outside the fracture mechanics analysis (such as load estimation
errors), inaccuracies in prediction of component lifetime will therefore be
ddminated by inaccuracies in environmental and fatigue crack growth relations,
stress intensity factor solutions, and methods used to model given loads and
stresses. Consideration of failure criteria and transftion criteria (point at

which a part-through crack becomes a through-wall crack) are of secondary



importance. Therefore, the following recommendations will be heavily weighed
towards filling the gaps in knowledge of the growth characteristics of

cyclically loaded cracks.

Fracture mechanics considerations form only a portion of a comprehensive
analysis of component lifetime. Other considerations, such as the initiation
of cracks in flaw-free areas are often of primary importance. Additionally,
non-destructive evaluations (NDE) of components prior to being placed in
service and in-service examinations form other key ingredients in assuring the
satisfactory lifetime of a structure. The following recommendations will
therefore not be restricted to the fracture mechanics topics touched upon in
the companion volume, but will also include closely allied areas that are

necessary for comprehensive fracture control.

Future research can cover a very wide range of efforts, from making
existing procedures more useable for the day-to-day practitioner to expanding
the frontiers of continuum mechanics. In recognition of this diversity, the
areas of recommended future research will be broken down into the following
three categories:

I. Improvements in Utilization of Existing Technology
Il. Filling the Gaps in Existing Technology

I11. Expansions of Existing Technology.

Obviously, there will be overlaps and interplay between these three areas.

Research topics in each of these three categories will be enumerated and
discussed in the following. Areas of special relevance to lifetime prediction
of engine components will be emphasized. Hence, no claim is made regarding

the general and comprehensive nature of the following discussion.



I IMPROVEMENTS IN UTILIZATION OF EXISTING TECHNOLOGY

The review provided in the companion volume demonstrated the high degree
of sophistication of the current technology of fracture mechanics. However,
the high degree of sophistication is often not fully utilized by ihe fracture
mechanics practitioner. The current technology could find more extensive use
if easily used and widely accessible software was available. As discussed in
Sections 2.3 and 3.7 of the companion volume, numerous- computer codes for
automated fracture mechanics analyses are available. However, none of these
codes fully utilize today's technology. Additionally, for the most part,
these codes are not easy to use and are not available to a wide range of
users., Therefore, the first step in expanding the usefulness of fracture
mechanics for 1ife prediction technology is to provide more easily used and

accessed software. To this end, the following efforts are recommended.

I.1 Software Development

Recommendation I.1.1

Development of a widely accessible user-friendly software package
for the determination of stress intensity factors for a wide range
of crack configurations and loadings is recommended. This could be
viewed as a computerized K-handbook, such as provided by Tada,
et al., Sih or Rooke and Cartwright. The current state-of-the-art
in personal computers would allow this software to be used on such
computers which would facilitate the interactive use of these
programs. Software that would require no knowledge of computer
programming on the part of the user could be developed, and is
recommended. Convenient interfaces between the personal computer,
mini-computers, and mainframes should be an integral part of such a
development. The computer program BIGIF provides an example of a
code that covers a very wide range of loading and geometry combin-
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ations that could be expanded with availablie or newly-developed
software to include new, or missing capabilities and user-oriented
format. The use of influence (or weight) functions to provide a
more general approach to a variety of loading conditions is recom-
mended. The use of such influence functions requires information on
stresses on the crack plane prior to introduction of the crack.
Such information is often provided by strength of materials, theory
of elasticity, finite element, or other stress analysis methods.
Provisions for easily interfacing the uncracked-structure stress
analysis (especially finite element results) with the fracture
mechanics code for determination of stress intensity factors by use
of influence functions is also recommended.

Recommendation 1.1.2

The development of software for treating contained plasticity due to
notches and other Tocal stress-raisers using procedures such as that
based on the Neuber approach discussed in Section 4.2 of the com-
panion volume is recommended. Such software should be incorporated
into the K-determination code discussed immediately above.

Recommendation I1.1.3

The development of a widely accessible user-friendly software
package for the automated analysis of flaw growth is recommended.
Currently publicly available codes could be merged to form a code
that would contain most capabilities required for day-to-day frac-
ture mechanics applications. Capabilities for analyzing variable
amplitude loading, adverse environments, R-ratio effects and
threshold effects should be included. Such efforts could be
approximately treated using current technology, but the treatment
could be updated based on information gained through research
recommended in later sections of this discussion. The software
package for automated analysis of flaw growth should be merged with
the “computerized K-handbook" software discussed above in order to
provide a comprehensive tool for flaw growth calculations,



Recommendation 1.1.4

The development of software for predicting critical flaw sizes for
various crack configurations 1in typical engine components and
materials is recommended. The resulting software should be merged
with the "K-handbook" and flaw growth software discussed in Recom-
mendations I.1.1 and I.1.3 in order to allow lifetime predictions to
be made. Since the lifetime of most components is spent growing
relatively small cracks, accurate knowledge of critical crack sizes
is not required for accurate lifetime predictions. Hence, a high
degree of sophistication in this software is not necessary. To the
extent possible, the failure assessment diagram, J-integral, and
tearing modulus approaches should be employed using materials infor-
mation developed under efforts recommended in later sections of this
discussion.,

Recommendation 1.1.5

Current state-of-the-art codes and procedures for generation of
stress intensity factors for two-dimensional configurations not
already analyzed should be made more user-friendly and widely acces-
sible. A user-oriented widely available code for generation of
stress intensity factors 1is recommended for development for an
approach to two-dimensional problems. Such a code would be of use
to a wide variety of fracture mechanics practitioners. Boundary
collocation, finite element or boundary integral equation codes
(preferably with singular elements) should be considered.

Recommendation I1.1.6

Current state-of-the-art codes and procedures for generation of
stress intensity factors for cracked three-dimensional bodies should
be made more accessible and user-oriented. Finite element techni-
ques coupled with singular elements and/or the alternating procedure
employing recent analytical results for embedded elliptical cracks
(Section 2.2 of the companion volume) should be embodied in an
easily used software package. Line spring models for cracks in
three-dimensional bodies serve as an alternative candidate.
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Capabilities for three-dimensional analysis currently reside with
the developer of the particular procedure employed and are not
useable by a wide variety of practitioners. The development of
three-dimensional codes useable by a relatively unsophisticated
practitioner would be difficult, but is recommended. )

Recommendation I,1.7

J-integral, tearing modulus and C* (energy release rate due to
creep) solutions are required in some low cycle fatigue and/or high
temperature applications. The development of a user-oriented code
for the generation of such solutions is recommended. Nonlinear
finite elements appear to be the best candidate for general applica-
bility to two-dimensional problems. This is another example of
current capabilities residing only with the code developers, and a
'readily accessible code would do much to expand the utilization of
this technology. The difficulties (and costs) of developing such
nonlinear codes must be weighed against the relative unimportance of
nonlinear effects in the lifetime prediction of many engine compo-
nents. An alternative approach would be to generate new nonlinear
solutions - for geometries of relevance to engine components (see
Recommendation 1.2.3).

1.2 Generation of New Stress Intensity Factor Solutions and Examples of
Software Utilization

The development of widely available and user-friendly software for deter-
mination of stress intensity factors in two- and three-dimensional bodies that
was recommended above would reduce the need for the efforts to be recommended
in this section. However, the following items, which are specifically
tailored to engine components, woﬁ]d assist in the transfer of technology to

the day~to¥day engine fracture mechanics practitioner,



Recommendation 1.2.1

Identify typical critical engine components of geometries for which
existing stress intensity factor solutions are inadequate and gener-
ate such solutions for future use. Careful consideration of the
idealizations employed in the modeling must be given. Weight func-
tion or influence function techniques should be employed in order to
provide results of use under cdmplex stress conditions. The results
generated should be incorporated into the software discussed in
Recommendation I.1.,1. These geometries include all welded joints
and other "hot spots" subject to the simultaneous occurrence of high
stress and potential material weakness. Crack geometries include
the range of observed and worst-case flaw shapes and sizes in weld
joints. The state-of-the-art may be such as to allow some numer-
ical, accurate, fully three-dimensional stress intensity factor
solutions to be developed as a practical matter. However, a more
cost effective approach based on existing technology would be the
use of variable (cross-sectional) thickness two-dimensional
solutions and approximations for many typical engine component
geometries, ' '

Recommendation [.2.2

The new stress intensity factor results generated in Recommendation
1.2.1, along with the software developed in Section 1.1, should be
exercized for both hypothetical and practical problems which encom-
pass most geometries, stress, material and environmental combina-
tions to be expected in the field. The 15 to 100 analyses created
can serve as modeling examples and guidelines for .the rocket engine
engineering community.

Recommendation 1.2.3

In the event that the cost of development of a general purpose code
for calculation of J-integral solutions (Recommendation I.1.7) was
not warranted by the need for such results in engine component life-
‘time predictions, a recommended alternative approach is to generate
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J-integral solutions for configurations of interest that cannot be
treated by currently available results. Generation of solutions
relevant to stress gradient conditions should be considered.

1.3 Generation of Additional Test Results

The current state-of-the-art of fracture mechanics life prediction tech-
nology, as reviewed in the companion volume, provides powerful tools for the
prediction of crack gruwth =-- once the appropriate test data is available.
This section will provide recommendations for generation of additional test
data within the framework of current technology. Additional recommendations
for testing and analysis to expand the current technology will be provided in

Section II.1.

Recommendation 1.3.1

Identify key material/environment combinations of relevance to
hydrogen/oxygen engine components for which adquate fatigue crack
growth data is unavailable. Perform tests to characterize the sub-
critical crack growth of the material to serve as inputs to fracture
mechanics analyses of component lifetime. Such results could be
input to the software developed under Recommendation [.1.3. Due con-
sideration of R-ratio, threshold and frequency effects should be
given, and it is recommended that data be generated over a wide
range of crack growth rates (such as 10-8 to 10-3 inches/cycle).

Recommendation 1.3.2

Additional fatigue c¢rack growth data under variable amplitude
loading should be generated in combination with Recommendation I1.3.1
if such loading is easily characterized for the specific application
being considered.



Recommendation 1.3.3

Key testing to discriﬁinate between various proposed models of crack
growth under variable amplitude loading is recommended. As discussed
. in the companion volume (Section 3.4) several models have been pro-
posed and voluminous data generated to demonstrate the usefulness of
the various models. However, additional testing is recommended that
involves carefully selected load histories that would discriminate
between the various models. The results of such testing would be
useful in incorporating the appropriate model into the software dis-
cussed in Recommendation I.1.3, as well as in development of new
models -- as will be discussed in Section II of this document.

Recommendation [.3.4
Limited additional testing aimed at a clearer understanding of

transition behavior of part-through cracks is recommended. Since
such behavior occupies only a small fraction of the lifetime of most
hydrogen/oxygen components, this item is of secondary importance.

Recommendation [.3.5

The generation of J-resistance curves for ductile materials at
temperatures at which critical crack lengths have an important
influence on predicted lifetimes is recommended. The technology of
such testing is fairly advanced, and these tests would therefore not
be overly expensive.

Recommendation 1.3.6 _
J-resistance curve testing for use in analysis of part-through

cracks is suggested.

Recommendation 1.3.7

Crack growth under mixed mode cyclic loading can be important in the
complex situations encountered in engine components and a research
effort to better understand such growth in typical engine materials
is suggested.



Recommendation 1.3.8
Procedures for analyzing the growth of part-through cracks under
complex stress conditions should be subjected to experimental

confirmation in typical engine materials and environment. The
assumption of “self-similar" flaw growth can lead to serious error
in many situations, and this assumption can and should be avoided.
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I FILLING THE GAPS IN EXISTING TECHNOLOGY

The previous section provided recommendations for research to facilitate
the more effective use of existing technology for the prediction of component
lifetime. This section will provide recommendations for researéh to expand
and fill in gaps 1in current technology. Hence, recommendations in this
section are more research oriented, but of more direct and immediate applica-

bility than items to be discussed in Section III.

I1.1 Development of Improved Models of Subcritical Crack Growth

Recommendation I1.1.1

A general model for estimation of fatigue crack growth under aggres-
sive environments would be very useful -- even for the relatively
simple case of constant cyclic load amplitude. Research for the
development of.such a model is strongly recommended. This is one of
the most difficult undertakings recommended here, but is also the
one with potentially the largest payoff. This model would allow
predictions to be made of the influence of a particular environment
on fatigue crack growth, including the effects of temperature,
loading frequency and R-ratio. This would circumvent the need to
perform numerous tests each time a new loading condition or environ-
ment was encountered. Such a model has proved very elusive in the
past, because of the complexity of the phenomena involved as well as
the interdisciplinary nature of the problem. Lacking a general
model, several viable techniques for "interpolating" or “extra-
polating” from test conditions to the desired conditions are avail-
able and should be pursued. The results of these efforts should be
incorporated into the software discussed in Recommendation I.1.3.
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Recommendation 1I1.1.2

Improved methods of predicting crack growth under variable amplitude
cyclic loading would be beneficial in improving the accuracy of
lifetime predictions. Initiation of research efforts in this area
is recommended. Such efforts should be coordinated with the general
mode! development discussed in Recommendation 1I.1.1, and the
testing included in Recommendation 1.3.3. Such a model would
ideally provide a means of treating crack retardation that does not
require extensive additional testing.

Recommendation II1.1.3

A research program to provide a better understanding of the influ-
ence of environment and previous load history on fatigue crack
growth . thresholds 1is recommended. The results of these efforts
should be combined with Recommendations 1I.1.1 and II.1.2 to provfde
a general model of fatigue crack growth that is incorporated into 2
widely available computer program code such as discussed in Recom-
mendation 1.1.3.

Recommendation 11.1.4

Creep crack growth 1in some engine components is important, and
further research in this area is recommended. Considerable research
on characterizing high temperature sustained load crack growth in
selected relevant materials has'a1ready been performed and serves as
a foundation upon which to build. Further research to explore the
influence of hold times at elevated temperatures on crack retar-
dation is recommended. Such efforts should be based on solid
mechanics concepts, such as the C* parameter approach.

Recommendation 1I.1.5

Further research to explore the interactions of creep and fatigue
are recommended in order to gain a better understanding of this
complex area.
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Recommendation [I1.1.6
Additional testing to provide crack growth rate-C* correlations for

relevant materials and temperatures is recommended.

Recommendation [I.1.7

Solid mechanics-based studies of the relevant parameters for corre-
lation of creep crack growth under typical hydrogen/oxygen engine
conditions is recommended. The conditions under which net section
stress (o,), K, J and/or C* provide the suitable parameters for
engine conditions needs to be clarified. If C* is applicabie to
fully creeping materials and engine conditions are “contained creep"
(in which o,, K or J is controlling), then C* should be eliminated
from consideration and test conditions designed to simulate typical
engine conditions -- rather than doing what is easiest in the

laboratory.

Recommendation [I,1.8

A research effort is recommended to develop applicable tools for
analyzing creep crack growth, The J or C* "solutions” for relevant

" defects should be developed so that the laboratory correlations with
crack growth characteristics can be used to predict the behavior of
actual cracked components operated at high temperatures.

I1.2 Integration of Crack Initiation Analysis with Fracture Mechanics

Many hydrogen/oxygen engine components are currently designed based on a
fatigue aﬁa]ysis that assumes an initially flaw-free material. The analysis
then proceeds with an "S-N" type of approach for predicting component life-
time. NASA currently has a research project underway on "Verify Fatigue Life" -
to develop procedures'for calculating lifetimes under random cyclic loading,
and to verify'the prediction by comparison with observed service conditions

and corresponding failures. A research program is recommended to develop
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méthodo1ogies that combine the “S-N" approach Qith fracture mechanics in order
to provide a consistent tool for life estimation of initially unflawed compo-
nents that includes both the initiation and propagation of cracks. Improved
tools for the treatment of short cracks (i.e., cracks too small tb be modeled
adequately with current continuum fracture mechanics methods) would be impor-
tant in the treatment of the early behavior éf initiated cracks. Procedures
for treating the randomness of the initiation phase would be useful in

probabilistic fracture mechanics (PFM) analyses.

I1.3 Residual and Assembly Stresses

Residual stresses, such as due to welding, and assembly stresses can be
introduced into engine components during fabrication. These stresses can have
an important influence on subcritical and catastrophic crack growth. A
research effort to better characterize such stresses is recommended. Through-
thickness variations of welding residual stresses have an important influence
on the effect of such stresses on the behavior of. cracks, and should be

included in any research efforts in this area.

11.4 Probabilistic Fracture Mechanics (PFM)

A research program to expand the usefulness of PFM for engine components
is recommended. Such efforts would be closely coupled to the improvements in
(deterministic) fracture mechanics resuliting from research efforts recommended
above, because any PFM analysis is no better than the deterministic models

upon which it is based.
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Recommendation 11.4.1

The development of data bases for improved definition of the statis-
tical distribution of the materials-related random variables is
recommended. This would include studies of the distribution of
toughness of typical engine materials as well as the distribution of
cyclic crack growth properties for a given AK and cycles to initi-
ation for -a given stress history. ‘

Recommendation 11.4.2

Research into the statistical distribution of initial defect sizes
and numbers is recommended. The applicability and utility of
"effective-initial-crack-size" distributions presented 1in the
literature should be explored. Additional investigations into
initial crack sizes is recommended, including more data on initial
crack depth and length -- as well as the relationship between these
two random variables. The often-made assumption that the crack
depth and the aspect ratio are independent should be scrutinized.

Recommendation I1I.4.3

It is recommended that any PFM efforts. be coordinated with on-going
NASA programs related to NDE of engine components. Coordination of
projects would improve the likelihood that the NDE procedures would
concentrate on the most relevant types and features of defects from
a fracture mechanics standpoint while also providing information on
flaw detection probabilities that 1is necessary for the PFM
evaluation,

I1.5 Optimization of Proof Testing Procedures

A coordinated effort is recommended for the deve]opmeht of procedures to
apply PFM to the optimization of proof test procedures. The costs of failure
during proof loading and the cost of a service failure would be important

inputs to such procedures. The magnitude of proof loading and the number of
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proof cyc1es could be optimized based on the cost of various types of failure
and their probability of occurrance. The J-resistance curve information on
engine materials subject to stable flaw growth discussed in Recommendation
1.3.5, and the improved data bases for random variables mentioned in Section

I1.4 would provide important inputs to proof test optimization.
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IiI EXPANSIONS OF EXISTING TECHNOLOGY

Previous sections provided research recommendations that are concerned
with the existing framework of fracture mechanics technology. This section
will discuss areas that deal with expanding the current technology, and will
therefore touch upon more fundamental topics. The areas to be covered were
identified during the survey summarized in the companion volume. Therefore,
this section is certainly not intended to be a general set of recommendations'

for long range comprehensive research efforts.

II1.1 Generalization of J-Integral

The J-integral is strictiy appliicable only to nonlinear elastic
materials. This lack of generality makes its use suspect in applications
involving either non-monotonic loading or crack growth. Research efforts to
provide a more general parameter for the characterization of crack stress
fields and/or energy release rates is recommended. The T-integral of Atluri,
which was briefly mentioned in the Introduction to Section 4 of the companion

volume, appears to provide a fruitful path for future research efforts.

I11.2 Cyclic Plasticity - Fatigue Crack Growth Interfaces

A research effort aimed at unifying the fracture mechanics approach to
fatigue crack growth and the cyclic plastic deformation characteristics of the
material would be worthwhile, in that it would unify these two largely inde-
pendent areas to prdvide a better and more fundamental understanding of

fatigue crack growth, Progress in this area could have an important impact on
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the development of models of fatigue crack growth suggested for development in

Section 11.1 of this document.

111.3 Transient Creep Crack Growth

Current theories of creep crack growth assume that creep is occurring
under steady-state conditions (i.e., secondary creep, for_which Eox cn)g This
allows J-integral approaches to be employed. This 1ignores the transient
portion of the creep behavior (primary creep), which could be important for
the time-temperature combinations relevant to creep cracking of typical
hydrogen/oxygen engine components. As additional information is gained on the
creep crack behavior under relevant conditions, the suitability of ignoriné
transient creep should become apparent. The desireability of a research

effort into this area could be assessed at that time.
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