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This year we have been completing improved versions, begun last
year, of the multi-component VAL solar models that include opacities
for 17 million atomic and molecular lines computed by Kurucz. These
models now produce a consistant match to observations in the ultra-
violet and far infrared and to the Ca H and K lines. We are preparing
a large paper for the Astrophysical Journal. The same techniques have
now been applied to chromospheric flare models in collaboration with
Marcos Machado. Avrett discussed this work at the flare workshop at
Sac Peak in August and at the SOT meeting in Munich in September. A
preprint for the Sac Peak proceedings by Avrett, Machado, and Kurucz
is appended to this report. Figure 1 shows the calculated spectra
from models of the quiet solar disk and a very bright flare region, at
disk center and at /4 = 0.3 near the limb, in 1 nm bandpasses centered
at 361, 386.2, and 427.5 nm. The 386.2 and 427.5 nm bands are both
located in the Paschen continuum, and respond in roughly the same way
to hydrogen emission, but the 386.2 band has a greater sensitivity to
line emission in a strong flare, particularly near the limb. The
361 band is in the Balmer continuum and shows substantial hydrogen
emission as a result of chromospheric overheating. The limb enhance-
ment at 361 nm is several times stronger than at disk center. The
calculations are in general agreement with flare observations. The
calculations in the appended report suggest that the enhanced emission
due to chromospheric overheating can lead to radiative heating deeper
in the atmosphere.

This year we have continued to work on models and spectra of
sunspots in collaboration with Per Maltby and Olav Kjeldseth-Moe of
the Institute for Theoretical Astrophysics in Oslo. Kjeldseth-Moe is
analyzing the sunspot observations in the ultraviolet region 140-168 nm
obtained by the NRL High Resolution Telescope and Spectrograph. Maltby
has made extensive photometric observations of sunspot umbrae and
penumbrae in 10 channels covering the wavelength region 387-3800 nm.
The paper "A new sunspot umbral model and its variation with the solar
cycle" by Maltby, Avrett, Carlsson, Kjeldseth-Moe, Kurucz, and Loeser
has been accepted for publication in the Astrophysical Journal.
Figure 2 is taken from that paper. It shows the calculated disk and
spot spectra, the calculated atmospheric transmission spectrum, the
calculated transmitted disk and spot spectra, the calculated instru-
mentally degraded transmitted disk and spot spectra, and finally,
the observed disk and spot spectra from Hall's sunspot atlas. We are
continuing to work on detailed calculation of the spectrum and
comparison with observations. The Oslo group is also reducing HRTS
data for other solar features and they plan to make those data avail-
able to us. Maltby is visiting Cambridge during January so that we
can plan for the calculations necessary to analyze the data.
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Kurucz spent November and December at Los Alamos working on atomic
and molecular opacities, but significant Cray time was not available.
We cannot plan on getting Cray time in the future because Los Alamos
computers are becoming more saturated. There is unlimited VAX time
available, however. Kurucz has not been been able to get access to
large computers at any other laboratory. It would be very helpful if
there were some way that NASA could provide us with computer time.
Kurucz has applied to NSF for supercomputer time at San Diego for
1986 but he has not yet received an answer. (

V
There are several regions between 200 and 350 nm where the pre-

dicted solar intensities are several times higher than observed, e.g.,
85% line blocking predicted instead of the 95% observed. The integrated
flux error of these regions is several per cent of the total. Kurucz has
determined that this discrepancy is caused by missing iron group atomic
lines that go to excited configurations that have not been observed in
the laboratory. Most laboratory work has been done with emission
sources that cannot strongly populate these configurations. The sun,
however, shows these lines in absorption without difficulty.

Kurucz has used Cowan's Hartree-Fock programs at Los Alamos to
compute Slater single-configuration and configuration-interaction
integrals for the lowest 50 configurations of the first 10 stages
of ionization for elements up through Zn and for the first 5 stages
for heavier elements. These calculations are used to determine eigen-
vectors by combining least squares fits for levels that have been
observed with computed integrals for higher configurations. Each
least squares iteration takes a large amount of computer time and
many iterations are required. Thus far new line lists have been
completed only for Fe I and II, which produce the strongest effect
on the spectrum. Cr I and II and Ni I and II are still in the least
squares fitting phase. Other less abundant elements have not yet been
started, but they should play only a secondary role in the opacity,
in any case, and will be easier to compute because most of them have
simpler spectra. Radiative, Stark, and van der Waals damping constants
and Lande g values are automatically produced for each line. The com-
plexity of these calculations is illustrated by the following table,

5

Fe I Fe II
even odd even odd

number of configurations 26 20 22 16
number of levels 5401 5464 5723 5198
largest Hamiltonian matrix 1069 1094 1102 1049
number of least squares parameters 963 746 729 541

(many fixed at scaled HF)
total number of lines saved 583,814 1,112,322

Figure 3 shows the blocking in the solar ultraviolet spectrum produced
by Fe lines. The calculation was done once with the old line data
mentioned above and again with the newly calculated data. The increase
in opacity is dramatic. Once the calculations for the iron group elements
are complete, Kurucz will recompute the opacity tables for use in our
model calculations.
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We made very little progress on molecules in 1985 because of the large
effort needed for the atomic calculations.

Kurucz is now reducing the center and limb intensity spectra in the
visible that were taken with the FTS at Kitt Peak to produce an atlas
like the Kurucz, Furenlid, Brault, and Testerman Solar Flux Atlas that
he published this year. He has also begun to remove the terrestrial lines
from the flux spectrum to determine the spectrum above the atmosphere.
In collaboration with the UVSP group Kurucz is also reducing SMM spectra
that cover the whole ultraviolet from Lyman alpha to 350 nm.
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Figure 1
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Figure 2

CN
I CO

I I I I I II CH4 I
I II I H20 I

2351.5 2352.0
WflVELENGTH (NM1

2352.5 2353.0

-5-



Figure 3
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ABSTRACT

We present further calculated results based on the two chromospheric flare
models Fl and F2 of Machado et al (1980). Two additional models are included:
Fl* which has enhanced temperatures relative to the weak-flare model Fl in the
upper photosphere and low chromosphere, and F3 which has enhanced tempera-
tures relative to the strong-flare model F2 in the upper chromosphere. Each
model is specified by means of a given variation of the temperature as a function
of column mass. The corresponding variation of particle density and the
geometrical height scale are determined by assuming hydrostatic equilibrium. We
solve the coupled equations of statistical equilibrium and radiative transfer for H,
H-, He HI, C I-IV, Si HI, Mg HI, Fe, Al, O HI, Na, and Ca II. The overall
absorption and emission of radiation by lines throughout the spectrum is



determined by means of a reduced set of opacities sampled from a compilation of
over 10' individual lines. For the flare models and quiet-Sun model C we show
1) the computed depth variation of the electron number density and the number
density of hydrogen in the n=2 level, 2) Lyman continuum intensities, 3)
intensity distributions over the wavelength range 1500 to 8500A, 4) spectra com-

o o

puted in detail in 10A bands centered at 3610, 3862, and 4275A, 5) computed
line profiles for 26 selected lines, from 304 to 10830A, produced by H, He I-II, Na.
Mg I-II, Ca II, Si I-U, Fe, C I-IV, and O I-II, and 6) the net radiative cooling
rates due to H, H~, Ca II, Mg II, Fe, Na, Mg, Si, C, and He I-II.

We show that the white light flare continuum may arise by extreme chro-
mospheric overheating as well as by an enhancement of the minimum tempera-
ture region. These two possibilities, which have been discussed in many previous
papers, are treated here with the help of detailed semiempirical models. The
model calculations show the relationship between observations and atmospheric
parameters, and provide estimates of the energy needed to produce flare enhance-
ments.

The radiative cooling rate calculations for our brightest flare model suggest
that chromospheric overheating provides enhanced radiation that could cause sig-
nificant heating deep in the flare atmosphere.

1. INTRODUCTION

Semiempirical modeling of flare atmospheres, even in the static plane-
parallel approximation, gives useful information about the physical properties of
solar flares. In semiempirical modeling we assume a temperature distribution,
calculate the remaining atmospheric parameters at each height, and then calcu-
late the emergent spectrum. We try to select a temperature distribution leading
to an emergent spectrum that agrees with observations.

We do not specify the flare heating mechanism that produces the atmos-
pheric stratification, but solve the equations of statistical equilibrium and radia-
tive transfer, for all the required spectral lines and continua. in order to under-
stand how various observable spectral features correspond to the physical charac-
teristics of the atmosphere.



In addition, the model calculations give a detailed description of the depth
variation of the net energy losses due to radiation that must be balanced by vari-
ous nonradiative heating and transport mechanisms, such as electron and proton
acceleration, heat conduction, and XUV irradiation (see Emslie, et al 1981:
Henoux and Nakagawa 1977; Machado, et al 1978, 1980). Kinetic-energy and
enthalpy fluxes also must be considered. See the summaries by Canfield and
Machado in this volume. The model calculations also indicate that under certain
conditions radiative heating can occur deep in the flare atmosphere. See
Aboudarham and Henoux (1985) and the papers by Emslie and by Mauas and
Machado in this volume.

In this paper we address two particular aspects of chromospheric flare obser-
vations in relation to model calculations:

a) the origin of white light flare (WLF) events, in view of the improved
observations in recent years (Neidig and Oliver 1983), and the recognition that
some white light flares correspond to the brightest flares seen in the narrow
wavelength bandpasses of strong spectral lines; and

b) how a variety of spectral lines, observed in different regions of the spec-
trum (some never analyzed in detail) respond to varying atmospheric conditions.

In order to study WLF events, we show results from the Fl (weak flare) and
F2 (strong flare) models of Machado et al. (1980, hereafter MAVN) and two new
models Fl* and F3 depicted in Figure 1. Figure 1 also shows quiet-Sun model C
from Vernazza et al. (1981, hereafter VAL), but with the higher temperatures in
the minimum region discussed by Avrett, Kurucz, and Loeser (1984) and Avrett
(1985) (see also the photospheric model tabulated by Maltby et al. 1986).

Model F3 is our attempt to mimic, and explore the consequences of, a dense
overheated region in the upper chromosphere as some WLF observations suggest
(see Machado et al. in these proceedings and references therein; Neidig and
Wiborg 1984; Donati-Falchi et al. 1984). In this case, hydrogen free-bound emis-
sion is found to be the major source of continuum enhancement.

Observations of some WLF events show only moderately broadened Balmer
lines and a weak enhancement at the head of the Balmer continuum (Hiei 1982;
Boyer et al. 1985). These observations suggest that H~ could be the main contri-
butor to the flare continuum at visible wavelengths. We explore this possibility
with the help of model Fl* which is the Fl weak-flare model except for higher
temperatures in the upper photosphere and temperature minimum region.



With regard to point (b) above, we note that in recent years there have
been few additional observations of the spectral features used by MAYN to deter-
mine models Fl and F2 (the Lyman lines and continuum, and the C I and Si I
continua). On the other hand, a wealth of new data exists mainly at visible
wavelengths, as well as more detailed analyses of He I-II features in the visible
and extreme ultraviolet ranges. (See the papers by Lites tt ai, Porter et al. and
Zirin in this volume, and references therein.) Also there have been improvements
in opacity data and computational techniques that enable us to compute spectra
in better detail than in earlier years. (See Kurucz 1985; Avrett 1985.) Thus we
have computed for model C and for all four flare models the profiles of a large
number of lines at a variety of wavelengths. The comparison of these profiles
with observations should help determine the atmospheric properties of flare
regions and the physical processes that occur in flares.

2. MODEL CALCULATIONS

Given any of the temperature distributions shown in Figure 1, we obtain the
density distribution and a geometrical height scale from the equation of hydro-
static equilibrium (see VAL 1973 and 1981). Figure 1 shows temperature as a
function of column mass m(g cm~2l The total pressure is given by
p(dyn cm"2) = mg, where g = 2.74 X 104 cm s~2. Computed values of geometri-
cal height in km are shown in each case. In each of the flare model calculations
we have chosen, for simplicity, to use the same turbulent pressure as a function
of height as used in the VAL (1981) model C calculation.

We determine the excitation and ionization of hydrogen and other atoms
and ions by solving the equations of statistical equilibrium and radiative transfer.
The electron number density ne is needed to solve these equations, but is not
known in advance. Successive ionization-equilibrium calculations are carried out
for H, He, C, Si, Mg, Fe, and other electron donors until self-consistent values of
ne are obtained. The photoionization rates in these calculations depend on level
populations and radiation intensities, two quantities having a global interdepen-
dence that we determine by solving the coupled equations of statistical equili-
brium and radiative transfer. Since the photoionization rates also depend on the
opacity as a function of wavelength, we must know the ionization equilibrium of
all continuum-opacity contributors, and must properly represent all the lines that
fill the spectrum. The way we represent the line opacity is discussed in the next
section.



Figure 2 shows the electron number density distribution computed from
each model. Figure 3 shows the computed number density for the hydrogen n =
2 level, and the corresponding column density.

Given the electron and hydrogen densities and the temperature as functions
of height, we calculate the emergent Lyman continuum intensities shown in Fig-
ure 4. Other spectrum calculations are given in the following sections.

10 10
-2

10 10

m(g cm"2 )

10

Fig. 1 - Temperature as a function of column mass for the quiet-Sun model and
the four flare models. Geometrical heights in km are indicated in each case.



3. SPECTRUM CALCULATIONS

Kurucz (1985) has compiled opacity data for over 1.7 X 10' atomic and
molecular lines. His line list can be used to synthesize the spectrum in detail for
limited wavelength regions, as in Figure 6 shown later. A very large amount of
computer time would be needed to synthesize the entire solar spectrum in this
way. As a simplification, Kurucz has used the full line list to obtain the total
line opacity at a uniform set of frequencies A// — 2 X IQ~^ v (corresponding to
AX ~ 1A in the visible and ultraviolet). In the wavelength range between the
Lyman limit and 10 //m we obtain the total line opacity sampled at about 23,000
frequencies. This is still too large a number of frequencies to use for exploratory
calculations. Moreover, some of the sampled frequencies occasionally will occur
near the centers of strong lines, giving unusually large opacity values.

10
10

10 10 " 10

m (g crrf2)

10

Fig. 2 - The calculated electron number density as a function column mass for
each model.



For these reasons, we use a new approximate treatment of line opacity
which differs from ordinary opacity sampling and from the use of distribution
functions. In this treatment, every 100 of Kurucz's sampled values are replaced
by five representative ones chosen as follows. The 100 values are arranged in
order, from lowest to highest opacity. Then we choose those numbered 10, 30,
50, 70, and 90 from the sequence. These five values are assigned to frequencies
uniformly distributed over the original interval, but in the order in which they
occurred in the original sample. The selected opacity values thus are kept rea-
sonably close to their original frequencies. The original sampled opacities are

10

17
Hydrogen level

— 2 number density
— column density

1012

10 10 " 10
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Fig. 3 - The hydrogen no number density and the corresponding n2 column den-
sity calculated for each model.
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tabulated as functions of temperature and pressure. From the values of tempera-
ture and pressure at each depth in a model, we interpolate to find each group of
100 sampled values and then determine the five representative ones. At each
depth, the five representative values are obtained independently, and are
independently assigned to the five uniformly spaced frequencies in their original
order. In this way we avoid assigning all the largest opacities at each depth to
one frequency and all the smallest opacities at each depth to another. Associat-
ing large (or small) opacities at one depth with the large (or small) opacities at
other depths is a disadvantage of the method of line opacity distribution func-
tions (see Carbon 1984).

It is necessary to explain a further important feature of the calculations
before showing the results. We cannot assume LTE and use the Planck function
as the source function corresponding to line opacities; enormously strong chro-
mospheric emission lines would result. While we calculate the non-LTE source
functions for many individual lines, it is impractical to identify each of our
representative lines and then explicitly calculate these source functions. In order
to obtain a reasonable set of results to study, the scattering albedo a is intro-
duced such that the source function S,, corresponding to our representative lines
is given by

Su = a Sv + (1 - a) Bv

where B^ is the Planck function, J,, is the calculated mean intensity, and a is a
given function of depth. We let

0, h < hj ,

hi), h! < h < h2 ,a =

1, h > h2 .

In the four flare model calculations we chose ht as the height where the
temperature has a minimum value and h2 as the height at the base of the
chromosphere-corona transition region. The calculated line emission should be
compared with flare observations to see if this variation of a is reasonable. For
model C we have chosen h2 = 700 km (and hj = 200 km) after finding that a
larger h2 (e.g., 1000 km) gives too many strong ultraviolet emission lines in com-
parison with quiet-Sun observations. We need to compare our results with ultra-
violet flare observations to determine whether or not our adopted values of h2 in
the flare model calculations also should be reduced (e.g., see the paper by Foing
et al. in this volume).



4. RESULTS

Figure 5 shows the calculated emergent intensity distribution over the
wavelength range 1500-8500A, at the disk center and at // = 0.3, for models C,
Fl, Fl*, F2, and F3. The results are plotted as brightness temperature vs.
wavelength, and intensity values in ergs cm~2 s"1 sr"1 A'1 are plotted for
reference. The results for models C, Fl and Fl* are shown in Figures 5a. 5b, and
5c, and compared in Figure 5d. The intensity ratios I(Fl)/I(C) and I(Fl*)/I(C)
are plotted in Figure 5e. The results for models F2 and F3 are shown in Figures
5f and 5g. and are compared (along with C and Fl) in Figure 5h. The ratios
l(Fl)/I(C), I(F2)/I(C), and I(F3)/I(C) are plotted in Figure 5i. The vertical lines
in Figures 5a, b, c, f, and g indicate the maximum intensity and minimum inten-
sity in each group of five frequencies as explained above. The dotted curve is
obtained by successively averaging neighboring intensity values until a smooth
distribution is obtained. Figures 5d, e, h, and i show only these smooth distribu-
tions.

It should be noted that our selection of representative opacities at different
frequencies may not account for the intensity enhancements due to individual
strong lines. In particular, the results shown in Figure 5 may not fully account
for the merging of highly Stark broadened Balmer lines close to the Balmer con-
tinuum limit, which would enhance the intensity distribution shortward of 4000A
as shown in calculations by Donati-Falchi et al. (1985).

Fig. 5 (a-i, next 9 pages) - Calculated brightness-temperature and intensity distri-
butions over the wavelength range 1500 - 8500A for each model. The
brightness-temperature graphs show the values of intensity (103 - 107) in units of
ergs cm"2 s"1 sr"1 A"1. The vertical lines correspond to the maximum and
minimum values computed from each set of five representative frequencies, as
explained in the text. The dotted curve is a smoothed distribution. Figures 5(a).
(b), and (c) show the results for models C, Fl, and Fl*; (d) compares the three
distributions and (e) shows the intensity ratios Fl/C and Fl*/C; (f) and (g) show
the results for models F2 and F3; (h) compares the distributions for models C.
Fl, F2, and F3; and (i) shows the intensity ratios Fl/C, F2/C, and F3/C.

10



8
Model C

10'

8-

ro
O

Model C
^=0.3

1,1 m

1 1 1 1 r~

10'

5x10'

10'

1 . 5 2 3 _ 4 5 6 7 8
X

/I



8
Model F1

10'

7-

*f)o

ft]
u

5xlO'

I0

I0

"b

I0

Model F1

to

5xl0

s tf
I0 10"

_j ,—,—_i—j_
1.5

X(I03A)
5 6 7 8



ORIGINAL PAGE IS
OE POOR QUAUTY

8
Model F1«

I0

10
O

5

H i M ' J i'Ivi'1

5xl0

I0

I0 I0

8 -

"b

Model F1

It

I0 I0

. 5xl0

io

1.5 3 4
X(I03A)

5 6 7 8

13



ORIGINAL PAGE 13
POOR QUALITY

8

8

"b

= 0.3

10'

10'

5x10*

F1

10'

1.5 3 4 5
X(I03A)

6 7 8



10"'
in3

1 , , 1 , . ! ! ' !

F1/C

Id'
1.5

X ( I 0 3 A )
6 7 8



ORIGINAL PAGE IS
OF POOR QUALITY

8

7-

IO i .
O | i

5-

Model F2

I0

5x10'

I0 IO

8
Model F2

u = 0.3

3 4
X(I03A)

5 6 7 8



ORIGINAL PAGE is
OF POOR QUALITY

8

*,

Model F3

I0

I0

I0 I0

8-

I0

Model F3
u=0.3

I0

I0

5xl0

I0

_i i 1—,—i 1 i i i i — i i i i
1.5 5 6 7 8

17



ORIGINAL PAGE !S
OF POOR QUALITY

8
10'

10'

10'

I I 1 1 1 1 1 1 1 1—I

3 4
X(I03A)

6 7 8

18



1.5 3 4
X(I03A)

6 7 8



The study of such effects requires detailed calculations of the spectrum. We
include such calculations here only for the quiet Sun and model F3, and for three
wavelength bands centered at 3610, 3862, and 4275A. These are three of the
bands used by Zirin and Neidig (1981) in their observations of white light flares.
Figure 6 shows the computed spectra for the disk center and for /z = 0.3 near
the limb.

These results, for model F3 vs. the average quiet Sun, seem generally con-
sistent with the observations by Zirin and Neidig (1981) who reported a Balmer
continuum increase in the intensity by a factor of 2.5, and with reports that
WLF enhancements are larger at the limb than at disk center. The calculations
also show a moderate enhancement of the Paschen continuum (see Neidig and
Wiborg 1984).

The following table shows the sources of emission in the upper chromo-
sphere (temperatures between 9000 and 10,000 K) responsible for the enhance-
ment in model F3.

TABLE 1

Percent Contributions to the Emission from the
Upper Chromosphere (9000K < T < 10,OOOK) of Model F3

Hbf

Hff

H~
lines

X3610

99

1

X3862

77
o

5

i io
Balmer
limit

X4275

86
9
4
1

X8

88
11
1

Paschen
limit

X8300

38
20
2
40

Fig. 6 (next page) - Sample theoretical spectra in Inm wavelength bands centered
at 361, 386.2, and 427.5nm. The intensity in units of 108 ergs cm'2 s"1 sr1 nnr1

is shown as a function of wavelength in nm, at the disk center and at n = 0.3
near the limb, for the quiet Sun and for flare model F3. These spectra were com-
puted using the synthesis programs described by Kurucz and Avrett (1981). The
line data were selected from the compilation of 1.7 X 107 atomic and molecular
lines described by Kurucz (1985).





It should be noted that all of our flare models predict some enhancement of
the Balmer continuum. However, some WLF events show essentially no such
enhancement (see. for example, Boyer et al. 1985). Ordinary flares that are not
seen in white light also do not have Balmer continuum enhancements. This is a
modeling problem that was recognized in the earlier, simpler calculations of
Svestka (1965) and deFeiter (1966). We show later that the conditions giving rise
to an enhancement of the Balmer continuum can lead to radiative heating deep
in the flare atmosphere, but our models do not suggest how the deep layers might
be heated without the occurence of a Balmer continuum enhancement.

We now turn to the calculation of individual line profiles.

For each of the models, we have solved the statistical equilibrium and radia-
tive transfer equations for a group of atoms and ions including H, He I-II. Na, Mg
I-II, Ca II, Si I-II, Fe, C I-IV, and O I-II. Figures 7a through 7m show the profiles
of 26 selected lines from the atoms and ions listed above. Observations of some
of these lines (integrated intensities and line profiles in some cases), usually in
weak flares, are given by Canfield et al. (I980a,b; Ha. La, He II, C I-II. O I, Si II.

Fig. 7 (next 13 pages) - Theoretical center and limb profiles for 26 selected lines
from the atoms and ions, and at the central wavelengths (in A), listed below.
Intensities in ergs cm~2 s"1 sr"1 A are shown as functions of AX in A.

H 1215 La Si II 1533
H 6563 Ha Si II 1816
He 5875 D3 Fe 3719
He 10830 Fe 5012
He II 304 Fe 8688
He II 1640 C 1561
Na 5890 D2 CII 1335
Mg 2852 CIII 977
Mg 5180 b CHI 1175
Mgll 2795 k CIV 1547
Call 3933 K O 1302
Call 8498 O 7771
Si 2516 OII 834
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Ca II, Fe), Machado and Linsky (1975; Ca II), Machado and Emslie (1979: C II.
La), MAVN (La, LyC), Cohen et al. (1978; CIV), Porter et al. (this volume; He
I-II), Zirin and Hirayama (1985; He I-II), Lites and Cook (1978; La), Lemaire et
al. (1984; Ca II, Mg II, La), and Canfield and van Hoosier (1980, La). This list of
references is by no means compete. Further information on the qualitative
behavior of most of the visible lines we compute is given by Machado and Rust
(197-4) and Svestka (1976), who gives complete references up to 1975.

The computed profiles in Figure 7 are symmetric because the models are
static. We have used the same nonthermal broadening velocity as in the VAL
(1981) calculations. The profiles have not been convolved with any macrotur-
bulent velocity distribution or any instrumental profile. Doing so would broaden
the central core of the profiles, giving better agreement with observations; see, for
example, Fang et al. in this volume. Thus we should not expect close agreement
between these computed profiles and observed ones.

We now proceed to note particular features of the calculated results.

La and Ha lines These, together with Ca II H and K, are the best observed
lines in the flare spectrum. The Ha line is particularlj- well observed. (It should
be noted that the Ha profiles we now compute for models Fl and F2 are some-
what broader than those shown by MAVN, for the reason that the adopted reso-
nance broadening coefficient was too small by the factor 2 in the earlier calcula-
tion.) The high densities in the F3 model give an Ha profile with very broad
wings, as is observed in many chromospheric flare kernels (see Svestka 1976 and
references therein). However, the absolute intensity at the center of the F3 pro-
file is too large compared with obervations, suggesting that a model having a
chromospheric temperature rise between the F2 and F3 distributions would be in
better agreement with the brightest flares seen in Ha. Similar conclusions apply
to the La line, except that even the Fl profile has a larger central intensity than
reported by Canfield and van Hoosier (1980). Additional details for comparison
with observed La wing profiles are given by MAVN.

Helium lines These lines are discussed by Lites et al., Porter et al. and Zirin
elsewhere in this volume. Our results are incomplete because we have not intro-
duced large values of the incident coronal XUV flux in the flare models. For sim-
plicity we continued to use the model C values. Even so, the qualitative behavior
of the calculated D3 line is in agreement with flare observations, showing absorp-
tion in the weak flare models, changing to emission in models F2 and F3. (The
F3 profile again seems too large, as compared with the observations by Donati-



Falchi et al. 1984.) It is well known (see Svestka 1976 and references therein) that
D3 shows both emission and absorption components at different spatial locations
associated with bright and faint Ha regions. The computed profiles shou these
properties. We also note that the overall behavior of the He I and He II lines
shows the increasing importance of collisional effects as we proceed from model C
through F3, in agreement with the results of Porter et al. for chromospheric flare
ribbons. Note that while the wings of the X1640 He II line are higher for the F3
model than for F2, the central intensity that we compute is lower. A possible
cause of this result is explained in the discussion of the higher-temperature lines
below.

Na and Fe lines The qualitative behavior of the Na D2 line is in good agree-
ment with observations. This line is known to show a filling-in of the absorption
core in most flares, going into emission only in the brightest events. The same
applies to the behavior of the Fe lines. Observations indicate that the Fe line at

o o

3719A is extremely sensitive to flare conditions while the 5012A line shows
emission-core brightenings only in the largest events (Svestka 1966; Machado and
Rust 1974). Our calculated profiles show the same properties.

Ca II and Mg II lines These collisionally dominated lines are extremely use-
ful in determining the structure of flaring atmospheres from the upper photo-
sphere to the base of the transition zone. The wavelength shift of the minimum
intensity in the wing of the K line corresponds to the changing mass column den-
sity of the minimum temperature in the sequence of models. The progressive
increase of the pressure at the top of the chromosphere from Fl to F3 causes a
filling-in of the central reversal. The Fl* wing profile shows the effect of the
hotter upper photosphere, which also clearly affects the X8498 infrared profile.
Similar results are obtained for the Mg II k line, which has been analyzed in
detail by Lemaire et al. (1984). These authors also analyzed Mg II h, Ca II H and
K, and La, noting that the Fl model of MAVN underestimated the observed Mg
II emission, while F2 overestimated the intensities in the other lines.

Higher-temperature lines It should be emphasized here that the flare-model
transition regions (T >, 104K) have been defined rather arbitrarily. MAVN
found that the computed La/L/? ratio is very sensitive to the amount of material
between 104 and 3 X 104 K, and the transition-regions of models Fl and F2 were
adjusted to fit observed values of this ratio. In a subsequent unpublished study,
the two models were found to have too much mass in the upper part of the tran-
sition regions, compared with results from energy balance calculations. For the
F3 model we have attempted to estimate an energy-balance model, following
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Machado and Emslie (1979), assuming for simplicity that the divergence of the
conductive flux equals the radiation loss from the transition region. The result is
preliminary, however, and needs further study. We have not attempted to
modify the upper transition-region structure of models Fl and F2. (Note that
the Fl* transition region is identical to Fl.) As a consequence, we sometimes
obtain higher central intensities from model F2 than from F3. This is apparent
in the calculated profiles of the X1547 line of C IV, the X977 and X1175 lines of C
III, and the X1640 line of He II (as noted above). In the near future we hope to
improve the physical modeling of the flare transition regions. Note that for
models F2 and F3 at least, lines such as XX977 and 1175 of C III, which are
formed high in the transition region, show the effects of large opacities. Such
effects need to be taken into account in the calculation of energy balance models;

i.e., the radiative cooling calculations should include radiative transfer effects.

To conclude this section, the calculated net radiative cooling rates are given
for models Fl, Fl*, F2, and F3, due to H, H", Ca II, Mg II, and the group of con-
tributors Fe, Na, Mg, Si, C, and He I-II. These atoms and ions include many
lines, but we have not included a contribution due to all the other lines
throughout the spectrum, i.e.. due to the sampled or representative line opacities
considered earlier. For model C the effect of this omission can be estimated by
comparing Figures 23a and 24 shown by Avrett (1985).

Figure 23a of that paper gives the total net radiative cooling rate without
the effect of the additional lines, while Figure 24 shows the corresponding result
obtained by integrating over the spectrum in detail, thus including the additional
lines. (The two results differ substantially in the upper chromosphere because
the integration does not include the central portions of strong lines.) In the tem-
perature minimum region and low chromosphere, the additional lines have an
effect but do not qualitatively change the result. In particular, the total rate
remains negative in the temperature minimum region.

The additional lines are more important in the flare models than in model
C, and thus may make a greater contribution to the flare cooling rates than to
the model C cooling rates. At a later time we will attempt to calculate the total
cooling rate including the effect of the additional lines. The other contributions
to the net radiative cooling rates are given below.

Figure 8 shows the calculated cooling rate in ergs cm"3 s"1 as a function of
height in km for models Fl, Fl*, F2, and F3. In each case we show 1) the total.



and the individual contributions from H. H , Ca II. Mg II, and "others", 2) the
H total with contributions from La, Ha, and the Balmer continuum, 3) the H"
total with bound-free and free-free contributions, 4) the Ca II total with contri-
butions from the H, K, and infrared triplet lines, 5) the Mg II total with h and k
contribution, and 6) the total and individual contributions from Fe. Na. Mg. Si.
C, and He I-II.

Several interesting features of these results should be noted:

1) The Fl minimum temperature is high enough (in relation to the tempera-
ture values at other heights) to keep the total cooling rate positive in the
minimum region, in contrast to the negative total rates for the three quiet-Sun
models discussed by Avrett (1985, Figure 23).

2) The H" bound-free cooling rate is negative in the minimum region for
model Fl even though the total is positive.

3) The higher minimum temperature values in the Fl* model cause the H"
bound-free rate to be positive instead of negative.

4) This H~ rate is again negative in model F2.

5) In model F3, all of the principal contributions are negative in the
minimum region.

The net radiative cooling rate $ plotted in these figures is given by

4> = 4;r / K,, (Sv - JJ di/

where «„ is the opacity (in cm"1), S^ is the source function, J^ is the mean inten-
sity, and the integral extends over the entire spectrum. 3> is negative at depths
where S^ < J^ over a sufficient spectral range. We can change 4> from negative
to positive by increasing the temperature at the depths where $ is negative, or

Fig. 8 (next 24 pages) - Calculated net radiative cooling rate 4> in ergs cm 3 s l as
a function of height in km for models Fl, Fl*, F2, and F3. Six pages are shown
for each model as explained in the text.
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by decreasing the temperature at the depths that determine the values of J,,. See
the papers by Emslie and by Mauas and Machado in this volume. The exces-
sively negative values of <J> in the minimum temperature region for model F3 sug-
gest that the substantial contribution to J,, produced in the upper chromosphere
is reasonable only if S^, and hence the temperature, were higher in the minimum
region. Radiation from the upper chromosphere apparently could produce a tem-
perature enhancement in the minimum region.

5. CONCLUSIONS

The calculations presented here provide insights on how the observed chro-
mospheric flare spectrum is produced. The results also suggest numerous
improvements that should be made in the model calculations in order to interpret
observations in better detail.

The upper chromospheric contribution to white light flare emission is due to
H, not H~, but H~ plays an important role deeper in the atmosphere, and there
could be a temperature enhancement in the deeper layers as a result of enhanced
radiation produced in the upper chromosphere.

Further work is needed to account for the important radiative processes, as
well as time-dependent and kinetic processes, that affect the lower atmosphere in
solar flares.
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