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A MONTE CARLO STUDY OF WEIBULL RELIABILITY ANALYSIS
FOR SPACE SHUTTLE MAIN ENGINE COMPONENTS

By

Kenneth C. Abernethy
Associate Professor of Computer Science

Furman University
Greenville, South Carolina

ABSTRACT

The use o f the W e i b u l l f a i l u r e d i s t r i b u t i o n m o d e l has
p r o v e n v a l u a b l e i n r e l i a b i l i t y a n a l y s i s w i t h i n t h e
aeronaut ics indus t ry . The Weibul l analys is of samples with
a h i g h p e r c e n t a g e o f n o n - f a i 1 u r e s , o r c e n s o r e d
o b s e r v a t i o n s , m u s t be u n d e r t a k e n u s i n g one o f severa l
l a r g e - s a m p l e a p p r o x i m a t i o n s t o t h e d i s t r i b u t i o n s o f
p a r a m e t e r e s t i m a t o r s , s i n c e e x a c t m e t h o d s f o r s u c h
d i s t r i b u t i o n s a re m a t h e m a t i c a l l y i n t r a c t a b l e . I t i s
u n k n o w n w h e t h e r t h e s e a p p r o x i m a t i o n s w i l l p r o d u c e
sa t i s fac tory results when used wi th samples , typical of the
space shutt le m a i n engine da t a , which contain small ( f e w e r
t h a n 15) n u m b e r s o f f a i l u r e s . An o b j e c t i v e o f th i s s t u d y
w a s t o d e s i g n a n d i m p l e m e n t a M o n t e C a r l o c o m p u t e r
s imula t ion to assess the usefulness of the Weibul l methods
fo r such s m a l l - f a i l u r e s a m p l e s . I n p a r t i c u l a r , u n d e r
v a r y i n g a s s u m p t i o n s c o n c e r n i n g f a i l u r e d i s t r i b u t i o n
p a r a m e t e r s and n u m b e r o f f a i l u r e s in the s a m p l e b e i n g
a n a l y z e d , a p p r o x i m a t e 9 0 % c o n f i d e n c e i n t e r v a l s f o r
p r e d i c t e d t i m e s to f a i l u r e fo r d i f f e r e n t p e r c e n t a g e s o f
c o m p o n e n t s a r e c a l c u l a t e d by n u m e r i c a l m e t h o d s . The
conf idence coef f i c ien t for these intervals is then tested
by d e t e r m i n i n g what percentages of intervals t rap the true
v a l u e s o f t h e p a r a m e t e r s b e i n g e s t i m a t e d . A l s o ,
m o d i f i c a t i o n s to a W e i b u l l a n a l y s i s c o m p u t e r p r o g r a m
i n c o r p o r a t i n g m e t h o d s f o r c a l c u l a t i n g a p p r o x i m a t e
conf idence intervals and inc lud ing a n u m b e r of options for
a n a l y z i n g i n t e r v a l da t a (as opposed to po in t d a t a ) a re
described.
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INTRODUCTION

The Weibull probability distribution has become a widely
used lifetime distribution model since its introduction in
1951 (3). It has been found to be especially important in
reliability analysis of manufactured items. Although there is
a large body of literature on the distribution and its
statistical properties, the distributions of many of the usual
parameter estimators seem to be mathematically intractable.
The mathematical difficulties encountered in analyzing these
estimators are compounded when estimating with samples that
include data which has been censored in nontrivial ways. The
usual methods employed in this situation involve the use of
some statistics whose asymptotic behaviors are understood, but
whose applicability for small samples is unknown or unsure.

More particularly, Weibull analysis has proven to be
quite valuable in reliability studies for aircraft engine
components (1). This success has encouraged the exploration
at Marshall Space Flight Center of the applicability of
Weibull techniques in reliability analysis for components of
the space shuttle main engine (SSME). A primary restriction
for the SSME environment is a severe limitation on the test
sample size. Test and flight results are collected from fewer
than 30 engines. For major SSME components, data samples may
contain fewer than 5 failures.

This report documents the incorporation of a number of
additional capabilities into an existing Weibull analysis
computer program and the results of a Monte Carlo computer
simulation study to evaluate the usefulness of the Weibull
methods using samples with a very small number of failures and
extensive censoring. Since the censoring mechanism inherent
in the SSME data is hard to analyze, it was decided to use a
random censoring model, generating censoring times from a
uniform probability distribution.

Section 1 of the report describes some of the statistical
techniques and computer programs that are used in the SSME
Weibull analysis. The methods documented in (1) were
supplemented by adding computer calculations of approximate
(using iterative methods) confidence intervals for several
parameters of interest. These calculations are based on a
likelihood ratio statistic which is asymptotically a chi-
squared statistic with one degree of freedom, the basic method
being taken from (2).

The assumptions built into the computer simulations are
described in section 2. The simulation program and the
techniques used in it are described there also. Simulation
results are tabulated for various combinations of Weibull
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shape parameters and the number s of fa i lures in the samples ,
i n t he c h a r t o f s e c t i o n 3 . C o n c l u s i o n s c o n c e r n i n g t he
val idi ty of the chosen Weibul l model and es t imators , for the
small samples characteris t ic of the SSME re l iabi l i ty analysis ,
are d r a w n f rom the s imula t ion results.

In section 4, some impl icat ions of work ing wi th interval
d a t a , a s opposed to po in t d a t a , a r e e x p l o r e d . M o d i f i c a t i o n s
to the Weibul l analysis computer p r o g r a m , wi th several options
for hand l ing interval data are described b r i e f ly . F ina l ly , in
t h e f i n a l s e c t i o n , s o m e c o n c l u s i o n s c o n c e r n i n g t h e
a p p l i c a b i l i t y of the W e i b u l l m e t h o d s to the c u r r e n t S S M E
h a r d w a r e analysis are rev iewed and s u m m a r i z e d .

1. DESCRIPTION OF STATISTICAL MODEL.

A b r ie f descr ipt ion of the statistical model and methods
used in the S S M E r e l i a b i l i t y a n a l y s i s is g i v e n in th is
section. For a more complete discussion of these methods and
tools the r eade r should consu l t r e f e r e n c e s (1 ) and ( 2 ) . The
Weibull dis tr ibution used is the two paramete r Weibull whose
probabi l i ty dens i ty func t ion is :

P-l 3
f ( t ) = M J C r v t ) e x p ( - ( r ^ t ) ) t>o .

The p a r a m e t e r p i s c a l l e d the s h a p e p a r a m e t e r o f the
d is t r ibu t ion . For m a n y appl icat ions p-values in the range .5
to 3-5 are r e a s o n a b l e . W h e n f3 =1, the W e i b u l l r e d u c e s to the
standard negat ive exponent ia l d i s t r ibu t ion . The parameter t\.
is called the scale parameter of the d is t r ibut ion and changes
in K. s imply change the horizontal scale and do not alter the
bas ic shape of f ( t ) . I t i s eas i ly s h o w n tha t for any W e i b u l l
d i s t r i b u t i o n , no m a t t e r w h a t the v a l u e of p , P r ( t < K. ) is
e q u a l to 1- e'1 ( a p p r o x i m a t e l y .632). For th is r e a s o n t\_ is
sometimes called the characterist ic l ife of the corresponding
f a m i l y o f W e i b u l l d i s t r i b u t i o n s . Some t yp i ca l W e i b u l l
p r o b a b i l i t y d e n s i t y f u n c t i o n s a re i l l u s t r a t e d in f i g u r e 1.1.
For c o n v e n i e n c e , K. is t a k e n to be 1 for each c u r v e in that
f igure .
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FIGURE 1.1

The bas ic t e c h n i q u e in the SSME use of . the W e i b u l l
d is t r ibut ion is to est imate the parameters |3 and h_ , and
then c a l c u l a t e s u r v i v a l t i m e s fo r v a r i o u s pe rcen t ages o f
c o m p o n e n t s . For e x a m p l e , t . | ( = e s t i m a t e d t i m e for 10J
f a i l u r e s ) w o u l d be c a l c u l a t e d by so lv ing F ( t ) = . 1 , w h e r e F ( t )
is the cumula t i ve d is t r ibut ion func t ion approx imated by using
the est imates calculated for p and \\^ . In par t i cu la r , F(t)
is given by:

F ( t ) = 1 - exp ( - ( | ^ t ) ) t>0 .

Two t e c h n i q u e s are used to e s t i m a t e p and K. . A
r a n k e d r eg ress ion m o d e l p roduces e s t i m a t e s for p and y\ . and
provides for a s imple graphical evaluat ion of whether the data
seems to fit the Weibul l model. Graphical es t imat ion of the
t v a l u e s can then be m a d e . A second t e c h n i q u e is to

and ft. , for p
u s i n g F ( t ) as i n d i c a t e d

calculate
and \r\.

m a x i m u m
and then

likelihood est imates, say
e s t i m a t e the tp

a b o v e ,
p r o g r a m

Both of these
g iven in (1).

t e c h n i q u e s are i n c l u d e d in a c o m p u t e r

I t was d e e m e d d e s i r a b l e to m o d i f y the above r e f e r e n c e d
p r o g r a m s o t h a t c o n f i d e n c e i n t e r v a l s f o r t h e m a x i m u m
l i k e l i h o o d e s t i m a t o r s could be c a l c u l a t e d . The type of
censoring present in the data makes the calculat ion of exact
c o n f i d e n c e i n t e r v a l s i m p o s s i b l e . Censo red ( o r s u s p e n d e d )
t imes can be obse rved for any v a l u e s of t , and the c e n s o r i n g
pat tern is d i f f i c u l t to predict . The p r i m a r y reason for this
u n p r e d i c t i b i l i t y is tha t t i m e s may be censo red for a l a rge
v a r i e t y o f r e a s o n s , i n c l u d i n g f a i l u r e s o f o ther e n g i n e
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components which would t e rmina te a test. Add i t i ona l l y , there
is c o n s i d e r a b l e m o d u l a r i t y b u i l t in to the S S M E and as a
c o n s e q u e n c e , t i m e s a t r i s k . for a g i v e n type of c o m p o n e n t a re
l i k e l y to be v e r y v a r i a b l e f r o m p a r t i c u l a r c o m p o n e n t to
c o m p o n e n t . In the s ta t i s t i ca l a n a l y s i s and s i m u l a t i o n
s t u d i e s , type I (see (2) for a d i s cus s ion of v a r i o u s t y p e s of
censoring) censoring was assumed. Basical ly this a s sumpt ion
independent ly assigns to each componen t both a f a i lu re and a
censoring t ime. The t ime observed is then the smaller of the
two t imes.

There are two s t a n d a r d m e t h o d s w h i c h can be used to
c a l c u l a t e a p p r o x i m a t e c o n f i d e n c e i n t e r v a l s f o r t h e W e i b u l l
p a r a m t e r s m e n t i o n e d a b o v e . Fo r l a r g e s a m p l e s (30 o r m o r e
f a i l u r e s ) , ( ^ , f\ ) has an a p p r o x i m a t e b i v a r i a t e n o r m a l
d i s t r i b u t i o n whose c o v a r i a n c e m a t r i x can be e s t i m a t e d in a
s t r a i g h t f o r w a r d m a n n e r . The a p p r o x i m a t i o n s involved in this
method are not general ly adequate for samples with fewer than
30 f a i l u r e s (see ( 2 ) ) , and thus the method is not app rop r i a t e
for the SSME analysis .

A second m e t h o d w h i c h s eems to be a be t t e r choice for
m o d e r a t e l y s i z e d s a m p l e s ( a r o u n d 2 0 f a i l u r e s ) u s e s a
likelihood ratio statistic. This method has been incorporated
in to the c o m p u t e r p r o g r a m b e i n g used a t M S F C . Suppose the
s a m p l e cons i s t s of o b s e r v a t i o n s x , , x t f x 3 , ... , x^ , F= set of
i n d i c e s j , fo r w h i c h Xj i s a f a i l u r e ( a s o p p o s e d to a
c e n s o r e d t i m e ) and r= n u m b e r o f f a i l u r e s in the s a m p l e . The
method for ca l cu la t ing con f idence intervals for tp is based
on the f a c t tha t u n d e r the a s s u m p t i o n tha t t p = t* , the
statistic S, (t*) has a p p r o x i m a t e l y a chi-squared d i s t r ibu t ion
wi th one degree of f reedom. S t ( t * " ) is given by:

S , ( t * " ) = -2 log L ( p , H ) + 2 log L( p" , K ).

Here log L is the log likelihood function given by:
_. ^ P

log L(p,ix) = rlog£ -rplogh. + (p-1) 2. log x.-£(x-/h)J ~
Also ^ and V\. are the maximum likelihood estimators
calculated from the given sample, and ^ is calculated
(approximated) by solving the following equation iteratively:

r/j -rlog t* + £log xj +log(1-p) £ (x- /t*)P log(x, /t*")=0.

•*CF * if'After f is found then 7L =t /(-log( 1-

In the c o m p u t e r p r o g r a m , <p> is c a l c u l a t e d u s i n g a h y b r i d
secant /false-posi t ion method . A ̂ -confidence interval for tp
is f o u n d by f i n d i n g the set of v a l u e s t"* for w h i c h S,<*x7,y»
This is accomplished in the computer program by start ing with
the point est imate for tp (based on the es t imates £ and f\ ),
a n d t e s t i n g v a l u e s f o r t * d i v e r g i n g f r o m t p i n b o t h
d i r e c t i o n s un t i l v a l u e s are f o u n d on e i the r side of t for
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which S. exceeds the appropr ia te crit ical value.

In a s i m i l a r m a n n e r , a1 ^ - c o n f i d e n c e i n t e r v a l for p can
be calculated by f i n d i n g all va lues £* for which S^^1" . Here

Sz( ?*") = -2 log L( p* , tf ) + 2 log L( p , £. )

where log L, 3 and K are as before and
AC > l/rt*

"•* ' (£ '<'* >
R e p r e s e n t a t i v e o u t p u t f r o m the c o m p u t e r p r o g r a m i s g i v e n i n
f i g u r e 1.2.

THE FOLLOUING ESTIMATES ORE RANKED REGRESS lONESTIIttTES

BETA- 1.1397 ETA- 4^.33
R- 8.96478R**2- 8.93865

' ° °° MBXIMUI1 LIKELIHO°0 ESTIWTIOM7

M YOU UISH 88X OR 98* CONFIDENCE INTERURLS?
TYPE IN 88 OR 98.
98
MftXIMtl LIKELIHOOD ESTimTES FOR THIS CftSE FOLLOU
BETA- 1.3264 ETA- 448.88

98« BETft CONFIDENCE LIMITS 8.83 ... 1.93

PERCENTAGE OF FAILURES ESTIMATED TIME 98X CONF. INTERUAL
8.1 2. 0. — 12.
1.8 14. e1. — 41.

18.8 81. 32. — 154.
28.8 142. 71. — 249.
58.8 334. 281. — 602.
63.2 ET« 441. 286. — 859.
98.8 827. 496. — 2025.

FIGURE 1.2

A p r i m a r y p r o b l e m w i t h the above a n a l y s i s in the S S M E
case is tha t the m e t h o d s for c a l c u l a t i n g the a p p r o x i m a t e
c o n f i d e n c e i n t e r v a l s a r e based on a s y m p t o t i c d i s t r i b u t i o n
a p p r o x i m a t i o n s , whose v a l i d i t i e s a re in q u e s t i o n for such
sma l l s a m p l e s . The p r o b l e m is a se r ious one s ince the sma l l
size of the samples make us in tu i t ive ly skeptical of the point
es t imates calculated from them and hence anx ious to have some
r e a s o n a b l y a c c u r a t e c o n f i d e n c e m e a s u r e f o r those e s t ima te s .
In order to address this problem, Monte Carlo exper iments were
d e s i g n e d and conduc ted to assess the a c c u r a c y , and hence
usefu lness , of the conf idence intervals being calculated.
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2. SIMULATION SAMPLE GENERATION.

Fa i l u r e t i m e s w e r e c a l c u l a t e d by g e n e r a t i n g a r a n d o m
n u m b e r r from the u n i f o r m d is t r ibut ion on CO,O (this was done
us ing R A N , t h e b u i l t i n r a n d o m n u m b e r f u n c t i o n i n t h e V A X
F O R T R A N ) , and then c o m p u t i n g F"'(r), w h e r e F ( t ) i s t he W e i b u l l
c u m u l a t i v e d i s t r i b u t i o n f u n c t i o n for a g iven choice of
parameters p and j\, . In fact, K. was a lways taken to be 100
and p was var ied. Sample fa i lu re t imes thus generated were
tested, using the s tandard chi-squared goodness-of-fi t test,
a g a i n s t the g iven W e i b u l l d i s t r i b u t i o n and f o u n d to be
r e p r e s e n t a t i v e o f tha t d i s t r i b u t i o n . C e n s o r i n g t i m e s w e r e
generated to fol low a u n i f o r m d is t r ibut ion .

To g e n e r a t e a s a m p l e of t i m e s , the n u m b e r of f a i l u r e
t i m e s to be p r e sen t in the s a m p l e was f i x e d . F a i l u r e t i m e s
a n d c e n s o r i n g t i m e s w e r e g e n e r a t e d i n p a i r s a n d t h e
corresponding observed t ime was taken to be the m i n i m u m of the
pa i r . Since the n u m b e r of f a i l u r e s was p r e d e t e r m i n e d for a
g i v e n s i m u l a t i o n r u n , t he ove ra l l s a m p l e sizes v a r i e d . The
c e n s o r i n g d i s t r i b u t i o n r a n g e was v a r i e d ( r a n g e s to be used
w e r e d e t e r m i n e d b y s i m u l a t i o n ) s o a s t o a c h i e v e
( a p p r o x i m a t e l y ) the desired ave rage sample size. An a v e r a g e
sample size of 50 was chosen to be representa t ive of a number
o f p r o j e c t e d S S M E s a m p l e s izes. A d d i t i o n a l M o n t e Ca r lo
s t u d i e s , i n w h i c h b o t h s a m p l e s i z e s a n d c e n s o r i n g
dis t r ibut ions will be va r i ed , are p lanned.

For an o c c a s i o n a l s a m p l e one or m o r e of the i t e r a t i v e
n u m e r i c a l m e t h o d s e m p l o y e d i n t h e c o n f i d e n c e i n t e r v a l
calculat ions fai led to converge properly. Such samples were
omit ted in the subsequent Monte Carlo analysis . The n u m b e r of
s a m p l e s fo r w h i c h th is o c c u r e d was s m a l l (on the o rder o f 1 % ) ,
and so i t is c lear tha t i g n o r i n g them cou ld not u n d u l y b ias
the s imula t ion results. At any ra te , when such samples occur
in pract ice , they would not be evaluated using the conf idence
interval calculat ions.

3. SIMULATION RESULTS.

Most of the M o n t e Car lo s i m u l a t i o n s tha t h a v e been run
are s u m m a r i z e d in Table 3.1. Some a d d i t i o n a l i sola ted r u n s
w i t h v a r y i n g s a m p l e s izes a n d c e n s o r i n g d i s t r i b u t i o n s have
been m a d e , bu t these w e r e no t s y s t e m a t i c e n o u g h to i n c l u d e
here . I t m i g h t be n o t e d , h o w e v e r , that these r u n s showed
resu l t s cons i s t en t w i t h the resu l t s r epo r t ed here . A m o r e
thorough collection of s imula t ion results wil l be reported on
Later .
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F o r e a c h o f t h e 1 2 s i m u l a t i o n r u n s ( e a c h c o l u m n
rep re sen t s a r u n ) s u m m a r i z e d in Table 3.1 t 100 samples of
approximate size 50 each were used. Each run of 100 simulated
samples took approx imate ly an hour of comput ing t ime on a VAX
11/780, which explains why more extensive runs were not made .

The uppe r pa r t of Table 3.1 c o n t a i n s the n u m b e r (ou t of
100) of calculated approx imate 90$ confidence intervals which
a c t u a l l y t r a p p e d t h e t rue p a r a m e t e r v a l u e s b e i n g e s t i m a t e d .
Lawless (2) has predicted that these c o n f i d e n c e i n t e r v a l s
would tend to be too la rge ( a n d hence t r ap t rue va lues m o r e
than 90J of the t i m e ) fo r s a m p l e s w i t h smal l n u m b e r s o f
f a i l u r e s . Our r e s u l t s seem to suppor t tha t p r e d i c t i o n when
the n u m b e r of f a i l u r e s is 10 or 20, but such an e f f e c t is not
o b v i o u s in the 3 or 5 f a i l u r e ca se s . M o r e e x t e n s i v e
s imula t ions will be needed to gain insight into this mat te r .

Eta = 100

Failures

P

t.l
t.T-

-t.s

•
Average p

p too large

Average f\,

/\. too large

Beta-l.S

3 5 10 20

85

93

93

87

86

84

85

88

2.03

59

134

41

91

89

89

91

91

91

90

91

1.75

55

107

34

90

93

93

91

88

84

85

90

1.59

48

101

39

99

99

98

96

95

95

96

95

1.58

56

101

48

Beta»2.0

3 5 10 20

88

88

87

92

91

89

88

88

2.76

64

107

35

92

90

92

92

91

86

86

90

2.33

58

101

36

93

93

90

94

95

93

195

94

2.18

61

99

38

89

88

89

91

89

95

94

92

2.10

52

99

51

Beta-3.0

3 5 10 20

95

88

91

91

90

90

90

91

3.78

64

103

35

87

90

90

95

96

92

91

91

3.42

57

101

37

90

91

91

90

96

97

96

94

3,25

52

99

45

84

92

90

92

95

97

96

96

3.07

50

100

42

Number
Confide
Interva
Trapplr
Actual

Each column based on 100 samples of (approximate) size 50.

TABLE 3.1

1-7



In the bottom part of Table 3.1, the bias in the
estimators £ and £ is examined, and we see that for smaller
samples the bias in each estimator grows larger. Both "p andft
are biased high (in average), but in the case of ft , median
values are below the actual parameter values. The possibility
of constructing (by simulation) a table of bias-correcting
multipliers as functions of sample size, 'p , ft , and the
number of failures may be worth considering.

Although these simulation results are not extensive
enough to provide a definitive conclusion, the tentative
conclusion is that the approximate confidence intervals
calculated using the likelihood ratio statistic are reasonably
accurate even for samples with very few failures. Thus, the
calculation of these intervals would seem to be a useful
addition to the SSME Weibull analysis methodology.

We should note here that the calculations of the maximum
likelihood estimators and the associated approximate
confidence intervals are based on the assumption that our
failure times are true point data, i.e. that we know the
failure times exactly. Whenever failure times are known only
to the extent of falling in some time interval (interval
data), the above calculations do not apply. To use the above
methods with interval data, we must make some assumption about
the placement of failure times within failure intervals.
Since much of the SSME failure data is interval data, we will
pursue this issue in the next section.

4. INTERVAL DATA CONSIDERATIONS.

The most conservative approach in working with interval
data is to make no additional assumptions about the true
failure times and use only the failure intervals in any
statistical analysis. It is not difficult to modify the
likelihood function to accomodate interval data, and calculate
the maximum likelihood estimates for p and tx based on this
function. The numerical procedures are a bit more complicated
and sensitive than in the point data case; hence reasonably
good beginning guesses forpand ^ are required in order for
the iterative methods to converge properly. The capability to
calculate interval data maximum likelihood estimates for p and
K. has been added to the Weibull analysis computer program
being used at MSFC.

One approach which has been used in analyzing SSME
interval data is to make the optimistic assumption that all
failures in a failure interval occur at the right hand
boundary of the interval. As might be expected, the estimates
for p and h. that are calculated using the interval data
method and the point data method (with the above assumption)
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are q u i t e d i f f e r e n t for most sets of d a t a . Of cour se the
d i f f e r e n c e s in these estimates will decrease as the intervals
i n v o l v e d get
c u r r e n t S S M E
s igni f icant .

s m a l l e r , but for the i n t e r v a l sizes t y p i c a l of
d a t a , these d i f f e r e n c e s can be e x p e c t e d to be

C h a r t 4 .1 i l l u s t r a t e s a r a n g e of possible a s s u m p t i o n s
about f a i lu re t ime placement for in terval data. All of these
choices have been included as options in the Weibul l analysis
c o m p u t e r p r o g r a m . This c a p a b i l i t y a l l o w s an e x p l o r a t i o n of
the i m p l i c a t i o n s a r i s i n g f r o m v a r i o u s a s s u m p t i o n s about t he
u n k n o w n fa i lu re t imes. In the computer ca lcula t ion for choice
A ( i n t e r v a l d a t a m e t h o d ) , the i n i t i a l "guesses" for p and
ry_ are gotten by ca lcula t ing estimates using choice D.

Cho ice A N o a s s u m p t i o n s

4 failures 3 failures

Choice B

4 fa i lu res
at -^T.

r~* Optimistic
* assumption

3 fa i lures
at -t-3

Choice C

4 failures
at midpt.

l

3 fa i lures
at m i d p t .

"Neut ra l "
assumption #1

Choice D \

failures equally spaced
-none at interval endpoints.

"Neutral"
assumption #2

Choice E

4 fa i lures
at-*.

Pessimistic
assumpt ion.

3 fa i lures
at -t

CHART 4.1

1-9



CONCLUSIONS

The p r i m a r y c o n c l u s i o n of this s t u d y is tha t W e i b u l l
methods can be of positive value in SSME ha rdware re l iabi l i ty
a n a l y s i s . H o w e v e r , c a u t i o n should be exe rc i s ed in the use of
these m e t h o d s w i t h s m a l l - f a i l u r e s a m p l e s a n d i n t e r v a l d a t a .

W h e n u s i n g po in t d a t a , i t i s i m p o r t a n t to cons ide r
c o n f i d e n c e i n t e r v a l s b e c a u s e po in t e s t i m a t e s can be q u i t e
erroneous and m i s l e a d i n g , especial ly when samples contain ve ry
small n u m b e r s of fa i lures . One of the p r i m a r y results of this
s t u d y w a s t o i m p l e m e n t c o m p u t e r m e t h o d s f o r c a l c u l a t i n g
a p p r o x i m a t e c o n f i d e n c e i n t e r v a l s f r o m such s a m p l e s a n d t o
v e r i f y tha t these a p p r o x i m a t e c o n f i d e n c e i n t e r v a l s a r e
reasonably accurate.

The use of the Weibayes analysis method discussed in (1)
i s e s p e c i a l l y r i s k y for c u r r e n t S S M E use because of the l a c k
of a s i g n i f i c a n t l y large S S M E f a i l u r e da ta base . In f a c t ,
m a k i n g a_ p r i o r i e s t i m a t e s of be tas f r o m the ex i s t i ng S S M E
fa i lure data base is not much better than simple guessing.

When a n a l y z i n g in te rva l da ta , it is impor tan t to realize
that any as sumpt ions made about the placement of the f a i lu re
t imes w i t h i n f a i l u r e intervals is l ikely to have more impact
upon the statistical predict ions made f rom that da t a , than the
cho ice of a p a r t i c u l a r s t a t i s t i ca l m e t h o d , or even m o d e l , is
l ikely to have. This is not to suggest that such assumpt ions
shou ld n e v e r be m a d e , bu t r a t h e r to po in t ou t tha t when they
are m a d e , ca re fu l considera t ion and study should be given the
cho ice of an a s s u m p t i o n . A d d i t i o n s to the W e i b u l l a n a l y s i s
c o m p u t e r p r o g r a m a l l o w e x p l o r a t i o n s o f t he i m p l i c a t i o n s o f
var ious of these assumpt ions .

F i n a l l y , no m a t t e r w h a t a s s u m p t i o n s are c h o s e n , i t i s
impera t ive to remember that the predic t ive power of any model
is l imited by the in tegr i ty and in fo rmat iona l content of the
da ta used as inpu t to that m o d e l . The S S M E d a t a is t yp i ca l l y
i n t e r v a l d a t a w i t h a s m a l l n u m b e r o f f a i l u r e s , a n d n o
s ta t i s t ica l mode l or m e t h o d wi l l be c a p a b l e of e x t r a c t i n g
extremely dependable and accurate predictions f rom it .

I n s u m m a r y , t h e m o d i f i e d W e i b u l l a n a l y s i s c o m p u t e r
program now provides a range of capabil i t ies and options for
t r e a t i n g e s t i m a t i n g m e t h o d s and da ta a s s u m p t i o n s . These
capabili t ies enhance the chances that the Weibul l model can be
used to advantage in SSME ha rdware rel iabil i ty analysis. When
app l i ed and i n t e r p r e t e d w i t h the c a u t i o n d i c t a t ed by the
c o n s i d e r a t i o n s o u t l i n e d he re , the mode l should p rov ide an
impor tan t addi t ional tool for SSME data analysis.
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