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Low Reynolds number homogeneous turbulence undergoing low Mach number isotropic and one-dimensional compression has been simulated by numerically solving the Navier-Stokes equations. The numerical simulations were carried out on a CYBER 205 computer using a $64 \times 64 \times 64$ mesh. A spectral method was used for spatial differencing and the second-order Runge-Kutta method for time advancement. A variety of statistical information was extracted from the computed flow fields. These include three-dimensional energy and dissipation spectra, twopoint velocity correlations, one-dimensional energy spectra, turbulent kinetic energy and its dissipation rate, integral length scales, Taylor microscales, and Kolmogorov length scale.

It was found that the ratio of the turbulence time scale to the mean-flow time scale is an important parameter in these flows. When this ratio is large, the flow is immediately affected by the mean strain in a manner similar to that predicted by rapid distortion theory. When this ratio is small, the flow retains the character of decaying isotropic turbulence initially; only after the strain has been applied for a long period does the flow accumulate a significant reflection of the effect of mean strain. In these flows, the Kolmogorov length scale decreases rapidly with increasing total strain, due to the density increase that accompanies compression.

Results from the simulated flow fields were used to test one-pointclosure, two-equation turbulence models. The two-equation models perform well only when the compression rate is small compared to the eddy turn-over rate. A new one-point-closure, three-equation turbulence model which accounts for the effect of compression is proposed. The new model accurately calculates four types of flows (isotropic decay, isotropic compression, one-dimensional compression, and axisymmetric expansion flows) for a wide range of strain rates.
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## Nomenclature

| $A_{0}, A_{1}$ | Model constants. |
| :---: | :---: |
| $\sim$ | Function, Eq. (3-11). |
| $\mathbf{B i j}_{\text {i }}$ | Coordinate transformation tensor, Eq. (2-23). |
| $\tilde{b}$ | Function, Eq. (3-11). \| |
| $b_{i j}$ | The Reynolds stress anisotropic tensor. |
| C | Function, Eq. (3-8). |
| $\hat{C}^{\prime}, \hat{C}^{\prime}$ | Shifted Fourier coefficients of function C, Eqs. (3-12) and (3-13). |
| $C_{1}, C_{5}$ | Model constants. |
| $\mathrm{C}_{2}, \mathrm{C}_{6, \mathrm{AXI}}$ | " |
| $\mathrm{C}_{3}, \mathrm{C}_{6, \text { ISO }}$ | $\cdots \quad$ " |
| $C_{4}, C_{\mu}$ | " * |
| D(k) | Three-dimensional dissipation spectrum. |
| $\mathrm{D}_{1 j}$ | Dissipation tensor, Eq. (7-31). |
| E(k) | Three-dimensional energy spectrum. |
| $E_{1 j}\left(k_{1}\right)$ | One-dimensional spectrum of velocity field in the $k_{1}$ direction, Eq. (4-2). |
| $E_{1 j}\left(\underline{k}^{\prime}, t\right)$ | The spectra of $\overline{u_{i}^{\prime} u_{j}^{\prime}}$, Eq. (5-12). |
| F | Function, Eq. (3-4). |
| h | Mesh size. |
| $h^{\prime}$ | Shifted mesh size, Eq. (3-13). |
| $\mathbf{J}_{\mathbf{1 j k}}$ | Diffusive flux tensor, Eq. (7-32). |
| k | Turbulent kinetic energy. |
| k | Scalar wavenumber, Eq. (4-1). |
| $k_{1}^{\prime}, \underline{k}^{\prime}$ | Fourier wave vector correspondint to $\underline{x}^{\prime}$. |
| $k_{n}$ | Wave number. |
| L | Period. |
| $L_{0}$ | Initial box length. |


| $L_{\text {ij, m }}$ | Integral length scales. |
| :---: | :---: |
| $\ell$ | Length scale of energy-containing eddies, Eq. (3-2). |
| $M_{\text {ijpq }}$ | See Eq. (7-38). |
| MY. MZ | Pencil sizes in $y$ and $z$ directions. |
| N | Number of mesh points, Eq. (3-4). |
| $\begin{aligned} & \mathrm{NX}, \mathrm{NY}, \\ & \mathrm{NZ} \end{aligned}$ | Number of mesh points of the computational box in the $x, y$, and $z$ directions, respectively. |
| n | Time step n . |
| n | Decay exponent, Eq. (7-14). |
| $\mathrm{P}_{\text {ij }}$ | Production tensor, Eq. (7-29). |
| p | Total pressure. |
| P | Production of the turbulent kinetic energy by the mean flow. |
| $\mathrm{P}_{\text {DIL }}$ | Production of the turbulent kinetic energy by the dilatation part of the mean flow. |
| PINC | Production of the turbulent kinetic energy by the incompressible part of the mean flow. |
| $\overline{\mathbf{p}}$ | Mean pressure. |
| $\mathrm{P}^{\prime}$ | Fluctuating pressure. |
| $p^{(1)}$ | Rapid part of the fluctuating pressure, Eq. (7-35). |
| $p^{(2)}$ | Slow part of the fluctuating pressure, Eq. (7-36). |
| $Q_{i j}(\underline{y})$ | Two-point velocity correlation tensor with separation vector $\underline{\chi}$. |
| q | Turbulent velocity. |
| R | Gas constant. |
| $\mathrm{Re}_{\ell}$ | Turbulent Reynolds number, Eq. (3-3). |
| $\mathrm{R}_{\mathrm{ij}}$ | The Reynolds stress tensor. |
| S | Mean strain rate. |
| $\mathrm{S}_{\text {AXI }}$ | Mean strain rate for axisymmetric expansion flow. |
| $\mathrm{S}_{\text {ISO }}$ | Mean strain rate for isotropic compression flow. |
| $s_{i j}$ | Mean strain-rate tensor. |


| $\mathbf{T}$ | Mean temperature. |
| :---: | :---: |
| $\mathrm{T}_{\mathbf{i j}}$ | Transfer tensor, Eq. (7-30). |
| $T_{1 j}^{(1)}$ | Rapid part of the pressure-strain tensor. |
| $t$ | Time (in laboratory coordinates). |
| $t_{0}$ | An effective origin of time for isotropic decay turbulence, Eq. (7-14). |
| t' | Time (in Lagrangian coordinate). |
| $\bar{U}_{\mathbf{i}}$ | Mean velocity in the i-direction. |
| $\mathbf{u}_{\mathbf{i}}$ | Total velocity in the i-direction. |
| $u_{i}^{1}$ | Fluctuating velocity in the i-direction. |
| $u^{(n)}$ | Value of $u$ at time step $n$, Eq. (3-15). |
| $\mathbf{u}^{*}$ | Value of $u$ at intermediate step, Eq. (3-15). |
| $\hat{u}_{\mathbf{u}}{ }_{\text {i }}$ | Complex conjugate of $\hat{\mathbf{u}}_{i}$, Eq. (4-2). |
| $\mathbf{V}_{\mathbf{p}}$ | Compression speed. |
| $\mathrm{W}_{1}$ | Mean vorticity in the i-direction. |
| $w_{i}^{\prime}$ | Fluctuating vorticity in the i-direction. |
| $X_{p}$ | Box length. |
| x | Independent variable, Eq. (3-4). |
| $x, y, z$ | Spatial directions. |
| $\mathrm{x}_{1}, \underline{x}$ | Laboratory coordinate. |
| $x_{1}^{\prime}, \underline{x}^{\prime}$ | Lagrangian coordinate. |
| 2 | ET/k, Eq. (7-19). |

Greek Symbols

| $\gamma$ | Ratio of specific heats. |
| :--- | :--- |
| $\gamma$ | Separation vector, Eq. (4-3). |
| $\Delta k \quad$The difference between the magnitudes of the two nearest <br> neighbor wavenumbers |  |
| $\Delta t$ | Time step. |
| $\Delta \mathbf{x}_{\mathbf{i}} \quad$ The computational mesh size in the i-direction |  |



## Chapter I

INTRODUCTION

Turbulent flow undergoing compression is of great technological interest; understanding it is therefore of considerable importance. For example, the compression stroke in an internal combustion engine modifies the turbulence in the cylinder in important ways and thereby influences the nature of the combustion process and overall engine performance. Compression of turbulence is also important in shock waveturbulent boundary layer interaction and other applications. However, current turbulence models, including the popular $k-\varepsilon$ model, do not predict compression effects accurately. This is evidenced by their poor performance in piston-engine flow calculations. Reynolds (1980) and Morel and Mansour (1982) pointed out defects in the existing model and proposed new model constants. Although the predictions of the modified model look reasonable, they have not been tested against experimental data, thus leaving the model user in an uncomfortable position.

### 1.1 Compression Effects on Turbulence in Engines

The effects of compression on turbulence have been investigated both theoretically and experimentally. Rapid distortion theory (RDT) predicts the evolution of turbulence undergoing extremely rapid compression. Under the assumption that the strain is applied rapidly, nonlinear turbulence interactions are unimportant and the dissipation process is too slow to be significant. Thus, RDT is a linear, inviscid analysis of turbulence. It was originated by Taylor (1935) and was extensively developed by Batchelor and Proudman (1954).

Hoult and Wong (1980) applied RDT to the prediction of the evolution of the turbulence undergoing rapid compression: Computations based on this theory were compared with the available hot-wire measurements (Witze, 1977; and Lancaster, 1976), and reasonably good agreement was obtained.

Hunt (1978) reviewed RDT and applied it to various types of flows. He found that in rapid, one-dimensional compression the vorticity that

Is aligned with the compression axis does not change, while the vorticity in the other two directions increases. He also worked out the evolution of the components of the turbulence kinetic energy for the rapid-compression case. RDT describes a limiting case; the conditions for its validity are not of ten met in practice. However, it does provide a useful analytical solution against which models and simulations can be tested.

Semenov (1958) measured turbulence in a motored, single-cylinder engine with a hot-wire anemometer. He found that the turbulence intensity at top dead center (TDC) was affected primarily by engine speed. Winsor and Patterson (1973) used a hot-wire anemometer to measure velocity fluctuations in a motored engine and found that the turbulence decayed during compression. Lancaster (1976) used a triaxial, hot-wire anemometer to study turbulence in a motored singlecylinder engine; the measured turbulence intensity was found to decrease quite rapidly, reaching a minimum near $\operatorname{TDC}$. He attributed this result to changes in flow orientation or pattern and viscous dissipation. He also found that the spectrum of the turbulence energy shifted to lower frequencies during compression. These results supported his argument that turbulence decays during compression. The hot-wire experiments of Witze (1977) were performed on a motored, single-cylinder engine. He found that turbulence intensity increases during the compression stroke, but later (1980) admitted that his data-reduction techniques overestimated the turbulence intensity. The problem stems from the fact that a hot wire does not measure the velocity directly, but responds to mass flux. As a consequence, it is necessary to account for the thermodynamic state of the gas when reducing the anemometer signal. There is reason to suspect that this problem is present in much of the published data taken with hot wires in engines.

More recently, investigators have used laser-Doppler anemometers (LDAs) to study in-cylinder fluid mechanics in internal-combustion engines. The group at Imperial College did a series of investigations on this subject. Morse, Whitelaw, and Yianneskis (1979, 1980) made LDA turbulence measurements in motored, piston-cylinder assemblies without compression; only the intake and exhaust strokes were allowed in their
apparatus. Arcoumanis, Bicen, and Whitelaw (1982) studied turbulence in a model four-stroke motored engine with a compression ratio of 3.5 . They concluded that the turbulence level decays considerably in the early part of the compression stroke, while in the second half of the stroke the piston configuration becomes increasingly important. A flat piston produces an almost constant turbulence level. A cylindrical bowl has no significant effect on the flow, independent of the bowl depth within the practical range. However, the addition of a lip causes a substantial inward motion of the air toward the bowl but no apparent effect on the turbulence levels outside the bowl. The same authors (1983) also studied the squish effect on turbulence near TDC of compression in a motored model internal-combustion engine with compression ratio 6.7. They found that the squish did not alter the overall turbulence levels, which were comparable to those obtained with the flat piston. They claimed that squish is an important contributor to the mean motion rather than to the turbulence.

At Stanford, Richman (1982) developed a Flow Diagnostics Engine (FDE) which is a single-cylinder engine with a transparent cylinder made from single-crystal sapphire. The valve motion can be completely controlled by a minicomputer. A special Schlieren system was developed to visualize flows within the engine cylinder. His visualizations suggested that the scale of the turbulent motions decreases as the flow is compressed.

To model the effect of compression on turbulence, Watkins (1977) extended the $k-\varepsilon$ model for incompressible flows developed by Launder and Spalding (1974), by adding a dilatation term to the modeled dissipation equation. The new term had a constant equal to unity, a natural outcome of the derivation. Gosman and Watkins (1977), Gosman and Johns (1978, 1980), Gosman, Johns, and Watkins (1980) all employed this extended $k-\varepsilon$ turbulence model to predict the flow in reciprocating engines. Grasso and Bracco (1983) also introduced this k-e model into a modified version of a code developed at Los Alamos by Butler et al. (1979), and used it to study the squish effect. Ahmadi-Befrui, Gosman, Lockwood, and Watkins (1981) made calculations with three different values of the model constant: $0,1.0$, and $\mathbf{- 0 . 3 7 3}$. Gosman and Harvey
(1982) used these constants to predict the behavior of a Diesel engine. Gosman and Jahanbakhsh (1981) reported that the predictions of turbulence intensity using -0.373 as the model constant are marginally better than those found using the alternative values. Ramos, Humphrey, and Sirignano (1979) used a purely "ad-hoc" turbulence model.

Reynolds (1980) pointed out that Watkins' model predicts growth of the length scale during compression independent of the rate of compression. Morel and Mansour (1982) found that, in an engine simulation, the length scale predicted by the Watkins model reached values several times the cylinder height near TDC; this is clearly incorrect. Reynolds (1980) applied rapid-distortion analysis to the isotropic compression case and suggested that the model constant in the dilatation term be -2/3. Borgnakke, Arpaci, and Tabaczynski (1980) independently found the same value. Morel and Mansour (1982) extended Reynolds' work to encompass three different "modes" of compression, i.e., isotropic, onedimensional, and two-dimensional compressions. This led to a different model constant for each case. Mansour (1982) employed this modified $k-\varepsilon$ model to study dispersion in stratified-charge engine cylinders during the compression stroke. His results are model-dependent and, in the absence of accurate data, they cannot be relied upon.

E1 Tahry (1983) derived exact transport equations for turbulence kinetic energy and its dissipation rate. An order-of-magnitude analysis was applied to the terms in these equations, and the small terms were neglected. It turned out that the k-equation retains its usual form, while four new terms are added to the dissipation equation; the constant In the dilatation term was found to be $-1 / 3$. Results of calculations using this modified dissipation equation are more physically plausible than those obtained with Watkins' version of the model. However, this does not answer the question of whether the present version of the $k-\varepsilon$ model is adequate for use in engine flow computations.

Dussauge, Gaviglio, and Favre (1978) suggested that production of turbulence can be broken into two parts: (i) a "dilatation" production and (ii) an "isovolumetric" production related to the incompressible component of the strain. This suggestion will be used in the present. work.

In summary, RDT provides a limiting solution demonstrating how compression affects turbulence. In attempts to understand the effects of compression on turbulence for the range of parameters encountered in engineering flows, people have looked to experiments. Due to the complexity of the flows studied and the difficulties associated with measurements in complex flows, only qualitative results have been obtained. Model builders have suggested various turbulence models aimed at representing the effects of compression; these models differ, especially with respect to the constant associated with the dilatation term. Users have employed these models in codes aimed at predicting fluid motion inside internal-combustion engines with only moderate success. It is difficult to identify the source of the discrepancy between the numerical predictions and the experimental results. A common conclusion by model-users is that the turbulence models appear to predict the general behavior of the turbulence field. However, the quality of experimental data does not allow accurate evaluation of the models.

### 1.2 Turbulent Flow Simulation

Newtonian fluid motion is governed by the Navier-Stokes equations. However, the wide range of length scales present in turbulent flows makes simulation of them via solution of the Navier-Stokes equations impossible at the Reynolds numbers of interest in engineering flows. However, full numerical simulation of turbulent flows at low Reynolds number in simple geometries has recently become feasible. In this approach, the only errors made are numerical ones which can be controlled. These simulations can be regarded as numerical experiments, and the results complement laboratory measurements. Such simulations can provide understanding of turbulence phenomena. A unique advantage of numerical simulation is that, with it, one can single out a particular effect and study its influence on turbulence. Full simulations are currently limited to simple, low-Reynolds-number turbulent flows and require supercomputers; they are impractical for direct engineering applications. However, they can be used as a research tool for investigating both the physics of turbulence and the models used to represent it.

We limit our discussion of full simulation to homogeneous flows. In these flows, the statistical turbulence quantities are independent of spatial position; they develop in time. In homogeneous flows without mean strain or shear, the turbulence decays with time; when mean strain or shear are applied, the kinetic energy of the turbulence may increase with time.

Homogeneous isotropic turbulence has been simulated by Orszag and Patterson (1972), Schumann and Patterson (1978), Clark, Ferziger, and Reynolds (1979), and many other people. The results have been used to determine turbulence model constants associated with dissipation, and it is usually the first flow simulated by people doing full simulations.

The next group of flows contains those in which there is energy exchange between the various components of the Reynolds stress (redistribution) in addition to dissipation, but no direct production of turbulence energy. There are two such flows: homogeneous turbulence with rotation (which has been simulated by Rogallo, 1981, and Bardina, Ferziger, and Rogallo, 1985) and homogeneous flow relaxing from the effects of strain or shear. Schumann and Herring (1976), Schumann and Patterson (1978), and Rogallo (1981) simulated turbulence undergoing relaxation from axisymmetric contraction strain. Lee and Reynolds (1985) studied the relaxation of turbulence after various types of strain; some details of their simulations will be given later.

The final group of homogeneous flows contains flows in which all of the phenomena that are possible in homogeneous flows actually occur: production, dissipation, and redistribution. There include homogeneous sheared turbulence and various types of homogeneous strained turbulence.

Full simulation of homogeneous sheared turbulence was performed by Rogallo (1981). Shirani, Ferziger, and Reynolds (1981) added a passive scalar to homogeneous shear flow, and Feiereisen, Reynolds; and Ferziger (1981) studied the effects of compressibility on homogeneous sheared turbulence.

Full simulation of homogeneous strained turbulence was performed by Rogallo (1981). He considered the axisymmetric contraction and plane strain cases. Dang (1985) simulated homogeneous turbulence subjected to
two successive plane strains. Lee and Reynolds (1985) did the most comprehensive study of homogeneous turbulence subjected to plane, axisymmetric contraction, axisymmetric expansion strains, and combinations of them.

### 1.3 Motivation and Objectives

Turbulence undergoing compression is of considerable technological interest, but the effects of compression on turbulence are not well understood. RDT provides solutions for cases which are far from those that arise in engineering applications. Due to the limitations of measurement techniques, experiments have provided only a qualitative picture of the effects of compression. As the state-of-art of experimental techniques advances, it will shed more light on this subject. On the other hand, model-builders have developed various turbulence models intended to represent the effects of compression but have insufficient data with which to validate the models.

Full simulation of turbulent flows is a research tool which allows one to better understand the physics of turbulence and is a valuable supplement to laboratory measurements. In particular, full simulation of turbulence undergoing compression is a unique tool that can be applied to answer some of the questions raised above. In this work, we perform full simulations of homogeneous turbulence undergoing isotropic and one-dimensional compression and use the resulting flow fields as a data base for turbulence model development. The simulations were performed on a CYBER 205 computer.

Our objectives are:

1. To simulate homogeneous turbulence subjected to isotropic and onedimensional compression at low Reynolds number by solving the Navier-Stokes equations numerically.
2. To study the effects of compression on turbulence using the data generated by full simulations.
3. To test various turbulence models for compressed flow by comparing them with results of the full simulations.
4. To construct a turbulence model which accurately predicts compression effects on turbulence.

In Chapter II we present the mathematical foundations of these simulations. The numerical methods employed are discussed in Chapter III. In Chapter IV we describe the data management and the performance of the code on a CYBER 205 computer. In Chapters V and VI we present the results of isotropic and one-dimensional compression simulations, respectively. Turbulence model testing and a new model are presented in Chapter VII. Chapter VIII contains the conclusions.

## MATHEMATICAL FORMULATION

This chapter describes the flows simulated and presents the mathematical formulation including the governing system of equations, the solution for the inviscid flow, and the coordinate transformation used to transform the governing equations from a Cartesian coordinate system to the Lagrangian coordinate system in which the simulations were performed.

### 2.1 Problem Statement

In this section we describe the flows to be simulated numerically. Since the principal objective is to understand the effects of compression on turbulence, we choose a flow to study which is not affected by the presence of solid boundaries. Homogeneous turbulence offers this possibility. In particular, we shall consider the case of a fixed mass of turbulent fluid contained within a rectangular parallelepiped, the opposing sides of which can move inward or outward with time. The turbulence may undergo uniform isotropic compression if all three pairs of sides move inward at same rate; this case is illustrated in Figure 2-1. This case simulates the squish effect of an engine which has a cup-inpiston design. If only one pair of sides moves inward as shown in Figure 2-2, the turbulence undergoes one-dimensional compression. This case simulates the compression stroke in an internal combustion engine with a flat piston and is also related to the compression of turbulence passing through a shock wave.

There are several important assumptions on which the simulations are based. These are stated below.

- The fluid is Newtonian and obeys the ideal gas law.
- Body forces are negligible.
- The compression is adiabatic.
- The Mach number is sufficiently small that sound waves play no significant role. Under this assumption, the fluid is compressed so that the fluid density depends only on time, not on space.
- Since there is no heat release and the Mach number is small, the fluctuations of temperature can be neglected which means that we can assume the fluid properties to be functions of time alone.


### 2.2 Mathematical Formulation

The basic equations of motion for a Newtonian fluid are the NavierStokes equations:

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}+\left(\rho u_{i}\right)_{, i}=0  \tag{2-1}\\
& \frac{\partial\left(\rho u_{i}\right)}{\partial t}+\left(\rho u_{i} u_{j}\right), j=\sigma_{i j, j}  \tag{2-2}\\
& \sigma_{i j}=-p \delta_{i j}+\mu\left(u_{i, j}+u_{j, i}-\frac{2}{3} u_{k, k} \delta_{i j}\right) \tag{2-3}
\end{align*}
$$

where $t, \rho, u, \sigma, p$ and $\mu$ are time, density, velocity, stress, pressure, and absolute viscosity, respectively. Indices run from 1 to 3, and a repeated index in any term implies summation. Subscripts after commas denote partial differentiation, e.g., $u_{i, j}=\partial u_{i} / \partial x_{j}$.

All flow quantities may be decomposed into mean and turbulence components:

$$
\begin{align*}
u_{1}(\underline{x}, t) & =\bar{U}_{1}(x, t)+u_{1}^{\prime}(x, t)  \tag{2-4}\\
p(\underline{x}, t) & =\bar{p}(t)+p^{\prime}(\underline{x}, t)  \tag{2-5}\\
\rho(t) & =\bar{\rho}(t) \tag{2-6}
\end{align*}
$$

Substituting these into the equations of motion, (2-1), (2-2), and (2-3), taking the ensemble average and applying the assumption of homogeneity of the turbulence so that $\left(\overline{u_{1}^{\prime} u_{j}^{\prime}}\right), j=0$, we obtain the following equations for the mean components:

$$
\begin{gather*}
\frac{\partial \bar{\rho}^{\partial t}}{\partial\left(\bar{\rho}_{1} \bar{U}_{1}\right)=0}  \tag{2-7}\\
\frac{\partial\left(\bar{\rho}_{1}\right)}{\partial t}+\left(\bar{\rho}_{1} \bar{U}_{i} \bar{U}_{j}\right), j=0 \tag{2-8}
\end{gather*}
$$

Subtracting the mean equations from the total equations, we obtain the basic equations of motion for the turbulent component of the flow field.

$$
\begin{gather*}
u_{i, i}^{\prime}=0  \tag{2-9}\\
\frac{\partial\left(\overline{\rho u_{i}^{\prime}}\right)}{\partial t}+\bar{\rho}\left(\bar{U}_{i} u_{j}^{\prime}+\bar{U}_{j} u_{i}^{\prime}+u_{i}^{\prime} u_{j}^{\prime}\right){ }_{, j}=-p_{, i}^{\prime}+u_{i, j j}^{\prime} \tag{2-10}
\end{gather*}
$$

### 2.3 Mean Flow

The governing equations of the mean flow are Eqs. (2-7) and (2-8). The mean flow provides the driving force for the turbulence. Eq. (2-8) shows the mean flow is driven by its inertial force because the rightand side of the equation which represents the surface forces effect is zero.

Due to the assumption of homogeneity of the turbulence, the mean velocity field $\bar{U}_{i}$ must be linear in the spatial coordinates

$$
\begin{equation*}
\bar{U}_{i}=\bar{U}_{i, j} X_{j} \tag{2-11}
\end{equation*}
$$

where $\bar{U}_{i, j}$ depends only on time. The mean-deformation tensor $\bar{U}_{i, j}$ has the form

$$
\bar{U}_{i, j}=\left(\begin{array}{ccc}
S_{1}(t) & 0 & 0  \tag{2-12}\\
0 & S_{2}(t) & 0 \\
0 & 0 & S_{3}(t)
\end{array}\right)
$$

In isotropic compression, $S_{1}(t)=S_{2}(t)=S_{3}(t) ; \quad S_{2}(t)=S_{3}(t)=0$ in the one-dimensional compression case. $S_{i}(t)$ is $V_{p} / X_{p}(t)$, where $V_{p}$ is the compression speed (assumed to be constant in all runs herein) and $X_{p}(t)$ is the box length at time $t$. The mean velocity vanishes at one end of the box while at the other end of the box it is equal to the compression speed $V_{p}$. The mean velocity profile for one-dimensional compression case is illustrated in Figure 2-3.

The density of the fluid can be obtained by applying the mass conservation law. For isotropic compression cases

$$
\begin{equation*}
\bar{\rho}(t) x_{p}^{3}(t)=\bar{\rho}(0) L_{0}^{3} \tag{2-13}
\end{equation*}
$$

while, for the one-dimensional compression cases:

$$
\begin{equation*}
\bar{\rho}(t) x_{p}(t)=\bar{\rho}(0) L_{0} \tag{2-14}
\end{equation*}
$$

where $L_{o}$ denotes the initial box length.
Due to the assumptions of adiabatic compression of the mean flow and the ratio of specfic heats, $\gamma$, of the fluid being constant, the mean temperature can be obtained from thermodynamics:

$$
\begin{equation*}
\frac{\bar{T}(t)}{\bar{T}(0)}=\left(\frac{\bar{\rho}(t)}{\bar{\rho}(0)}\right)^{\gamma-1} \tag{2-15}
\end{equation*}
$$

The mean pressure can be obtained from the assumption of ideal gas behavior of the fluid, i.e.,

$$
\begin{equation*}
\bar{P}(t)=\bar{\rho}(t) R \overline{R T}(t) \tag{2-16}
\end{equation*}
$$

where $R$ is the gas constant.
The absolute viscosity of the fluid $\mu(\bar{T})$ is assumed to have the following functional form in the range of the mean temperature we consider (Touloukian et al., 1975):

$$
\mu(\bar{T})=\frac{145.8 \bar{T}^{1.5}}{110.4+\bar{T}} \times 10^{-8} \mathrm{~kg} /(\mathrm{m}-\mathrm{sec}) \quad \text { for } 250 \mathrm{~K} \leq \bar{T} \leq 850 \mathrm{~K}(2-17)
$$

Since the mean temperature is a function of time only, we can rewrite Eq. (2-17) as

$$
\begin{equation*}
\frac{\mu(t)}{\mu(0)}=\left(\frac{\bar{T}(t)}{\bar{T}(0)}\right)^{1.5}\left(\frac{110.4+\bar{T}(0)}{110.4+\bar{T}(t)}\right) \tag{2-18}
\end{equation*}
$$

The second term on the right hand side of Eq. (2-18) can be approximated by:

$$
\begin{equation*}
\left(\frac{110.4+\bar{T}(0)}{110.4+\bar{T}(t)}\right) \times\left(\frac{\bar{T}(t)}{\bar{T}(0)}\right)^{-0.75} \tag{2-19}
\end{equation*}
$$

Substituting Eq. (2-19) into (2-18), we get the absolute viscosity as a function of time

$$
\begin{equation*}
\frac{\mu(t)}{\mu(0)}=\left(\frac{\bar{T}(t)}{\bar{T}(0)}\right)^{0.75} \tag{2-20}
\end{equation*}
$$

We summarize the mean flow for each type of compression as follows:

Isotropic compression:

$$
\begin{align*}
& \bar{U}_{1}(x, t)=\frac{v_{p}}{x_{p}(t)} x_{1} \\
& \bar{U}_{2}(x, t)=\frac{v_{p}}{x_{p}(t)} x_{2} \\
& \bar{U}_{3}(x, t)=\frac{v_{p}}{x_{p}(t)} x_{3} \\
& \bar{p}(t)=\bar{p}(0)\left(\frac{L_{0}}{x_{p}(t)}\right)^{3}  \tag{2-21}\\
& \bar{T}(t)=\bar{T}(0)\left(\frac{L_{0}}{x_{p}(t)}\right)^{1.2} \\
& \bar{p}(t)=\bar{p}(0)\left(\frac{L_{0}}{x_{p}(t)}\right)^{4.2} \\
& \mu(t)=\mu(0)\left(\frac{L_{0}}{x_{p}(t)}\right)^{0.9}
\end{align*}
$$

## One-dimensional compression:

$$
\begin{align*}
& \bar{U}_{1}(x, t)= \frac{v_{p}}{x_{p}(t)} x_{1} \\
& \bar{U}_{2}(x, t)=0 \\
& \bar{U}_{3}(x, t)= 0 \\
& \bar{\rho}(t)=\bar{\rho}(0) \frac{L_{0}}{x_{p}(t)}  \tag{2-22}\\
& \bar{T}(t)=\bar{T}(0)\left(\frac{L_{0}}{x_{p}(t)}\right)^{0.4} \\
& \bar{p}(t)=\bar{p}(0)\left(\frac{L_{0}}{x_{p}(t)}\right)^{1.4} \\
& \mu(t)=\mu(0)\left(\frac{L_{0}}{x_{p}(t)}\right)^{0.3}
\end{align*}
$$

These mean properties will be used in the simulations.

### 2.4 Coordinate Transformations

The equations of motion for the turbulence field in the inertial laboratory frame are Eqs. (2-9) and (2-10). Periodic boundary conditions will be imposed in this coordinate system. Although these boundary conditions are not exact, they are the best that one can do in simulating homogeneous flows and allow the turbulence to develop with a minimum of external interference. Previous simulations (Rogallo, 1981; Feiereisen et al., 1981; Shirani et al., 1981) showed the usefulness of periodic boundary conditions for simulating homogeneous turbulence.

The presence of $\overline{\mathrm{U}}_{1}$ in the convective term in Eq . (2-10) makes this term aperiodic in space and prohibits the application of periodic
boundary conditions to the equation as a whole. To overcome this problem, we need to introduce a coordinate transformation which eliminates the non-periodic terms. This new spatial coordinate system moves with the mean flow; it is essentially a Lagrangian coordinate system i.e. we are riding on the mean flow watching the evolution of turbulence.

We define this transformation for the general case by

$$
\begin{equation*}
x_{i}^{\prime}=B_{i j} x_{j}, \quad t^{\prime}=t \tag{2-23}
\end{equation*}
$$

where $B_{i j}$ is a tensor relating the transformed coordinates to the Cartesian coordinates, $x_{i}^{\prime}$ and $t^{\prime}$ are the transformed coordinates, and $x_{i}$ and $t$ are the Cartesian coordinates. Following Rogallo (1981), the transformation tensor $B_{1 j}$ is the solution of the following set of ordinary differential equations:

$$
\begin{equation*}
\frac{\mathrm{dB}_{i j}}{\mathrm{dt}}+\mathrm{B}_{i k} \bar{U}_{k, j}=0 \tag{2-24}
\end{equation*}
$$

subject to the initial conditions:

$$
\begin{equation*}
B_{i j}=\delta_{i j}, \text { at } t=0 \tag{2-25}
\end{equation*}
$$

For the isotropic compression case, the mean-deformation tensor $\bar{U}_{i, j}$ is
and

$$
\bar{U}_{1, j}=\left(\begin{array}{ccc}
v_{p} / x_{p} & 0 & 0  \tag{2-26}\\
0 & v_{p} / x_{p} & 0 \\
0 & 0 & v_{p} / x_{p}
\end{array}\right)
$$

$$
\begin{equation*}
B_{11}(t)=\exp \left[-\int_{0}^{t} \frac{V_{p}}{X_{p}(t)} d t\right]=\frac{L_{0}}{X_{p}(t)} \tag{2-27}
\end{equation*}
$$

where $v_{p}$ is a constant and $X_{p}$ is equal to $L_{0}+v_{p} t_{\text {. }}$

$$
\begin{equation*}
B_{22}(t)=B_{33}(t)=B_{11}(t) \tag{2-28}
\end{equation*}
$$

Eq.(2-23) then becomes

$$
\begin{gather*}
x_{1}^{\prime}=\frac{L_{0}}{x_{p}(t)} x_{1} \\
x_{2}^{\prime}=\frac{L_{0}}{x_{p}(t)} x_{2}  \tag{2-29}\\
x_{3}^{\prime}=\frac{L_{0}}{x_{p}(t)} x_{3} \\
t^{\prime}=t
\end{gather*}
$$

For the one-dimensional compression case, the mean-deformation tensor $\bar{U}_{i, j}$ is

$$
\bar{U}_{i, j}=\left(\begin{array}{ccc}
{ }_{v} / x_{p} & 0 & 0  \tag{2-30}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

so

$$
\begin{gather*}
B_{11}(t)=\frac{L_{0}}{X_{p}(t)}  \tag{2-31}\\
B_{22}(t)=B_{33}(t)=1 \tag{2-32}
\end{gather*}
$$

Equation (2-23) then becomes

$$
\begin{align*}
& x_{1}^{\prime}=\frac{L_{0}}{x_{p}(t)} x_{1} \\
& x_{1}^{\prime}=x_{2}  \tag{2-33}\\
& x_{3}^{\prime}=x_{3} \\
& t^{\prime}=t
\end{align*}
$$

Figure 2-4 shows how the new coordinate system moves with the mean flow. Transformation of the equations from the Cartesian coordinate system to the new coordinate system is done by using the chain rule. The resulting equations will be given below.

### 2.5 Isotropically Compressed Turbulence

The governing equations for the isotropic compression cases in the Lagrangian coordinate system are obtained using Eq. (2-29) and chain rule. We get

$$
\begin{aligned}
& \frac{\partial}{\partial x_{1}}=\frac{L_{0}}{x_{p}(t)} \frac{\partial}{\partial x_{1}^{\prime}} \\
& \frac{\partial}{\partial x_{2}}=\frac{L_{0}}{x_{p}(t)} \frac{\partial}{\partial x_{2}^{\prime}} \\
& \frac{\partial}{\partial t}=-\frac{v_{p} x_{1}^{\prime}}{x_{p}(t) \frac{\partial}{\partial x_{1}^{\prime}}}-\frac{v_{p} x_{2}^{\prime}}{x_{p}(t)} \frac{\partial}{\partial x_{2}^{\prime}}-\frac{v_{p} x_{3}^{\prime}}{x_{p}(t)} \frac{\partial}{\partial x_{3}^{\prime}}+\frac{\partial}{\partial t^{\prime}} \\
&=\frac{L_{0}}{x_{p}^{(t)} \frac{\partial}{\partial x_{3}^{\prime}}} \\
& \frac{\partial^{2}}{\partial x_{1} \partial x_{1}}=\frac{L_{0}^{2}}{x_{p}^{2}(t)} \frac{\partial^{2}}{\partial x_{1}^{\prime} \partial x_{1}^{\prime}} \\
& \frac{\partial^{2}}{\partial x_{2} \partial x_{2}}=\frac{L_{0}^{2}}{x_{p}^{2}(t)} \frac{\partial^{2}}{\partial x_{2}^{\prime} \partial x_{2}^{\prime}} \\
& \frac{\partial^{2}}{\partial x_{3} \partial x_{3}}=\frac{L_{0}^{2}}{x_{p}^{2}(t)} \frac{\partial^{2}}{\partial x_{3}^{\prime} \partial x_{3}^{\prime}}
\end{aligned}
$$

Substituting Eqs. (2-34) and (2-21) into (2-9) and (2-10), we get the transformed continuity equation

$$
\begin{equation*}
\frac{\partial u_{i}^{\prime}}{\partial x_{i}^{\prime}}=0 \tag{2-35}
\end{equation*}
$$

The momentum equations become

$$
\begin{equation*}
\frac{\partial u_{i}^{\prime}}{\partial t}+\frac{v_{p}}{x_{p}} u_{i}^{\prime}+\frac{L_{o}}{x_{p}} u_{j}^{\prime} \frac{\partial u_{i}^{\prime}}{\partial x_{j}^{\prime}}=-\frac{L_{o}}{x_{p}^{\prime}} \frac{\partial p^{\prime}}{\partial x_{i}^{\prime}}+\frac{\mu}{\frac{L_{0}^{2}}{\rho} \frac{\partial^{2} u_{i}^{\prime}}{\partial x_{p}^{2}} \frac{\partial x_{j}^{\prime}}{\partial x_{j}}} \tag{2-36}
\end{equation*}
$$

where $V_{p}, L_{0}$, and $X_{p}$ are the compression speed, initial box length, and the box length at time $t$ respectively.

Density and absolute viscosity can be related to the instantaneous box length by:

$$
\begin{aligned}
& \bar{\rho}(t)=\bar{\rho}(0)\left(\frac{L_{0}}{x_{p}}\right)^{3} \\
& \mu(t)=\mu(0)\left(\frac{L_{0}}{x_{p}}\right)^{0.9}
\end{aligned}
$$

Since the troublesome convection terms has been transformed away, the transformed equations admit periodic boundary conditions.

### 2.6 One-Dimensionally Compressed Turbulence

The governing equations for one-dimensional compression cases in the Lagrangian coordinate system are obtained in much the same way as for the isotropic compression case. However, because the mean flow in these two cases are different, the transformed governing equations are not the same. We get :

$$
\begin{gather*}
\frac{\partial}{\partial x_{1}}=\frac{L_{0}}{x_{p}(t)} \frac{\partial}{\partial x_{1}^{\prime}} \\
\frac{\partial}{\partial x_{2}}=\frac{\partial}{\partial x_{2}^{\prime}} \\
\frac{\partial}{\partial x_{3}}=\frac{\partial}{\partial x_{3}^{\prime}} \\
\frac{\partial}{\partial t}=-\frac{v_{p} x_{1}^{\prime}}{x_{p}} \frac{\partial}{\partial x_{1}^{\top}}+\frac{\partial}{\partial t^{\top}} \tag{2-37}
\end{gather*}
$$

$$
\begin{aligned}
& \frac{\partial^{2}}{\partial x_{1} \partial x_{1}}=\frac{L_{0}^{2}}{x_{p}^{2}} \frac{\partial^{2}}{\partial x_{1}^{\prime} \partial x_{1}^{\prime}} \\
& \frac{\partial^{2}}{\partial x_{2} \partial x_{2}}=\frac{\partial^{2}}{\partial x_{2}^{1} \partial x_{2}^{\prime}} \\
& \frac{\partial^{2}}{\partial x_{3} \partial x_{3}}=\frac{\partial^{2}}{\partial x_{3}^{1} \partial x_{3}^{\prime}}
\end{aligned}
$$

Substituting Eqs.(2-37) and (2-22) into (2-9) and (2-10), we get the transformed continuity equation

$$
\begin{equation*}
\frac{\partial u_{i}^{\prime}}{\partial x_{i}^{\prime}}+\left(\frac{L_{0}}{x_{p}}-1\right) \frac{\partial u_{1}^{\prime}}{\partial x_{1}^{\prime}}=0 \tag{2-38}
\end{equation*}
$$

The momentum equations become

$$
\begin{align*}
& \frac{\partial u_{i}^{\prime}}{\partial t}+\frac{v_{p}}{x_{p}} u_{i}^{\prime} \delta_{i 1}+u_{j}^{\prime} \frac{\partial u_{i}^{\prime}}{\partial x_{j}^{\prime}}+\left(\frac{L_{0}}{x_{p}}-1\right) u_{i}^{\prime} \frac{\partial u_{i}^{\prime}}{\partial x_{1}^{\prime}}  \tag{2.39}\\
& =-\frac{1}{\rho}\left[\frac{\partial p^{\prime}}{\partial x_{i}^{\prime}}+\left(\frac{L_{0}}{x_{p}}-1\right) \frac{\partial p^{\prime}}{\partial x_{1}^{\prime}} \delta_{11}\right]+\frac{\mu}{\rho}\left[\frac{\partial^{2} u_{i}^{\prime}}{\partial x_{j}^{\prime} \partial x_{j}^{\prime}}+\left(\frac{L_{0}^{2}}{x_{p}}-1\right) \frac{\partial^{2} u_{i}^{\prime}}{\partial x_{1}^{\prime} \partial x_{1}^{\prime}}\right]
\end{align*}
$$

where $V_{p}, L_{0}$, and $x_{p}$ are the compression speed, initial box length, and the box length at time $t$ respectively.

Density and absolute viscosity can be related to the instantaneous box length by:

$$
\begin{aligned}
& \bar{\rho}(t)=\bar{\rho}(0)\left(\frac{L_{0}}{x_{p}}\right) \\
& \mu(t)=\mu(0)\left(\frac{L_{o}}{x_{p}}\right)^{0.3}
\end{aligned}
$$

There are no known analytical solutions of the equations of motion for the turbulence field, Eqs. $(2-35),(2-36),(2-38)$, and $(2-39)$. Numerical approximations are needed to solve these equations. The simulations will be carried out in a finite domain with specified boundary and initial conditions. These are described in the next chapter.


Fig. 2-1. Schematic description of homogeneous, isotropic compression flow.


Fig. 2-2. Schematic description of homogeneous, one-dimensional compression flow.


Fig. 2-3. The mean velocicy profile for onedimensional compression flow.


Fig. 2-4. Lagrangian coordinate system for onedimensional compression simulations.

## Chapter III

NUMERICAL METHOD

In this chapter full simulation of turbulent flow is introduced, numerical methods used to perform the simulations are presented and techniques for removing aliasing error and method to generate initial velocity field are described.

### 3.1 Introduction

Since the equations of motion for the turbulence are highly noninear, they are not amenable to classical analytical approaches. Numerical approximations are needed to solve these equations. Detailed simulations of turbulent flows can be used to both generate physical understanding and to improve the models. Full-turbulence simulation is the numerical solution of the exact Navier-Stokes equations. The only errors made are numerical ones which can be kept within a desired tolerance.

In full-turbulence simulations, the number of spatial grid points is determined by two constraints: the computational box has to be bigger than the size of the large eddies if the simulation is to capture them. On the other hand, the mesh size has to be smaller than the smallest eddies in order to resolve them.

The smallest scale of importance is the Kolmogorov length scale which is defined as:

$$
\begin{equation*}
n=\left(\nu^{3} / \varepsilon\right)^{1 / 4} \tag{3-1}
\end{equation*}
$$

where $\nu$ is the kinematic viscosity and $\varepsilon$ is the dissipation rate. Physically $\eta$ is the size of the eddies for which viscosity is important.

The scale of the energy-containing eddies is usually defined by

$$
\begin{equation*}
\ell=q^{3} / \varepsilon \tag{3-2}
\end{equation*}
$$

where $q$ is turbulent velocity. Therefore, the number of mesh points required to resolve both the large and small scales along one direction has to be roughly

$$
\begin{equation*}
\frac{\ell}{n}=\left(\frac{q \ell}{v}\right)^{3 / 4}=\operatorname{Re}_{\ell}^{3 / 4} \tag{3-3}
\end{equation*}
$$

At a Reynolds number based on turbulence quantities of 10,000 , a mesh 1000 points on a side is required. Clearly, this is beyond the capacity of any existing computer. Full-turbulence simulations are currently limited by computer resource availability to low turbulent Reynolds numbers. In our case, with $64 \times 64 \times 64$ mesh points, the Reynolds number based on $q$ and $\ell$ has to be less than about 250 .

### 3.2 Approximation of Spatial Derivatives

Spectral methods are often used in turbulent flow simulations, because, for sufficiently smooth fields, they are very accurate. In addition, the periodic boundary conditions used in homogeneous turbulence simulation make spectral methods based on Fourier expansions quite natural and easy to apply. We shall use the pseudo-spectral method to compute the spatial derivatives in terms of the data at mesh points. Use of this method in the simulation of turbulence was pioneered by Orszag and Patterson (1972) and used by many others since then. This method is made efficient by the Fast Fourier Transform (FFT) algorithm developed by Cooley and Tukey (1965) which is most efficient when the number of mesh points in each direction is a power of 2 . Since this method treats each direction independently, we shall consider only the one-dimensional case here.

## A. Spectral Method

To see how the method works, consider any function $F(x)$ periodic with period $L$. The values of such functions at equally spaced mesh points can be represented in terms of a discrete Fourier series as follows:

$$
\begin{equation*}
F\left(x_{j}\right)=\sum_{n=-N / 2}^{N / 2-1} \hat{F}\left(k_{n}\right) e^{i k_{n} x_{j}} \tag{3-4}
\end{equation*}
$$

where $N$ is the number of mesh points and

$$
\begin{aligned}
\mathbf{x}_{j} & =h j, \quad j=0,1,2,3, \ldots \ldots, N-1 \\
h & =L / N \quad \text { is the mesh size } \\
k_{n} & =2 \pi n / L, \quad n=-N / 2, \ldots \ldots, 0, \ldots \ldots N / 2-1
\end{aligned}
$$

The coefficients of the Fourier series can be obtained from the inverse of $\mathrm{Eq} .(3-4)$ :

$$
\begin{equation*}
\hat{F}\left(k_{n}\right)=\frac{1}{N} \sum_{j=0}^{N-1} F\left(x_{j}\right) e^{-i k_{n} x_{j}} \tag{3-5}
\end{equation*}
$$

Equation (3-4) can be rendered an interpolation scheme by replacing $x_{j}$ with a continuous variable $x$. Then the derivatives of $F(x)$ with respect to $x$ at $x_{j}$ can be approximated by differentiating the interpolant:

$$
\begin{align*}
& \frac{d F\left(x_{j}\right)}{d x}=\sum_{n=-N / 2}^{N / 2-1} i k_{n} \hat{F}\left(k_{n}\right) e^{i k_{n} x_{j}}  \tag{3-6}\\
& \frac{d^{2} F\left(x_{j}\right)}{2}=\sum_{n=-N / 2}^{N / 2-1}-k_{n}^{2} \hat{F}\left(k_{n}\right) e^{i k x_{j}} \tag{3-7}
\end{align*}
$$

The results are an extremely accurate estimates of the derivatives.
The nonlinear terms in the equations of motion (2-36) and (2-39) introduce the possibility of aliasing errors into the numerical simulations. To understand the problem, let us consider the one-dimensional case with period $L=2 \pi=N$. If two functions represented as discrete Fourier series of the form (3-4) are multiplied, we obtain:

$$
\begin{align*}
& c\left(x_{j}\right)=a\left(x_{j}\right) b\left(x_{j}\right)=\sum_{n=-N / 2}^{N / 2-1} \sum_{m=-N / 2}^{N / 2-1} \hat{a}(n) \hat{b}(m) e^{i(n+m) x_{j}}=\sum_{s=-N}^{N-2} \hat{c}(s) e^{i s x_{j}} \\
& =\sum_{s=-N / 2}^{N / 2-1} \hat{C}(s) e^{i s x_{j}}+\sum_{\text {Aliasing Error }}^{-N / 2-1+N} \hat{C}(s) e^{i s x_{j}}+\underbrace{N-2-N}_{s=N / 2-N} \hat{C}(s) e^{i s x_{j}} \tag{3-8}
\end{align*}
$$

The product series contains wave-numbers in the range $-N \leq s \leq N-2$, which includes wavenumbers outside the range supported by the grid we are using. Fourier functions with wave-numbers outside the domain $-N / 2 \leq s \leq N / 2-1$ are interpreted as waves that belong to the computational domain. On the grid, the functions are identical, but their derivatives are not identical. This introduces an error called aliasing. The alias error resulting from nonlinear terms can be removed by two different methods (Patterson and Orszag, 1971) which will be explained below.
B. Alias Removal By Truncation

One alias-removal method is the " $2 / 3$ rule". It consists of the following:
(1) Given $\hat{a}(n)$ and $\hat{b}(m)$, where $-N / 2 \leq n$, $m \leq N / 2-1$. Truncate these Fourier representations, keeping only the central twothirds of the spectrum.

$$
\begin{align*}
& \hat{\tilde{a}(n)}=\left\{\begin{array}{lll}
\hat{a}(n) & , & |n| \leq N / 3 \\
0 & , & |n|>N / 3
\end{array}\right. \\
& \hat{\tilde{b}^{(m)}}=\left\{\begin{array}{lll}
\hat{b}(m) & , & |m| \leq N / 3 \\
0 & , & |m|>N / 3
\end{array}\right. \tag{3-9}
\end{align*}
$$

(2) Compute $\tilde{a}\left(x_{j}\right)$ and $\tilde{b}\left(x_{j}\right)$ from the truncated Fourier representation.
(3) Form the product $\tilde{a}\left(x_{j}\right) \tilde{b}\left(x_{j}\right)$ in physical space.
(4) Take the Fourier transform of the result, keeping only the central two-thirds of the spectrum.

With this method of removing alias error, one-third of the mesh points in each direction are wasted in the one-dimensional case. In the three-dimensional case, $19 / 27$ of the total mesh points are wasted. Consequently, this method is costly to use, and an alternative method of removing alias error will be described next.

## C. Alias Removal By Phase Shifting

We can rewrite equation (3-8) as

$$
\begin{equation*}
\hat{c}(s)=\sum_{n+m=s} \hat{a}(n) \hat{b}(m)+\sum_{n+m=s \pm N} \hat{a}(n) \hat{b}(m) \tag{3-10}
\end{equation*}
$$

The first term on the right-hand side is the alias-free part of the result, while the second term on the right-hand side contains the terms that are aliased to wave-number $s$.

The shift theorem tells us that if $F(x)$ has the Fourier transform $\hat{F}(k)$, then $F(x-h)$ has the Fourier transform $e^{i k h} \hat{F}(k)$. This can be used as the basis of a method of removing aliasing error. The basic steps of phase shifting method are:
(1) Given $\hat{a}(n)$ and $\hat{b}(m)$, form $\tilde{a}\left(x_{j}\right)$ and $\tilde{b}\left(x_{j}\right)$ on the shifted mesh.
$\tilde{a}\left(x_{j}\right)=\sum_{n=-N / 2}^{N / 2-1} \hat{a}(n) e^{i n h(j+1)}, \tilde{b}\left(x_{j}\right)=\sum_{m=-N / 2}^{N / 2-1} \hat{b}(m) e^{i m h(j+1)}$
where $h$ is the mesh size.
(2) Form the product $\tilde{c}\left(x_{j}\right)=\tilde{a}\left(x_{j}\right) \tilde{b}\left(x_{j}\right)$ in physical space.
(3) Shift the result back to the original mesh. The Fourier transform of resulting function is:

$$
\begin{align*}
\hat{c}^{\prime}(s) & =e^{-i s h}\left\{\sum_{n+m=s} \hat{a}(n) e^{i n h} \times \hat{b}(m) e^{i m h}+\sum_{n+m=s \pm N} \hat{a}(n) e^{i n h} \times \hat{b}(m) e^{i m h}\right\} \\
& =\sum_{n+m=s} \hat{a}(n) \hat{b}(m)+e^{ \pm i N h} \sum_{n+m=s \pm N} \hat{a}(n) \hat{b}(m) \tag{3-12}
\end{align*}
$$

(4) Repeat steps (1), (2), and (3) with $h$ replaced by $h^{\prime}=h+$ $\pi / N$. Equation (3-12) becomes

$$
\begin{align*}
\hat{C}^{\prime \prime}(s) & =\sum_{n+m=s} \hat{a}(n) \hat{b}(m)+e^{ \pm i N(h+\pi / N)} \sum_{n+m=s \pm N} \hat{a}(n) \hat{b}(m) \\
& =\sum_{n+m=s} \hat{a}(n) \hat{b}(m)-e^{ \pm i N h} \sum_{n+m=s \pm N} \hat{a}(n) \hat{b}(m) \tag{3-13}
\end{align*}
$$

(5) The alias-free result is obtained by combining (3-12) and (3-13)

$$
\begin{equation*}
\sum_{n+m=s} \hat{a}(n) \hat{b}(m)=\frac{1}{2}\left(\hat{C}^{\prime}(s)+\hat{C}^{\prime \prime}(s)\right) \tag{3-14}
\end{equation*}
$$

The advantage of this method is that it does not waste any mesh points as in the " $2 / 3$ rule". It doubles the computation but is far more efficient.

### 3.3 Time Advancement

In full-turbulence simulations we are looking for time-accurate solutions to the equations of motion. An explicit method of advancing the solution in time is a natural choice. In particular, we used a second-order Runge-Kutta method to advance the solution in time. The algorithm to advance the solution of $d u / d t=f(u)$ from the time step $n$ to step $n+1$ is

$$
\begin{gather*}
u^{*}=u^{(n)}+\Delta t f\left(u^{(n)}\right)  \tag{3-15}\\
u^{(n+1)}=u^{(n)}+\frac{\Delta t}{2}\left[f\left(u^{(n)}\right)+f\left(u^{*}\right)\right] \tag{3-16}
\end{gather*}
$$

where $\Delta t$ is the time step and $*$ denotes the intermediate step.
The accuracy of this method can be found by introducing the representative equation $d u / d t=\lambda u$. Replacing $f(u)$ by $\lambda u$ in (3-15) and (3-16) and substituting (3-15) into (3-16), we obtain

$$
\begin{equation*}
u^{(n+1)}=\left[1+\lambda \Delta t+\frac{1}{2}(\lambda \Delta t)^{2}\right] u^{(n)} \tag{3-17}
\end{equation*}
$$

Equation (3-17) shows this algorithm is indeed second order accurate.
The stability limit of this method is the locus of all $\lambda$ satisfying the following relationship

$$
\begin{equation*}
\left|\frac{1}{2}(\lambda \Delta t)^{2}+(\lambda \Delta t)+1\right|=\left|e^{1 \theta}\right| \tag{3-18}
\end{equation*}
$$

where

$$
0 \leq \theta \leq 2 \pi
$$

Rewriting (3-18)

$$
\begin{equation*}
\frac{1}{2}(\lambda \Delta t)^{2}+(\lambda \Delta t)+\left(1-e^{1 \theta}\right)=0, \quad 0 \leq \theta \leq 2 \pi \tag{3-19}
\end{equation*}
$$

The stability diagram for this method is shown on Figure 3-1. The time step is variable and is determined by setting the Courant number to be 0.05 .

### 3.4 Initial Conditions

There are several ways to generate the initial velocity field (Bardina et al., 1983; Shirani et al., 1981; and Rogallo, 1981). We follow Rogallo's method to produce an initial velocity field which is nearly isotropic in wave space, divergence-free, and has the desired spectrum.

None of the initialization processes mentioned above produces the higher-order velocity statistics of real turbulence. We therefore let the initial field decay until the higher order statistics and the proper energy cascade were developed before introducing compression.

The isotropic fields produced after the initial development period were used as the starting conditions for various straining runs.


Fig. 3-1. The stability diagram for secondorder Runge-Kutta method.

In this chapter, the CYBER 205 computer and the program used to do the simulations are briefly described. The data-management strategy chosen, which takes full advantage of this computer, is presented. The performance of the computer code and the validation checks made are described.

### 4.1 The CYBER 205 Computer

The simulations were done on two different Control Data Corporation CYBER 205 computers, one at Colorado State University and a larger one with twice the memory and number of processor units at Control Data Corporation, Minneapolis. The CSU computer has two million 64-bit words of central memory. Its central processor unit (CPU) contains a scalar processor and a vector processor with two pipelines.

Figure 4-1 shows the performance of a two-pipe machine for addition and multiplication as a function of vector length. The asymptotic performance, which requires a vector length of 65535, is 100 million floating-point operations per second (Mflops) for 64-bit arithmetic and 200 Mflops for 32-bit arithmetic.

It is obvious that the performance improves with vector length. Vector length 1000 (64-bit case) or 2000 (32-bit case) is required to reach $90 \%$ of the asymptotic performance. Constructing a code which uses long vectors is therefore important if maximum performance is to be obtained from the machine.

### 4.2 Data Management

Based on the "longer vector gives better performance" philosophy, we chose to do the discrete Fourier transforms in parallel. This will be explained in detail later (also see Wu et al. 1983).

In Figure 4-2, NX, NY, and $N Z$ are the number of mesh points of the computational box in the $x, y$, and $z$ directions, respectively; MY and MZ are called "pencil size".

On the first sweep, MZ $x-y$ planes of data are Fourier transformed in the $y$ direction; these are done in parallel. The transform length is NY, but by doing them in parallel, a vector length of $3 \times N X / 2 \times M Z$ is achieved; the factor 3 is due to the simultaneous processing of three velocity components, while the factor $1 / 2$ arises because only half of the wave space modes are needed in order to represent a real function. To accomplish the vectorization, it is useful to lump every dependent variable into a single big array. The main array is called DATA (NX/2, NY, NZ, 4, 2); the dimensions represent $x, y, z$, a dependent variable index, and real and imaginary parts of a complex number.

On the second sweep, MY x-z planes are processed. Fourier transforms in the $z$ and $x$ directions are done on this sweep. The vector lengths are $N X / 2 \times M Y \times 3$ and $N Z \times M Y \times 3$, respectively.

A CYBER 205 vector is defined as a contiguous set of memory locations. Since the two sweeps are in different directions, an array transpose has to be done between sweeps and within the second sweep in order to keep processed data in a contiguous set of memory locations. The transpose is done by using gather instructions. The gather instruction puts array elements which are at various locations into a contiguous set of memory locations. An index vector is needed to pick up the desired elements. The Q8VGATHR function (64-bit) or the Q8VXTOV subroutine (32-bit), provided by the manufacturer, is used to do the transposing. As the array gets bigger, so does the index vector length, and an appreciable amount of overhead working space is needed. In the $64 \times 64 \times 64$ run with pencil size $32 \times 16$, the index vector has 17,408 elements.

### 4.3 Computer Performance

The performance data based on a count of the number of operations per time step are presented in Table 4.1. The mesh size is given in column 2 (each node requires seven words of data storage). The pencil size is given in column 3; this, together with mesh size, determines the vector length shown in column 4. The computational precision is given in column 5, the CPU time in column 6, and the CPU computation rate in column 7. The $1 / 0$ time per time step in seconds is meaningful only for
Table 4.1

| Performance of CYBER 205 at CSU (Two Pipes with 2M 64-Bit Word) |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Run | Mesh Size (nodes) | $\begin{gathered} \text { Pencil } \\ \text { Size } \\ \text { (nodes) } \end{gathered}$ | Vector Length (in FFT) | Prec. <br> (bits) | CPU Time per Step (Sec.) | MFLOPS | I/O Time per Step (sec.) | Memory <br> (M Words) | Comments |
| 1 | 8x8x8 | $8 \times 8$ | 192 | 64 | 0.014 | 23.5 | - | 0.02 | in core |
| 2 | 32x32x32 | 4×4 | 384 | 64 | 0.690 | 31.0 | - | 0.30 | In core |
| 3 | 32x32x32 | 32x32 | 3,072 | 64 | 0.399 | 53.6 | - | 0.69 | in core |
| 4 | 32x32x32 | 32x32 | 3,072 | 32 | 0.240 | 89.2 | - | 0.69 | in core |
| 5 | $64 \times 64 \times 64$ | $16 \times 16$ | 3,072 | 64 | 3.378 | 59.6 | 56.6 | 2.70 | paging |
| 6 | 64×64x64 | 16x16 | 3,072 | 32 | 2.022 | 99.6 | - | 2.70 | in core |
| 7 | 64×64x64 | $32 \times 16$ | 4,608 | 32 | 1.980 | 101.7 | - | 3.47 | In core |
| 8 | 64×64×64 | 32x32 | 6,144 | 32 | 1.914 | 105.2 | 8.7 | 3.52 | paging |

runs with virtual memory paging. Explicit $I / 0$ would reduce $I / O$ time considerably, but we did not use it.

Comparing Runs 3 and 4, and Runs 5 and 6 in Table 4.1, it is found that the CPU time for a 32-bit (half) precision run is $60 \%$ of that for the corresponding 64-bit (full) precision run. We kept track of the timing in the transpose part of the code and found an interesting fact. In full-precision runs, the transpose takes $15 \%$ of the CPU time; $85 \%$ of the CPU time is spent in floating point operations. In half-precision runs, due to the lack of a half-precision gather utility, the transpose takes the same time as in full-precision runs, while the floating-point operations require only half of the full-precision CPU time. Consequently, for the half-precision run, the transpose takes $25 \%$ of the total time.

Detailed timing from Run 8 shows that $51 \%$ of the CPU time is spent in the FFT subroutine, which contains $78 \%$ of the floating point operations. In other words, the FFT operates at 157.6 Mflops . The remaining $22 \%$ of the floating-point operations are executed at 95 Mflops, due mainly to shorter vector lengths and the occurrence of IF statements.

Table 4.2 shows the performance data obtained from a CYBER 205 with four vector pipelines. The computation rate of a four-pipe machine is twice as fast as that of a two-pipe machine. Note that Run 13 is only 1.7 times faster than Run 8. This is again due to the transpose taking the same amount of time on both machines.

In summary, the present code is fully vectorized to take maximum advantage of the capabilities of the CYBER 205 computer: It can handle up to $64 \times 64 \times 64$ mesh points in core while running at 100 Mflops on a two-pipe machine and 190 Mflops on a four-pipe machine. This computation rate is among the fastest that can be obtained from present supercomputers. To obtain it, the vector length must be long enough and half-precision computation must be used. The slowness of taking the transpose is the key factor in preventing one from getting better performance from the computer. The slow $I / O$ transfer rate prevented us from using a $128 \times 128 \times 128$ mesh.


\[

\]

### 4.4 Tests of the Code

Several tests were performed in order to qualify the code. Two important checks are described below:
A. Decay of Isotropic Turbulence

A $64 \times 64 \times 64$ run was performed with the mean strain rate tensor $\bar{U}_{i, j}$ set equal to zero. The three-dimensional energy spectrum was obtained by summing the energy in spherical shells of inner radius $k$ and outer radius $k+\Delta k$, where $k$ is the magnitude of the wavevector and $\Delta k$ is the difference between the magnitudes of the two nearest neighbor wavenumbers. The initial energy spectrum was a top-hat spectrum. The flow evolved from the artificial initial spectrum to a realistic low Reynolds number spectrum as the simulation proceeded. As can be seen from Figure 4-3, the normal Reynolds stresses are slightly anisotropic at low wavenumbers and isotropic at high wavenumbers. This is due to the small number of modes at low wavenumbers. The 3-D dissipation spectrum spectrum $D(k)$ is defined as

$$
\begin{equation*}
D(k)=\frac{\mu}{\rho} k^{2} E(k) \tag{4-1}
\end{equation*}
$$

and its components $D_{\alpha \alpha}(k)=\frac{\mu}{\rho} k^{2} E(k)$ are shown in Figure 4-4. The peak of the dissipation spectrum is located well inside the resolvable wavenumber range. This means that the dissipation scale of the flow is resolved.

The longitudinal and lateral one-dimensional spectra of the velocity field are shown in Figure 4-5. The one-dimensional spectrum of the velocity field in the $k_{1}$ direction is defined as

$$
\begin{equation*}
E_{i j}\left(k_{1}\right)=\iint \hat{u}_{i}^{\prime}(\underline{k}) \hat{u}_{j}^{\prime *}(\underline{k}) d k_{2} d k_{3} \tag{4-2}
\end{equation*}
$$

As show, the spectra drop several orders of magnitude frow low wavenumber to high wavenumber. This again demonstrates that the dissipation scales are well resolved. That $E_{22}\left(k_{1}\right)=E_{33}\left(k_{1}\right)$ shows that the velocity field is isotropic.

The two-point correlations and the one-dimensional spectra are Fourier transform pairs. They are defined as

$$
\begin{equation*}
Q_{i j}(\underline{y})=\frac{\left\langle u_{i}^{\prime}(x) u_{j}^{\prime}(\underline{x}+\underline{y})\right\rangle}{\left\langle u_{i}^{\prime}(x) u_{j}^{\prime}(\underline{x})\right\rangle} \tag{4-3}
\end{equation*}
$$

The close agreement between the two lateral correlations, $\mathrm{Q}_{22}\left(\mathrm{x}_{1}, 0,0\right)$ and $\mathrm{Q}_{33}\left(\mathrm{x}_{1}, 0,0\right)$, in Figure $4-6$, shows that the flow is isotropic.

The time evolution of the turbulent kinetic energy, dissipation rate, integral length scales, and Taylor micro-scales are all in good agreement with both experiments (Comte-Bellot and Corrsin, 1971) and previous simulations (Shirani et al., 1981). These results gave confidence that the code is capable of simulating homogeneous isotropic turbulence. The particular flow field shown in this section was also used as the initial condition for the three-dimensional straining runs.

## B. Plane Strain

The second test of the code is isotropic turbulence subjected to uniform two-dimensional strain; one pair of sides of the computational box moves inward at the same rate a second pair moves outward, while the third pair remains stationary. This type of flow has been investigated experimentally by Townsend (1954) and by Tucker and Reynolds (1968); and numerically by Rogallo (1981).

Three different strain rates and two different choices of strain axes were tested, namely: compression in the $x_{2}$ direction and stretch in the $x_{3}$ direction, and compression in the $x_{1}$ direction and stretch in the $x_{2}$ direction. The time development of the components of the turbulent kinetic energy and structure parameters of a typical run are shown in Figures 4-7 and 4-8. Figure 4-9 shows the time development of the components of the turbulent kinetic energy for two different choices of strain axes.

The simulated results are in good agreement with Rogallo's results. The differences can be attributed to different turbulence Reynolds numbers. The close agreement between two different choices of strain axes shown in Fig. 4-9 demonstrates that the computer code does not have any direction preference.

From the results of the two tests described in this section, we have confidence that the computer code is operating properly and ready to use to simulate compressed turbulence.

### 4.5 General Description of the Simulations

As described in Section 3.4, the simulation starts with an artificial initial field. Therefore, there is an initial period in which the simulated flow fields cannot be treated as true turbulence. During this period, an energy cascade is gradually developed; the spectra become realistic, and higher velocity statistics reach asymptotic values.

After the initial "relaxation" period, the velocity field is stored for later use as the initial condition for straining runs. During the straining process, the simulated flow fields can be regarded as true turbulent flows. Statistics are extracted from these flow fields. These will be discussed extensively in Chapters $V$ and V1. This simulation is stopped when the scales of motion grow too large for the computational box.

Beyond this point, the flow fields do not accurately represent true turbulence, because the eddies are influenced by the imposed periodic boundary conditions. The region of validity of the simulation can also be monitored by examining the dissipation spectra. If the peak of the spectra moves beyond the resolvable wavenumber range or energy accumulates at high wavenumbers, the small scales are no longer being accurately resolved. When resolution of either the large or small scales is lost, the simulation is stopped.

In the next chapter we discuss the simulated results for isotropically compressed turbulence.


Fig. 4-1. The performance of a two-pipe CYBER 205 for addition and maltipilcation.


Fig. 4-2. Sketch of the computational box.







## Chapter V

HOMOGENEOUS ISOTROPIC TURBULENCE UNDERGOING ISOTROPIC COMPRESSION

In this chapter we present results for homogeneous isotropic turbulence undergoing isotropic compression. Numerical simulation results are compared with the predictions of rapid distortion theory. Results for four different compression rates are presented and discussed.

### 5.1 Rapid Distortion Theory

Rapid distortion theory (RDT) is a linear theory which describes the response of turbulence to a rapidly applied mean field. This theory was originated by Taylor (1935) and was extensively developed by Batchelor and Proudman (1954). It is valid only in the limit of extremely rapid distortions. A measure of rapidity is the ratio of the turbulence time scale ( $q^{2} / \varepsilon$ ) to the mean flow time scale ( $1 / S$ ). RDT is valid when

$$
\mathrm{Sq}^{2} / \varepsilon \gg 1
$$

where $S, q$, and $\varepsilon$ are the mean strain rate, turbulent velocity, and dissipation rate respectively.

When turbulence is distorted by a rapidly applied mean flow, i.e., the time scale of the applied strain is much shorter than the turbulence time scale, nonlinear turbulence interactions are unimportant, so the turbulence energy cascade cannot come to equilibrium with the applied strain. Also, the dissipation process is too slow to be important during the straining. Under these conditions the nonlinear interaction and viscous dissipation terms in the momentum equations may be neglected. Thus, RDT is a linear inviscid analysis of turbulence.

RDT analysis discussed in this section follows Reynolds' work (1984); we are grateful for permission to use his results. In RDT, it is more convenient to work with vorticity field than the velocity field. The vorticity is defined as

$$
\begin{equation*}
\omega_{1} \equiv \varepsilon_{i j k} \mathbf{u}_{k, j} \tag{5-1}
\end{equation*}
$$

where $\omega_{i}, \varepsilon_{i j k}$, and $u_{k}$ are the vorticity vector, the completely antisymmetric tensor of rank three (the Levi-Civita symbol), and the velocity vector, respectively. We can relate the velocity field to the vorticity field by taking the curl of Eq. (5-1).

$$
\begin{equation*}
\varepsilon_{p q 1^{1}}{ }_{1, q}=u_{q, p q}-u_{p, q q} \tag{5-2}
\end{equation*}
$$

The dynamic equations for the vorticity can be derived by taking the curl of the momentum equations:

$$
\begin{equation*}
\frac{\partial \omega_{i}}{\partial t}+u_{j} \omega_{i, j}=\omega_{j} s_{i j}-\omega_{i} s_{k k}+\frac{\mu}{p} \omega_{i, j j} \tag{5-3}
\end{equation*}
$$

where $s_{i j}=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right)$ and $\rho$ and $\mu$ are functions of time only. The first two terms on the right-hand side of Eq. (5-3) are the vortex stretching terms and the last term accounts for viscous diffusion.

All flow quantities in Eq. (5-3) can be decomposed into mean and fluctuating parts, that is

$$
\begin{align*}
& w_{i}=w_{i}+w_{i}^{\prime}  \tag{5-4}\\
& u_{i}=\bar{U}_{i}+u_{i}^{\prime}
\end{align*}
$$

Substituting Eq.(5-4) into (5-3) and taking the ensemble average, we get

$$
\begin{equation*}
\frac{\partial W_{i}}{\partial t}+\bar{U}_{j} W_{i, j}=W_{j} \bar{S}_{i j}-W_{i} \bar{S}_{k k}+w_{i, j j} \tag{5-5}
\end{equation*}
$$

The equations for the fluctuating vorticity (Eq. (5-6)) are obtained by subtracting Eq. (5-5) from (5-3). Note that, in deriving Eq. (5-6), we have assumed (1) that nonlinear interactions and viscous dissipation may be neglected, (2) that the mean strain is irrotational and (3) that the turbulence is homogeneous. These assumptions are applicable in the isotropic compression case.

$$
\begin{equation*}
\frac{\partial w_{i}^{\prime}}{\partial t}+\bar{U}_{j} w_{i, j}^{\prime}=w_{j}^{\prime} \bar{S}_{i j}-w_{i}^{\prime} \bar{S}_{k k} \tag{5-6}
\end{equation*}
$$

Eq. (5-6) can be transformed to Lagrangian coordinates using the transformation of Chapter II. In the isotropic compression case, Eqs. (2-21) and (2-34) are used to reduce $E q$. (5-6) to:

$$
\begin{equation*}
\frac{\partial w_{i}^{\prime}}{\partial t}=-\frac{2 V_{p}}{x_{p}(t)} w_{i}^{\prime} \tag{5-7}
\end{equation*}
$$

where $V_{p}$ is the compression speed and $x_{p}(t)$ is the box length at time $t$. The solution of Eq. (5-7) is

$$
\begin{equation*}
w_{1}^{\prime}\left(\underline{x}^{\prime}, t\right)=w_{1}^{\prime}\left(\underline{x}^{\prime}, 0\right)\left(\frac{x_{p}(t)}{L_{0}}\right)^{-2} \tag{5-8}
\end{equation*}
$$

where $L_{o}$ is the initial box length, and $x_{p}(t) / L_{0}$ is the instantaneous total strain ratio.

The turbulent velocity field is found from the turbulent vorticity field via Eq.(5-2).

$$
\begin{equation*}
u_{i, k k}^{p}=-\varepsilon_{i k j} w_{j, k}^{\prime} \tag{5-9}
\end{equation*}
$$

where continuity constraint $u_{1,1}^{\prime}=0$ is applied. Transforming Eq.(5-9) to Lagrangian coordinates, we get

$$
\frac{L_{0}^{2}}{x_{p}^{2}}\left(\frac{\partial^{2}}{\partial x_{1}^{\prime}}+\frac{\partial^{2}}{\partial x_{2}^{\prime}}+\frac{\partial^{2}}{\partial x_{3}^{\prime 2}}\right)\left\{\begin{array}{c}
u_{1}^{\prime}  \tag{5-10}\\
u_{2}^{\prime} \\
u_{3}^{\prime}
\end{array}\right\}=\frac{L_{0}}{x_{p}}\left\{\begin{array}{l}
\frac{\partial w_{2}^{\prime}}{\partial x_{3}^{\prime}}-\frac{\partial w_{3}^{\prime}}{\partial x_{2}^{\prime}} \\
\frac{\partial w_{3}^{\prime}}{\partial x_{1}^{\prime}}-\frac{\partial w_{1}^{\prime}}{\partial x_{3}^{\prime}} \\
\frac{\partial w_{1}^{\prime}}{\partial x_{2}^{\prime}}-\frac{\partial w_{2}^{\prime}}{\partial x_{1}^{\prime}}
\end{array}\right\}
$$

Equations (5-10) are solved by using Fourier transforms. Taking the Fourier transform of Eq. (5-10), we get,

$$
\left(\begin{array}{l}
\hat{u}_{1}^{\prime}\left(k^{\prime}, t\right)  \tag{5-11}\\
\hat{u}_{2}^{\prime}\left(k^{\prime}, t\right) \\
\hat{u}_{3}^{\prime}\left(k^{\prime}, t\right)
\end{array}\right)=\frac{-1\left(x_{p} / L_{0}\right)}{\left(k_{1}^{\prime 2}+k_{2}^{\prime 2}+k_{3}^{\prime 2}\right)}\left(\begin{array}{l}
k_{3}^{\prime} \hat{w}_{2}^{\prime}\left(\underline{k}^{\prime}, t\right)-\hat{k}_{2}^{\prime} \hat{w}_{3}^{\prime}\left(k^{\prime}, t\right) \\
k_{1}^{\prime} \hat{w}_{3}^{\prime}\left(k^{\prime}, t\right)-k_{3}^{\prime} \hat{w}_{1}^{\prime}\left(k^{\prime}, t\right) \\
k_{2}^{\prime} \hat{w}_{1}^{\prime}\left(\underline{k}^{\prime}, t\right)-k_{1}^{\prime} \hat{w}_{2}^{\prime}\left(k^{\prime}, t\right)
\end{array}\right)
$$

where $\underline{k}^{\prime}$ is the Fourier wave vector corresponding to $x^{\prime}$. We define $E_{i j}\left(\underline{k}^{\prime}, t\right)$ and $\phi_{i j}\left(\underline{k}^{\prime}, t\right)$ as the spectra of $\overline{u_{i}^{\prime} u_{j}^{\prime}}$ and $\overline{w_{i}^{\prime} w_{j}^{\prime}}$, respectively.

$$
\begin{align*}
& E_{i j}\left(k^{\prime}, t\right) \equiv \overline{\hat{u}_{i}\left(k^{\prime}, t\right) \hat{u}_{j}^{*}\left(k^{\prime}, t\right)}  \tag{5-12}\\
& \phi_{i j}\left(k^{\prime}, t\right) \equiv \overline{\hat{w}_{i}\left(k^{\prime}, t\right) \hat{w}_{j}^{*}\left(k^{\prime}, t\right)} \tag{5-13}
\end{align*}
$$

where * denotes the complex conjugate. From Eqs.(5-11), (5-12), and (5-13), $E_{11}\left(\underline{k}^{\prime}, t\right)$ can be expressed as

$$
\begin{equation*}
E_{11}\left(k^{\prime}, t\right)=\frac{\left(x_{p} / L_{o}\right)^{2}}{\left(k_{1}^{\prime 2}+k_{2}^{\prime 2}+k_{3}^{\prime 2}\right)^{2}}\left(k_{3}^{\prime 2} \phi_{22}+k_{2}^{\prime 2} \phi_{33}-2 k_{2}^{\prime} k_{3}^{\prime} \phi_{23}\right) \tag{5-14}
\end{equation*}
$$

and from Eqs.(5-8) and (5-13) $\phi_{1 j}(k!, t)$ can be expressed as

$$
\begin{equation*}
\phi_{i j}\left(\underline{k}^{\prime}, t\right)=\left(\frac{x_{p}}{L_{o}}\right)^{-4} \phi_{i j}\left(k^{\prime}, 0\right) \tag{5-15}
\end{equation*}
$$

$\phi_{22}\left(\underline{k}^{\prime}, 0\right)$ is obtained from Eqs: (5-13), and (5-12)

$$
\begin{equation*}
\phi_{22}\left(\underline{k}^{\prime}, 0\right)=k_{3}^{\prime 2} E_{11}\left(k^{\prime}, 0\right)+k_{1}^{\prime 2} E_{33}\left(k^{\prime}, 0\right)-2 k_{1}^{\prime} k_{3}^{\prime} E_{13}\left(\underline{k}^{\prime}, 0\right) \tag{5-16}
\end{equation*}
$$

If the initial turbulence is isotropic, then

$$
\begin{equation*}
E_{i j}\left(k^{\prime}, 0\right)=-\frac{E\left(k^{\prime}, 0\right)}{4 \pi k^{\prime 2}}\left(\frac{k_{i}^{\prime} k_{j}^{\prime}}{k^{\prime 2}}-\delta_{i j}\right) \tag{5-17}
\end{equation*}
$$

Combining Eqs. (5-14), (5-15), (5-16), and (5-17) we obtain $E_{11}\left(k^{\prime}, t\right)=\frac{E\left(k^{\prime}, 0\right)}{4 \pi k^{\prime}}\left(\frac{x_{p}(t)}{L_{0}}\right)^{-2} \frac{\left[k k_{3}^{2}\left(k^{\prime}{ }^{2}-k_{2}^{\prime}{ }^{2}\right)+k_{2}^{\prime 2}\left(k^{\prime}{ }^{2}-k_{3}^{\prime}{ }^{2}\right)+2 k_{2}^{\prime 2} k_{3}^{\prime}{ }^{2}\right]}{\left(k_{1}^{\prime}{ }^{2}+k_{2}^{\prime 2}+k_{3}^{\prime}\right)^{2}}$

The spectra of $E_{22}$ and $E_{33}$ can be found by permuting the indices.
Equation (5-18) is the most important result of RDT analysis for isotropically compressed turbulence. It provides the spectrum of the turbulence in terms of the initial spectrum and the instantaneous total strain ratio. Any other quantity dependent upon the spectrum can be
deduced from Eq. (5-18). For example, the evolution of the threedimensional dissipation spectrum $D\left(k^{`}, t\right)$ is derived as follows: $D\left(k^{*}, t\right)$ is defined as in Equation (4-1).

$$
D\left(k^{\prime}, t\right)=\frac{\mu(t)}{\rho(t)} k^{\prime 2}(t) E\left(k^{\prime}, t\right)
$$

Substituting Eqs. $(2-21),(5-19)$ and $k^{\prime}(t)=\left(\frac{x_{p}}{L_{0}}\right)^{-1} k^{\prime}(0)$ into Eq.
$(4-1)$, we get

$$
\begin{aligned}
D\left(k^{\prime}, t\right) & =\left(\frac{x_{p}}{L_{0}}\right)^{-0.9-(-3)+(-2)+(-2)} \frac{\mu(0)}{p(0)} k^{\prime 2}(0) E\left(k^{\prime}, 0\right) \\
& =\left(\frac{x_{p}}{L_{0}}\right)^{-1.9} D\left(k^{\prime}, 0\right)
\end{aligned}
$$

Other important results from RDT analysis for isotropic compressed turbulence are summarized below:
Three-dimensional energy spectrum: $E\left(k^{\prime}, t\right)=\left(\frac{x_{p}}{L_{0}}\right)^{-2} E\left(k^{\prime}, 0\right)$
Three-dimensional dissipation spectrum: $D\left(k^{\prime}, t\right)=\left(\frac{x_{p}}{L_{0}}\right)^{-1.9} D\left(k^{\prime}, 0\right)$
One-dimensional energy spectrum: $E_{j j}\left(k_{i}^{\prime}, t\right)=\left(\frac{x_{p}}{L_{0}}\right)^{-2} E_{j j}\left(k_{i}^{\prime}, 0\right)$

Two-point auto-correlation: $Q_{i j}\left(X_{m}^{\prime}, t\right)=Q_{i j}\left(X_{m}^{\prime}, 0\right)$
Turbulent kinetic energy: $k(t)=\left(\frac{x_{p}}{L_{0}}\right)^{-2} k(0)$
Dissipation rate: $\varepsilon(t)=\left(\frac{x_{p}}{L_{0}}\right)^{-1.9} \varepsilon(0)$
Kolmogorov length scale: $\eta(t)=\left(\frac{x_{p}}{L_{0}}\right)^{2.05} \eta(0)$
Taylor microscales: $\lambda_{11}(t)=\frac{x_{p}}{\bar{L}_{0}} \lambda_{11}$

Integral length scales: $L_{i j, m}(t)=\frac{x_{p}}{L_{o}} L_{i j, m}(0)$
Turbulent Reynolds number: $\operatorname{Re}_{\ell}(\tau)=\left(\frac{x_{p}}{L_{0}}\right)^{-4.2} \operatorname{Re}_{\ell}(0)$

### 5.2 Simulation Results

Four simulations of isotropically compressed turbulence were performed. All started with the same isotropic turbulence initial condition, but the compression rate differed in each case. Some details of the isotropic turbulence initial condition are shown in Table 5.1. Three independent dimensionless parameters can be formed from the time $t$, the strain rate $S(t)$, and the turbulence velocity and time scales, $q$ and $q^{2} / \varepsilon$, respectively. These are taken to be

$$
\exp \left(\int_{0}^{t} S\left(t^{\prime}\right) d t^{\prime}\right), S q^{2} / \varepsilon, q^{4} / \varepsilon v
$$

which are the total strain ratio, the ratio of the turbulence and strain time scales, and a turbulence Reynolds number, respectively. Since homogeneous turbulence is a time-developing flow, these dimensionless parameters change during a simulation. Table 5.2 shows the range of these parameters covered in each simulation.

Run $S Q F$ had the fastest compression rate among these four cases. The ratio of turbulence and strain time scales is sufficiently high that the rapid distortion limit is applicable. The results of run $S Q F$ agree with RDT analysis (Eq. (5-19)); this is demonstrated below.

## A. Description of the Rapid Distortion Run

In this section, we present results obtained from the rapid distortion run (SQF). The mean strain-rate tensor is

$$
S_{i j}=\left(\begin{array}{ccc}
S(t) & 0 & 0 \\
0 & S(t) & 0 \\
0 & 0 & S(t)
\end{array}\right)
$$

where $S(t)=V_{p} / X_{p}(t)$. The results are shown in Figures 5-1 through 5-11 and discussed below.

Table 5.1
Some Details of the Initial Condition
of the Isotropically Compressed Turbulence Simulations (consistent units)

| Turbulence Velocity $q$ | 0.2856 |  |
| :--- | :--- | :--- |
| Dissipation Rate $\varepsilon$ | 0.0324 |  |
| Integral Length Scale $\mathrm{L}_{11,1}$ | 0.9791 |  |
| Taylor Microscale $\lambda_{11}$ | 0.3444 |  |
| Kolmogorov Length Scale | $\eta$ | 0.07454 |
| Kinematic Viscosity $v$ | 0.01 |  |

\[

\]

Figures 5-1 through 5-4 show the evolution of the lateral and longitudinal one-dimensional spectra of the velocity field; these are defined by Eq.(4-2). The initial lateral and longitudinal spectra are shown in Figures 5-1 and 5-3, respectively. The spectra obtained from the simulation and RDT analysis when the total strain ratio is 0.552 , are shown in Figures 5-2 and 5-4, respectively. The agreement is excellent.

Figures 5-5 and 5-6 show the longitudinal and lateral two-point auto-correlations at the initial time, and when the total strain ratio is 0.779 and 0.552. They are given in the Lagrangian coordinates. These figures show that, in accord with RDT analysis (Eq.(5-19)), the two-point auto-correlation in Lagrangian coordinates does not change during the simulation.

Figures 5-7 and 5-8 show the time evolution of twice the turbulent kinetic energy ( $q^{2}$ ) and the dissipation rate ( $\varepsilon$ ) from the simulation and RDT analysis. Again, the agreement is excellent.

The time evolution of the integral length scale, Taylor microscale, and Kolmogorov length scale from the simulation and RDT analysis are shown in Figs. 5-9, 5-10, and 5-11. The integral length scale, which is the integral of the two-point velocity auto-correlation, shrinks linearly with time in Cartesian coordinates. So does the Taylor microscale. However, the Kolmogorov length scale decreases much faster than the integral length scale. This is due to the rapid decay of the kinematic viscosity, which is, in turn, due to the increasing density and temperature during compression. This results in the small length scale decreasing very rapidly during the compression and is important in understanding some of the results presented later.

In summary, the agreement between the results of RDT analysis and computer run $S Q F$ is excellent. This demonstrates that run SQF indeed is a simulation of rapid distortion and, taken together with the results of the isotropic decay run, that the code is performing correctly.

## B. Summary of Isotropic Compression Simulations

Important data from all four isotropic compression simulations are compiled in Table 5.2 and discussed in this section. These simulations cover a wide range of initial values of $|s| q^{2} / \varepsilon$, from 0.1 to 47.04. As shown above, the fastest compression simulation agrees with rapid distortion analysis. On the other hand, for extremely slow compression $\left(|s| q^{2} / \varepsilon \rightarrow 0\right)$, the effect of strain becomes negligible and the flow behaves like the isotropic turbulence decay of Chapter IV.

In the region between these two extremes, there are no known analytical solutions. The effect of $|s| q^{2} / \varepsilon$ on the various turbulence statistics in this region is discussed below. During the compression stroke of an internal combustion engine, the value of $|s| q^{2} / \varepsilon$ is in the range $0.05-0.5$. So, runs $S Q H$ and $S Q I$ are in a range applicable to engines.

Figures 5-12 and 5-13 show the behavior of the Reynolds number and time scale ratio as functions of the total strain, which is an appropriate nondimensional time for this flow, for the four simulations. The four simulations have the same initial condition shown in Table 5.1 but different compression speeds. Both the Reynolds number and time scale ratio increase with time. For cases with small initial $|S| q^{2} / \varepsilon$, the rate of increase of the Reynolds number is less than for cases with larger initial time scale ratio. As can be seen from Fig. 5-13, a wide range of $|s| q^{2} / \varepsilon$ has been covered by these four simulations.

Figure 5-14 shows the three-dimensional energy spectrum at total strain ratio 0.785 in run SQH . The $3-\mathrm{D}$ energy spectrum evolves as the simulation proceeds. No inertial subrange (a region of the spectrum with slope -5/3) appears in the $3-\mathrm{D}$ energy spectrum because the Reynolds number is low. The flow field remains isotropic throughout the simulation. The corresponding spectrum from the rapid distortion simulation is plotted for comparison. The difference between these two spectra can be attributed to the effects of viscous dissipation and nonlinear interactions.

Three-dimensional dissipation spectra for runs SQH and SQF at total strain ratio 0.785 are shown in Fig. 5-15. The peaks of the spectra are
located well inside the resolvable wavenumber range. This means that the dissipation scale of the flow is resolved. The difference between these two spectra can be attributed to the fact that run SQH is far from rapid distortion 1imit.

The lateral and longitudinal two-point correlations of runs SQH and SQF at total strain ratio 0.785 are shown in Lagrangian coordinates, in Figs. 5-16 and 5-17. As can be seen, curves from run SQH are fatter than those from the rapid distortion simulation (run SQF). Consequently, the integral scales from this simulation are bigger than those from the rapid distortion simulation. In other words, nonlinear and viscous effects cause the integral scales to decrease less rapidly than in the rapid distortion case.

Figures 5-18 and 5-19 show the history of the turbulent kinetic energy and its dissipation rate. When the compression rate is large, as in runs $S Q F$ and $S Q G$, the flow is immediately affected by the mean strain and both quantities increase throughout the simulation. If the initial value of $|s| q^{2} / \varepsilon$ is 0.1 or less, the mean strain is not strong enough to immediately alter the structure of the flow and the flow retains the character of decaying isotropic turbulence during the inftial period. After the strain has been applied for a longer period, the flow gradually reflects the effect of mean strain. There is a transition region in which the decay and strain effects are approximately balanced. In all cases, when the strain has been applied for a long enough period, both the turbulent kinetic energy and its dissipation rate increase.

Figures 5-20 through 5-22 show the evolution of integral length scale, Taylor microscale, and Kolmogorov length scale, respectively. These length scales all behave in roughly the same way. If the compression is fast enough, the length scale immediately begins to decrease; if the mean strain is weaker, the length scale may grow initially as in the case of decaying turbulence. In the latter cases, after the strain has been applied for a while, the length scales start decreasing. Note that the Kolmogorov length scale decreases most rapidly. The increasing density is responsible for the dramatic decrease of the kinematic viscosity. In most cases, the simulations had to be stopped because the small scales could no longer be resolved.


















## Chapter VI

RESULTS FOR HOMOGENEOUS TURBULENCE UNDERGOING ONE-DIMENSIONAL COMPRESSION

In this chapter we present the results for homogeneous turbulence undergoing one-dimensional compression and expansional, irrotational, axisymmetric strain. Four one-dimensional compression and three axisymmetric strain simulations are presented and discussed in some detail. The axisymmetric strain simulations were carried out by Lee and Reynolds (1985); we are grateful for permission to use their results prior to publication.

### 6.1 Description of The Flows

In this section we describe the flows that are simulated numerically. We consider a fixed mass of turbulent fluid contained within a rectangular parallelepiped. If one opposed pair of sides of the parallelepiped moves inward, as illustrated in Figure 2-2, the fluid in the box undergoes a one-dimensional compression similar to that experienced in an engine cylinder with a flat piston. If one opposed pair of sides moves inward at twice the rate the other two pairs move outward, the fluid experiences an expansion rype of axisymmetric strain. This case is illustrated in Figure 6-1. Both flows are axisymmetric. Indeed, the one-dimensional compression can be considered as a combination of the axisymmetric strain and the isotropic compression studied in the precedIng chapter. Formally, one can decompose the strain-rate tensor for the one-dimensional case into those for the other two cases:

$$
\left(\begin{array}{lll}
s & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)=\left(\begin{array}{ccc}
s / 3 & 0 & 0 \\
0 & s / 3 & 0 \\
0 & 0 & s / 3
\end{array}\right)+\left(\begin{array}{ccc}
2 s / 3 & 0 & 0 \\
0 & -s / 3 & 0 \\
0 & 0 & -s / 3
\end{array}\right)(6-1)
$$

Tables 6.1 and 6.2 present the range of independent dimensionless parameters covered in each simulation. The run identification is given in column 1. The initial and final $|S| q^{2} / \varepsilon$ are given in Columns 2 and 3 , respectively. $A$ wide range of $|S| q^{2} / \varepsilon$ was covered in each type of
simulation so that the effect of strain rate on turbulence could be studied. Columns 4 and 5 show the initial and final turbulent Reynolds numbers for each simulation. Each run covers much the same range of Reynolds number. The anisotropy tensor $b_{i j}$ is defined as

$$
\begin{equation*}
b_{i j}=\frac{R_{i j}}{R_{k k}}-\frac{o_{i j}}{3} \tag{6-2}
\end{equation*}
$$

where $R_{1 j}$ is the Reynolds stress tensor and $o_{i j}$ is the Kronecker delta. Three invariants can be formed from $b_{i j}$ :

$$
\begin{align*}
I & =b_{i 1}  \tag{6-3}\\
-2 I I & =b_{i j} b_{j 1}  \tag{6-4}\\
3 I I I & =b_{i j} b_{j k} b_{k i} \tag{6-5}
\end{align*}
$$

The first invariant (Eq. (6-3)) is zero as a consequence of the definition of $b_{1 j}$. II and III are measures of the anisotropy of $R_{i j}$ or the magnitude of $b_{i j}$. The initial and final values of II and III are shown in Columns 6 through 9 of Tables 6.1 and 6.2. Since both types of strain are axisymmetric, $b_{22}=b_{33}=-b_{11} / 2$. The final total strain ratio is shown in Column 10.

The same initial state was used for every simulation and was taken from a simulation of decaying, homogeneous, isotropic turbulence that had been run long enough to allow the energy cascade to become estab1ished. The one-dimensional, compressed turbulence simulations were performed on a grid of $64 \times 64 \times 64$ mesh points. Initially, the computational cell has $\Delta x_{1}=2 \Delta x_{2}=2 \Delta x_{3}$, where $x_{1}$ is the compression axis. The total strain ratio achieved is approximately 0.25 ; higher strains result in inadequate resolution, because the box becomes too small in the compression direction. The expansional, axisymmetric strain simulations were done by Lee and Reynolds (1985) and were performed on a grid containing $128 \times 128 \times 128$ mesh points. At the initial state, the computational cell has $\Delta x_{1}=2 \sqrt{2} \Delta x_{2}=2 \sqrt{2} \Delta x_{3}$. The total strain ratio achieved is close to 2. Results of these two types of simulations are described and discussed in the following sections.

### 6.2 Simulation Results

A. Summary of One-Dimensional Compression Simulations

Four simulations of one-dimensional, compressed turbulence were performed. All started with the same isotropic turbulence initial condition, but differed in compresssion rate. Some details of the initial field are shown in Table 6.3. Some overall data characterizing the four one-dimensional compression simulations are compiled in Table 6.1 and discussed in this section.

The mean strain-rate tensor for one-dimensional compression is

$$
s_{i j}=\left(\begin{array}{ccc}
s(t) & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

where $S(t)=V_{p} / x_{p}(t), \quad V_{p}$ is the compression speed, and $X_{p}(t)$ is the instantaneous box length. Summarized results are shown in Figures 6-2 through 6-15 and discussed below.

Figures 6-2 and 6-3 show the behavior of the Reynolds number and time-scale ratio as functions of the total strain, which is an appropriate nondimensional time for this flow, for the four simulations. As can be seen in Figure 6-3, the time-scale ratio increases with time in each case. A wide range of $|\mathrm{S}| \mathrm{q}^{2} / \varepsilon$ was covered by these four simulations to allow study of the effect of time-scale ratio on turbulence. As shown in Figure 6-2 for the cases with small initial $|s| q^{2} / \varepsilon$ (runs ODD and ODE), the Reynolds number decreases in the initial stages of the simulation, and then increases. In the large initial $|s| q^{2} / \varepsilon$ cases (runs ODB and ODC), the Reynolds number increases monotonically with time.

The evolution of the three-dimensional energy and dissipation spectra of a typical run are shown in Figures 6-4 and 6-5. These particular spectra are taken from run ODD at the initial time and at total strain 0.494. The 3-D energy and dissipation spectra evolve as the simulation proceeds. Apparently, viscosity is dissipating the small scales while the large scales are absorbing energy from the applied strain.

Figure 6-6 shows the three-dimensional spectra of the three components of the turbulent kinetic energy in run ODD at total strain ratio
0.494. Anisotropy occurs at the low and moderate wavenumbers. The 3-D energy spectum of $E_{11}$ is greater than that of the other two components, due to the fact that $X_{1}$ is the compression axis. $E_{22}$ and $E_{33}$ are almost equal, as expected.

Figure 6-7 shows two 3-D energy spectra of runs ODB and ODD at total strain 0.847 . Run $O D B$ has a higher compression rate than run ODD. Both spectra evolve from the same initial spectrum, but differences develop. The differences can be attributed to the viscous dissipation of the small scales and nonlinear interactions.

For runs $O D B$ and $O D D$ at total strain ratio 0.847 , the longitudinal two-point correlations in Lagrangian coordinates are shown in Figures 6-8 and 6-9. Note that $x_{1}$ is the compression axis and $x_{2}$ is a noncompression axis. As can be seen, curves from run ODD are slightly broader than those from run ODB. Consequently, the integral scales from run $O D D$ are larger than those from run $O D B$ in all three directions. Nonlinear and viscous effects cause the integral scales to decrease less rapidly in the small $|s| q^{2} / \varepsilon$ than in the large $|s| q^{2} / \varepsilon$ case.

Figures 6-10 and 6-11 show the history of twice the turbulent kinetic energy ( $q^{2}$ ) and its dissipation rate ( $\varepsilon$ ). Both quantities show the same behavior as in isotropically compressed turbulence. When the compression rate is large, as in runs $O D B$ and $O D C$, the flow is immediately affected by the mean strain and both quantities increase throughout the simulation. If the initial value of $|s| q^{2} / \varepsilon$ is 0.5 or less, as in runs $O D D$ and $O D E$, the mean strain is not strong enough to immediately alter the structure of the flow and the flow retains the character of decaying isotropic turbulence during the initial period. After the strain has been applied for a longer period, the flow gradually reflects the effect of mean strain and both quantities increase.

Figure $6-12$ shows the evolution of $b_{11}$, which is defined by Eq. (6-2). It appears that there may be an asymptotic value of this quantity in each simulation, although the asymptote is not reached in the time covered by the simulations. The asymptotic value of $b_{11}$ decreases as $|s| q^{2} / \varepsilon$ increases. Furthermore, for fixed total strain, $b_{11}$ increases as time scale ratio ( $|S| q^{2} / \varepsilon$ ) decreases. The reasons
for these results, which appear to conflict with intuition, are not known at present.

Figures 6-13 through 6-15 show the evolution of integral length scale, Taylor microscale, and Kolmogorov length scale, respectively. These length scales all behave in roughly the same way and are similar to those in isotropically compressed turbulence. If the compression is fast enough, the length scale immediately begins to decrease; if the mean strain is weaker, the length scale may grow initially as in the case of decaying turbulence. In the latter case, after the strain has been applied for a while, the length scales start decreasing. Note that the rate of decrease of the Kolmogorov length scale in this flow is smaller than in the isotropic compression cases, due to the fact that the density increases linearly with the inverse of the total strain in this flow rather than cubically, as in the isotropic compression cases.

## B. Summary of Incompressible Axisymmetric Expansion Simulations

One-dimensional compression can be considered as a combination of isotropic compression and axisymmetric expansion (see Eq. (6-1)). If $S$ is negative, the left-hand side of Eq. (6-1) is the mean strain-rate tensor for one-dimensional compression flow. The first term on the right-hand side is the mean strain-rate tensor for the isotropic compression, and the second term is the mean strain-rate tensor for axisymmetric expansion. Although the mean strains are related by Eq. (6-1), the turbulence they generate may not be related to each other. The isotropic and one-dimensional compression simulations were described in detail in Chapter $V$ and the preceding section. The relationship among the mean strains for the three flows suggests that there might be a relationship among the turbulence generated in the two compression flows and the one generated by the application of the mean strain corresponding to the last term in Eq. (6-1). Tb study this, we need the data from the results of the axisymmetric expansion simulations of Lee and Reynolds (1985); they will be introduced in this section. The results introduced in this section will be used later in turbulence model testing.

The mean strain-rate tensor for axisymmetric expansion flow is

$$
S_{i j}=\left(\begin{array}{ccc}
-2 S & 0 & 0 \\
0 & S & 0 \\
0 & 0 & S
\end{array}\right)
$$

where $S$ is a positive constant. The turbulence is compressed in the $x_{1}$ direction at twice the rate that it is stretched in the other two directions. The mean velocity is divergence-free, so the density remains constant throughout the simulation. Figure 6-1 illustrates this type of flow. In Section 6.1 we present a general description of the simulations. Table 6.2 shows the range of independent, dimensionless parameters covered in each run. Some details of the isotropic-turbulence initial condition are shown in Table 6.4. Summarized results are shown in Figures 6-16 through 6-23 and discussed below.

Figure 6-16 shows the behavior of the Reynolds number as a function of the total strain ratio for each run. In the low-strain-rate run (run EXO) the Reynolds number decreases in the initial period of the simulation and later increases. In the late stages of the simulations, the highest strain-rate run (run EXQ) has the lowest Reynolds number and the lowest strain-rate run has the highest Reynolds number. This contrasts with the 1-D compression flow.

The behavior of the time-scale ratio $\left(|s| q^{2} / \varepsilon\right)$ as a function of the total strain ratio is shown in Figure 6-17. As can be seen, a wide range of $|s| q^{2} / \varepsilon$ is covered in these simulations. Since the mean strain rate (S) remains constant throughout each simulation, the change of the time-scale ratio is caused by the change of the turbulence time scale ( $q^{2} / \varepsilon$ ) only. It is found that the turbulence time scale increases during run EXO, which has the lowest strain rate. The turbulence time scale decreases slowly in the highest strain-rate run (run EXQ), and it is approximately a constant throughout run EXP.

Figures 6-18 and 6-19 show the time evolution of twice the turbulent kinetic energy $\left(q^{2}\right)$ and its dissipation rate ( $\varepsilon$ ). The behavior of both quantities is similar to that in one-dimensional compression cases. If the mean strain is strong enough, the structure of the flow
is immediately altered and both quantities increase throughout the simulation. Otherwise, the flow retains the character of decaying isotropic turbulence until it reflects the effect of mean strain.

The evolution of $b_{11}$ is shown in Figure 6-20. Its behavior is also very similar to that found in the one-dimensional compression case. The asymptotic value of $b_{11}$ in run EXQ is $1 / 6$, which agrees with RDT analysis. At the same total strain ratio, the flow which has the smaller value of $|s| q^{2} / \varepsilon$ is more anisotropic than the one that has larger $|s| q^{2} / \varepsilon$.

Figures 6-21 through 6-23 show the evolution of integral length scale, Taylor microscale, and Kolmogorov length scale, respectively. The behaviors of these three length scales are similar to each other and to those of the one-dimensional compression flow. The behavior of the Kolmogorov length scale is closer to that of the other length scales in this flow (in contrast to the case of the one-dimensional compression flow), because the kinematic viscosity remains constant in this flow.

Important results from three types of simulated flows--isotropic compression, one-dimensional compression, and axisymmetric expansion flows-have been given and discussed in this and the previous chapters. In the next chapter we shall use these results to test the validity of turbulence models.
Table 6.1
Description of Simulations of One-Dimensionally Compressed Turbulence

| Run <br> ID | $\|s\| q^{2} / \varepsilon$ <br> Initial | $\|s\| q^{2} / \varepsilon$ <br> Final | $\begin{gathered} \mathrm{q}^{4} / \varepsilon v \\ \text { Initial } \end{gathered}$ | $\begin{aligned} & \mathrm{q}^{4} / \varepsilon \nu \\ & \text { Final } \end{aligned}$ | II Initial |  | III III <br> Initial Final | Total Strain Ratio Final |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ODB | 47.04 | 143.58 | 34.55 | 197.94 | $-2.865 \times 10^{-4}$ | $-1.490 \times 10^{-2}$ | $-1.791 \times 10^{-6} 6.993 \times 10^{-4}$ | 0.277 |
| ODC | 2.50 | 11.54 | 34.55 | 197.51 | $-2.865 \times 10^{-4}$ | $-2.510 \times 10^{-2}$ | $-1.791 \times 10^{-6} 1.530 \times 10^{-3}$ | 0.261 |
| ODD | 0.50 | 5.92 | 34.55 | 164.71 | $-2.865 \times 10^{-4}$ | $-3.926 \times 10^{-2}$ | $-1.791 \times 10^{-6} 2.992 \times 10^{-3}$ | 0.254 |
| ODE | 0.10 | 4.04 | 34.55 | 80.15 | $-2.865 \times 10^{-4}$ | $-4.783 \times 10^{-2}$ | $-1.791 \times 10^{-6} 3.887 \times 10^{-3}$ | 0.275 |

Table 6.2

| Run <br> ID | $\|\mathrm{s}\| q^{2} / \varepsilon$ <br> Initial | $\|\mathrm{S}\| \mathrm{q}^{2} / \varepsilon$ <br> Final | $q^{4} / \varepsilon \nu$ <br> Initial | $q^{4} / \varepsilon \nu$ <br> Final | II <br> Initial | II <br> Final | III <br> Initial | III <br> Final | Total Strain <br> Ratio <br> Final |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| EXQ | 40.83 | 27.46 | 58.19 | 56.69 | $-1.536 \times 10^{-5}$ | $-1.896 \times 10^{-2}$ | $-1.090 \times 10^{-8}$ | $1.004 \times 10^{-3}$ | 1.919 |
| EXP | 4.083 | 8.512 | 58.19 | 84.34 | $-1.536 \times 10^{-5}$ | $-2.985 \times 10^{-2}$ | $-1.090 \times 10^{-8}$ | $1.983 \times 10^{-3}$ | 2.007 |
| EXO | 0.408 | 1.746 | 58.19 | 88.54 | $-1.536 \times 10^{-5}$ | $-5.618 \times 10^{-2}$ | $-1.090 \times 10^{-8}$ | $5.122 \times 10^{-3}$ | 2.000 |

Table 6.3
Some Details of the Initial Condition of the One-Dimensionally Compressed Turbulence Simulations (consistent units)
Turbulence velocity $q$ ..... 0.9447
Dissipation rate $\varepsilon$ ..... 1.5369
Integral length scale $L_{11,1}$ ..... 0.3227
Taylor microscale $\lambda_{11}$ ..... 0.2146
Kolmogorov length scale $\eta$ ..... 0.0385
Kinematic viscosity $v$ ..... 0.0150Table 6.4Some Details of the Initial Conditionof the Axisymmetric Expansion Flow Simulations(consistent units)
Turbulence velocity $q$ ..... 0.4688
Dissipation rate $\varepsilon$ ..... 0.1931
Integral length scale $\mathbf{L}_{11,1}$ ..... 0.2271
Taylor microscale $\lambda_{11}$ ..... 0.1556
Kolmogorov length scale $n$ ..... 0.0253
Rinematic viscosity $v$ ..... 0.0043
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## Chapter VII

$\mathbf{k} \boldsymbol{\varepsilon} \boldsymbol{\varepsilon}$ TURBULENCE MODEL TESTING AND MODIFICATIONS

Results from isotropic compression, axisymmetric expansional straining, and one-dimensional compression simulations are used to test the validity of $k-\varepsilon$ turbulence models in this chapter. The model is found to be defective. To correct the deficiency, a three-equation ( $k-\varepsilon \sim_{\tau}$ ) turbulence model which models four types of flows (isotropic decay, isotropic compression, axisymmetric expansional straining, and one-dimensional compression flows) with a wide range of strain rates is proposed. A method of determining the model constants is developed and discussed.

### 7.1 Introduction

Since turbulence phenomena are highly nonlinear, they are not amenable to classical analytical approaches, and modeling needs to be used. As technology advances, greater accuracy is needed and more complex prediction methods, including more sophisticated turbulence models, are required.

Methods of simulating turbulent flows can be classified according to the following scheme (Kline et al., 1981):

## 1. Correlations

2. Integral methods
3. One-point closure methods
4. Two-point closure methods
5. Large-eddy simulation
6. Full simulation

As one moves down the list, each method requires less modeling than those above it. The range of flows that may be simulated with a single model broadens as the level increases. Turbulence models at each level can be validated using results from higher levels. Two-equation models (and $k-\varepsilon$ models in particular) based on one-point closure are among the most popular turbulence models at present. They are able to simulate a wide variety of flows with reasonable accuracy, including flows that are difficult to treat with other one-point closure models.

The isotropic and one-dimensional compression simulations described in the preceding chapters are full simulations, i.e., numerical solutions of the exact Navier-Stokes equations. These results will be used to investigate both the physics of turbulence and turbulence models. In the next section we shall use the simulation results to test the validity of $k-\varepsilon$ two-equation turbulence models; they will be shown to be inadequate. In Section 7.3, a new one-point-closure, three-equation turbulence model is proposed to overcome the shortcomings of $k-\varepsilon$ models. The rationale for constructing the three-equation model is discussed, a method for evaluating the model constants is described, and the performance of this three-equation model is presented.

### 7.2 Testing $k-\varepsilon$ Turbulence Models

A. Background

The $k-\varepsilon$ two-equation model was developed by Jones and Launder (1972) and has been used in many applications. In addition to the equations for the mean flow, this model uses two partial differential equations which describe the evolution of the turbulence kinetic energy ( $k=q^{2} / 2$ ) and its dissipation rate ( $\varepsilon$ ). In this model, the length scale is taken to be $k^{3 / 2 / \varepsilon}$.

The equation which describes the turbulence kinetic energy can be derived by: taking the scalar product of Eq. (2-10) with the fluctuating velocity ( $u_{i}^{\prime}$ ) and taking the ensemble average. For homogeneous turbulence, the result is:

$$
\begin{equation*}
\frac{d k}{d t}=P-\varepsilon \tag{7-1}
\end{equation*}
$$

where $P=-R_{i j} \mathbb{U}$ is the rate of production of turbulence energy and $\varepsilon=v \bar{u}_{i, j}^{\prime} u_{i, j}^{\prime}$ is the rate of viscous dissipation of turbulent kinetic energy; all quantities are per unit mass. $\quad R_{i j}=\bar{u}_{i}^{\mathbf{T}} \mathbf{u}_{j}^{\mathbf{r}} ;-{ }_{j} R_{i j}$ is the Reynolds stress tensor.

One can derive an equation for the dissipation rate ( $\varepsilon$ ) from the Navier-Stokes equations. The resulting equation is so complicated (El Tahry, 1983) that one has to model all of the terms in it. For homogen-
eous turbulence, the most commonly used model equation for the dissipation rate ( $\varepsilon$ ) has the following form:

$$
\begin{equation*}
\frac{d \varepsilon}{d t}=-C_{2} \frac{\varepsilon^{2}}{k}+C_{1} \frac{P_{\varepsilon}}{k}+C_{3} \varepsilon S_{k k} \tag{7-2}
\end{equation*}
$$

where the $C_{i}$ are model constants. The first term on the right-hand side of Eq. (7-2) is the only one active in isotropic decaying turbulence, and the constant, $C_{2}$, can be fixed by fitting it to that flow. The second term accounts for production by incompressible strain and/or shear, and $C_{1}$ is adjusted to produce the correct behavior for incompressible homogeneous straining and shearing flows (Reynolds, 1976). The third term accounts for production due to dilatation; the evalution of $C_{3}$ requires data for compression flow; the results of Chapter $V$ provide the necessary data (Reynolds, 1980).

Watkins (1977) suggested that the constant $C_{3}$ be unity as a natural outcome of his derivation. Hoult and Wong (1980) argued that the angular momentum of the turbulence should be conserved in rapid compression. Using this notion, Reynolds (1980) suggested that the the product of the turbulence length and velocity scales should remain fixed during fast compression, i.e.:

$$
\begin{equation*}
k^{2} / \varepsilon=\text { constant } \tag{7-3}
\end{equation*}
$$

To obtain the proper behavior of turbulent length scale in rapid isotropic compression, Reynolds proposed $\quad C_{3}=-2 / 3$.

Two sets of model constants are tabulated in Table 7.1. One was proposed by Launder and Spalding (1974) and extended by Watkins (1977) (hereafter denoted by LSW), and the other was proposed by Reynolds (1980). Note that not only are the magnitudes of model constant $C_{3}$ different in the two sets, but the signs disagree. Resolution of this discrepancy was one of the original goals of this work.

Table 7.1
The Values of the Model Constants in the $k-\varepsilon$ Models

|  | $\mathrm{C}_{1}$ | $\mathrm{C}_{2}$ | $\mathrm{C}_{3}$ | $\mathrm{C}_{\mu}$ |
| :--- | :---: | :---: | :---: | :---: |
| Launder, <br> Spalding, (LSW) <br> Watkins | 1.44 | 1.92 | 1.00 | 0.09 |
| Reynolds | 1.0 | $11 / 6$ | $-2 / 3$ | 0.09 |

To close equations (7-1) and (7-2), additional equations must be provided for Reynolds stress tensor $R_{i j}$. In the $k-\varepsilon$ model, $R_{i j}$ is assumed to obey the Boussinesq constitutive equation:

$$
\begin{equation*}
R_{i j}=\frac{2}{3} k \delta_{i j}-2 v_{t}\left(S_{i j}-\frac{1}{3} S_{k k} \delta_{i j}\right) \tag{7-4}
\end{equation*}
$$

where $\quad 2 k=R_{i 1}, S_{i j}=\frac{1}{2}\left(\bar{U}_{i, j}+\bar{U}_{j, i}\right), \quad v_{t} \quad$ is the eddy viscosity, and $\delta_{i j}$ is the Kronecker delta. The eddy viscosity $v_{t}$ is given by:

$$
\begin{equation*}
\nu_{t}=c_{\mu} \frac{k^{2}}{\varepsilon} \tag{7-5}
\end{equation*}
$$

where $C_{\mu}$ is chosen to be 0.09 to fit the ratio of shear stress to turbulence kinetic energy in local-equilibrium free shear layers, in which production and dissipation are equal.

Tests of $k-\varepsilon$ models for isotropic compression, axisymmetric expansion, and one-dimensional compression flows will be described below. In these tests, Eqs. (7.1) and (7.2) were solved with given initial values of $k$ and $\varepsilon$ and the strain-rate tensor ( $S_{i j}$ ) was prescribed as a function of time. The model (Eqs. (7-4) and (7-5)) for the Reynolds stress is used to compute the production.
B. Isotropic Compression Flow

The strain-rate tensor $S_{i j}$ for isotropic compression is

$$
S_{i j}=\left(\begin{array}{ccc}
S(t) & 0 & 0  \tag{7-6}\\
0 & S(t) & 0 \\
0 & 0 & S(t)
\end{array}\right)
$$

where $S<0$. The model (Eqs. (7-4) and (7-5)) for the Reynolds stress is not needed, because the turbulence remains isotropic throughout the simulation. Predictions of the two $k-\varepsilon$ models described above for four different strain rates, which correspond to runs $S Q F$ through $S Q I$ of Table 5.2, are shown in Figures 7-1 through 7-4, respectively. In the high strain-rate test (run SQF), both models predict $k$ correctly but $\varepsilon$ is badly predicted. In this case, the production dominates the dissipation, so the prediction of energy is good because the production is correctly computed (the Boussinesq relation, Eq. (7-4), is not needed in this flow). The dissipation is poorly predicted but has no effect on the prediction of the kinetic energy. In the moderate strain-rate runs shown in Figures 7-2 and 7-3, Reynolds' model predicts too high a dissipation rate causing the predicted energy (k) to be low. The LSW model predicts too low a dissipation rate and overpredicts the energy. In the slow compression rate test (run SQI), Reynolds' model produces good results while the LSW model overpredicts the energy. In these cases (except run $S Q F$ ), the energy production and dissipation are nearly equal, so accurate prediction of dissipation rate is required for a good simulation.

The turbulence length scale is defined in $k-\varepsilon$ model as

$$
\begin{equation*}
\ell=k^{3 / 2} / \varepsilon \tag{7-7}
\end{equation*}
$$

and is supposed to represent the integral length scale. Figure 5-20 shows the behavior of the integral length scale in this flow. Figures 7-5 and 7-6 show the behavior of the model length scale ( $\ell$ ) predicted by the LSW and Reynolds' models, respectively. The LSW model predicts growth of the length scale during compression no matter how fast the flow is compressed. Morel and Mansour (1982) found that, in an engine simulation, the length scale predicted by the LSW model reached values several times the cylinder height near top dead center. This is clearly incorrect. The behavior of the length scale predicted by Reynolds' model is much more plausible. However, in order to get proper length scale behavior, Reynolds' model predicts too much dissipation in the fast compression case.

## C. Incompressible Axisymmetric Expansion Flow

The strain-rate tensor $S_{i j}$ for incompressible axisymmetric expansion flow is

$$
s_{i j}=\left(\begin{array}{ccc}
-2 s & 0 & 0  \tag{7-8}\\
0 & s & 0 \\
0 & 0 & s
\end{array}\right)
$$

where $S$ is a positive constant. The Reynolds stress model, Eqs. (7-4) and (7-5), is needed to model the production. Results for three different strain rates, which correspond to runs EXQ, EXP, and EXO of Table 6.2, are shown in Figures $7-7$ through $7-9$, respectively. In the high and intermediate strain-rate tests (runs EXQ and EXP), predictions of $k$ and $\varepsilon$ by both models behave badly. This is mainly due to overprediction of the production which is, in turn, due to overprediction of the Reynolds stress in the high and intermediate strain-rate cases. The Reynolds stress model, Eqs. (7-4) and (7-5), causes the production of energy to be proportional to the square of the instantaneous strain rate and predicts a sudden jump in Reynolds stress when strain is turned on; neither of these predictions is correct. In the low strain-rate test (run EXO), the predictions of both models are good and there is almost no difference between them.

Figures 7-10 and 7-11 show the behavior of the turbulence length scale, defined by Eq. (7-7), predicted by the $k-\varepsilon$ models. Again, both k-E models predict growth of the length scale during the straining process no matter how large the strain rate. Figure 6-21 shows the evolution of the integral scale in this flow. As can be seen, both models perform poorly.

## D. One-Dimensional Compression Flow

The strain-rate tensor $S_{i j}$ for one-dimensional compression is

$$
S_{i f}=\left(\begin{array}{ccc}
S(t) & 0 & 0  \tag{7-9}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

where $S$ is negative. The Reynolds stress model (Eqs. (7-4) and (7-5)) is. used to calculate the production. Results for four strain rates, which correspond to runs ODB through ODE of Table 6.1, are shown in Figures 7-12 through 7-15, respectively. In the high strain-rate test (run ODB), both $k$ and $\varepsilon$ are badly missed due to incorrect modeling of the Reynolds stress. In the intermediate strain rate case (run ODC), Reynolds' model predicts too much dissipation but the energy is in good agreement with the simulation results. The LSW model does not behave as well as Reynolds' model. In the slow strain-rate tests (runs ODD and ODE), Reynolds' model does an excellent job of predicting the turbulence energy ( $k$ ), dissipation rate ( $\varepsilon$ ), and Reynolds stress ( $R_{11}$ ). The LSW model behaves better than in the high strain-rate tests, but is not as good as Reynolds' model.

The evolution of the integral length scale for this flow is shown in Figure 6-13. Figures $7-16$ and $7-17$ show the behavior of the turbulence length scale predicted by the two models. The LSW model predicts growing length scales during compression which is not correct, while Reynolds' model shows plausible turbulence length-scale behavior (except in case ODB).

## E. Comments on Turbulence Length Scale Model

The turbulence length scale, which is supposed to represent the integral length scale, is modeled as $\mathrm{k}^{3 / 2} / \varepsilon$. Figures $7-18$ through 7-20 show the evolution of $k^{3 / 2} / \varepsilon$, based on the exact quantities obtained from the full simulations, as a function of total strain in isotropic compression, axisymmetric expansion, and one-dimensional compression flows, respectively. The longitudinal integral length scale in the compression direction for each flow is shown for comparison. As can be seen, this turbulence length-scale model behaves more or less correctly only in the axisymetric expansion flow. For the compression flows, this model does not represent the integral length scale, because of the decrease in the dissipation in compression flows.

## F. Testing Constants in Modeled Dissipation Equation

The following is a method of deriving the model constants in the dissipation equation from the data. For homogeneous turbulent flows, the model equation for the dissipation rate is Eq. (7-2). In the isotropic compression flow, Eq. (7-2) can be rewritten:

$$
\begin{equation*}
-\frac{k}{\varepsilon}\left(\frac{d \varepsilon}{d t}\right)=\left(-2 C_{1}+3 C_{3}\right)\left(\frac{P}{\varepsilon}\right)+C_{2} \tag{7-10}
\end{equation*}
$$

While in incompressible axisymmetric expansion flow, it can be rearranged to

$$
\begin{equation*}
-\frac{k}{\varepsilon^{2}}\left(\frac{d \varepsilon}{d t}\right)=-C_{1}\left(\frac{P}{\varepsilon}\right)+C_{2} \tag{7-11}
\end{equation*}
$$

We can use the simulation results to evaluate the validity of the model. The turbulence kinetic energy, dissipation, and production rate are obtained from the full-turbulence simulations. The time derivative of the dissipation is obtained by spline fitting the dissipation and differentiating the result; the derivatives obtained in this way contain considerable uncertainty. Despite the uncertainty, we should be able to discern trends; however, quantitative results need to be accepted with care.

Equations (7-10) and (7-11) suggest that plots of $-\frac{k}{2}\left(\frac{d \varepsilon}{d t}\right)$ against $P / E$ should be straight lines if model constants are indeed pure constants. Figures 7-21 and 7-22 show this kind of plots for isotropic compression and incompressible axisymmetric expansion flows. The high strain-rate simulations (runs $S Q F$ and $E X Q$ ) are not used here, due to unacceptable uncertainty caused by too few data points. As can be seen from Fig. 7-21, for isotropic compression, the slopes ( $-2 C_{1}+3 C_{3}$ ) are the same for the various runs, but the intercepts ( $C_{2}$ ) are not. We conclude that the model needs modification. Figure 7-22 shows that the situation is even worse for incompressible axisymmetric strain flow.

Thus, the parameters in modeled dissipation equation cannot be pure constants if these data are to be fit. Dependence of the parameters on $P / \varepsilon$ is precluded by the linearity of Fig. 7-21. We considered the possibility that the model constants depend on Reynolds number.

However, the Reynolds number is large enough that the model constants should not depend on this parameter. Furthermore, when the "constants" were plotted vs. Reynolds number, the variation of $C_{2}$ was opposite what one would expect. The remaining possibility is that the parameters are functions of the total strain ratio.

To test this possibility, we re-sorted the data from the various runs according to the value of the total strain. For each total strain, a least squares fit to the data was made. Good fits were obtained, indicating that the model constants can be considered functions of total strain. $k-\varepsilon$ models that incorporate this dependence would require solution of several additional differential equations which describe the evolution of model constants. This procedure is cumbersome and not good modeling practice.

We have now tested the $k-\varepsilon$ models as thoroughly as we can. The summarized results will be presented in the next section.

## G. Summary of $k-\varepsilon$ Model Testing

We found that $k-\varepsilon$ models perform well in low strain-rate flows in which the production of energy is of about the same order of magnitude as the dissipation, i.e., the turbulence is in an "equilibrium" state. When the strain is so strong that the flow structure is out of equilibrium, $k-\varepsilon$ models do not perform well. Furthermore, the model turbulence length scale does not represent the integral length scale well in the compression cases. Finally, the "constants" in the modeled dissipation equation cannot be pure constants.

Thus $k-\varepsilon$ models do not perform well for high strain rate. A turbulence model capable of predicting flows accurately with a wide range of strain rates is needed. In the next section we shall propose a three-equation turbulence model which meets this need.

### 7.3 A One-Point-Closure Three-Equation Turbulence Model

A. Motivation

In two-equation ( $k-\varepsilon$ ) models, the turbulence kinetic energy determines the turbulence velocity scale, while the dissipation plays two roles: it is the rate of destruction of turbulence kinetic energy, (Eq. (7-1)), and it determines the turbulence length scale (Eq. (7-7)). The dissipation cannot do both jobs simultaneously in high strain-rate flows in which the flow structure is out of equilibrium. To decouple the dissipation and the length and time scales and introduce the minimum of additional complexity, a one-point-closure, three-equation turbulence model is proposed. In particular, a model equation for a turbulence time scale ( $\tau$ ) is introduced. It is to be solved together with the dynamic equations for the turbulence kinetic energy (k) and its dissipation rate ( $\varepsilon$ ). At present, this model equation is limited to homogeneous flows. The method of evaluating the constants of this model is discussed and tests of the performance of the model are presented below.
B. Homogeneous Isotropic Decay Flow

We begin by looking at the model as applied to isotropic decay. The three-equation model consists of three differential equations. For isotropic-decay, the exact dynamic equation of the turbulence kinetic energy (Eq. (7-1)) reduces to:

$$
\begin{equation*}
\frac{d k}{d t}=-\varepsilon \tag{7-12}
\end{equation*}
$$

The model equation for the dissipation rate is modified to include the new time scale:

$$
\begin{equation*}
\frac{d \varepsilon}{d t}=-\frac{\varepsilon}{\tau} \tag{7-13}
\end{equation*}
$$

where $\tau$ is the new turbulence time scale; this equation replaces Eq. (7-2).

We need a model equation for $\tau$ to close this set of equations; for isotropic decay it can be derived as follows.

The turbulence kinetic energy decays according to the power law (Reynolds, 1976):

$$
\begin{equation*}
k \sim\left(t-t_{0}\right)^{-n} \tag{7-14}
\end{equation*}
$$

The exponent ( $n$ ) is reasonably well established as 1.2 at high Reynolds number; $t_{0}$ is an effective origin. The dissipation rate ( $\varepsilon$ ) then decays as

$$
\begin{equation*}
\varepsilon \sim-\frac{d k}{d t} \sim a\left(t-t_{0}\right)^{-a-1} \tag{7-15}
\end{equation*}
$$

Then Eq. (7-13) requires

$$
\begin{equation*}
\tau=\frac{1}{n+1}\left(t-t_{0}\right) \tag{7-16}
\end{equation*}
$$

or, in differential form:

$$
\begin{equation*}
\frac{d \tau}{d t}=\frac{n}{n+1}=\frac{5}{11} \tag{7-17}
\end{equation*}
$$

Equations (7-12), (7-13), and (7-17) give the correct behavior of the turbulence in isotropic-decay. Of course, the added complication is unnecessary in this case. Also the constant in Eq. (7-17) should be a function of Reynolds number; this function could be evaluated using the data of Shirani et al. (1981).

## C. Return to Equilibrium

When strain is applied to the flow, all the turbulence quantities are modified. In particular, the turbulence time scale ( $\tau$ ) is pushed away from equilibrium, (cf. Eq. (7-16)). After the strain is removed, the turbulence tends to return to an equilibrium state. The simplest modification of the time-scale equation that will accomplish this (and be dimensionally correct) is:

$$
\begin{equation*}
\frac{d \tau}{d t}=\frac{5}{11}+C_{5}\left(\frac{\varepsilon \tau}{k}-\frac{6}{11}\right) \tag{7-18}
\end{equation*}
$$

The form of the second term is selected because, in isotropic turbulence, $\varepsilon \tau / k=6 / 11$. Defining $z=\varepsilon \tau / k$ and manipulating Eqs. (7-12), (7-13), and (7-18), we obtain

$$
\begin{equation*}
\frac{d z}{d t}=\frac{\varepsilon}{k}\left(1+C_{5}\right)\left(z-\frac{6}{11}\right) \tag{7-19}
\end{equation*}
$$

In isotropic-decay, Eq. (7-19) becomes trivial. Thus, in the ( $z, \mathrm{dz} / \mathrm{dt}$ ) phase plane ( $6 / 11,0$ ) is an equilibrium point.

If $z$ is perturbed from its equilibrium point in the direction of larger $z$ and $1+C_{5}>0$, then $d z / d t$ will be positive and $z$ will be driven away from the equilibrium state; if $z$ is displaced in the opposite direction and $1+C_{5}>0, z$ will also be driven away from the equilibrium state. Therefore,

$$
\begin{equation*}
c_{5}<-1 \tag{7-20}
\end{equation*}
$$

is required to assure return to equilibrium.

## D. Isotropic Compression Flow

When turbulence is subjected to strain, the large eddies interact with the mean flow and extract kinetic energy from the mean motion. For isotropic-compression flows, the mean-deformation tensor $\bar{U}_{i, j}$ is shown in Eq. (2-26). The turbulence energy production is $\mathrm{P}_{\mathrm{DIL}}=$ $-\frac{2}{3} k \bar{U}_{k, k}$. In the presence of homogeneous isotropic compression, the three-equation model can be written

$$
\begin{gather*}
\frac{d k}{d t}=P_{D I L}-\varepsilon  \tag{7-21}\\
\frac{d \varepsilon}{d t}=-\frac{\varepsilon}{\tau}+C_{4} \frac{P_{D I L}}{k}  \tag{7-22}\\
\frac{d \tau}{d t}=\frac{5}{11}+C_{5}\left(\frac{\varepsilon \tau}{k}-\frac{6}{11}\right)+C_{6, I S O} S_{I S O}{ }^{\tau} \tag{7-23}
\end{gather*}
$$

The additional terms reflect the effects of the mean flow on turbulence quantities. Note that one could use $1 / \tau$ in place of $\varepsilon / k$ in the last term of Eq. (7-22). The choice used in Eq. (7-22) was tried first and worked; other authors may wish to try the other possibility.

The three model constants $\left(C_{4}, C_{5}\right.$, and $\left.C_{6, \text { Is0 }}\right)$ can be evaluated from the results of isotropic-compression simulations. A method of accomplishing this follows. The turbulence kinetic energy, dissipation rate, and production used here are obtained from full-turbulence simulations. The time derivative of the dissipation is obtained by spline fitting the dissipation and differentiating the result. The slope of the curves in Fig. 7-21 suggests $C_{4}=1$. If this value is accepted, the turbulence time scale ( $\tau$ ) is the only remaining unknown in Eq. (7-22) and can be evaluated.

The model constants $C_{5}$ and $C_{6, I S O}$, are then evaluated from Eq. (7-23). The turbulence kinetic energy, dissipation rate, and mean strain rate ( $\mathrm{S}_{\text {ISO }}$ ) are obtained from full-turbulence simulations. The turbulence time scale ( $\tau$ ) is obtained from Eq. (7-22) as described above, and its time derivative is obtained by spline fitting the time scale and differentiating the result. The model constants $C_{5}$ and $C_{6, \text { ISO }}$ are the remaining unknowns in Eq. (7-23) and can be evaluated. Keeping in mind that model constant $C_{5}$ must be less than -1 (Eq. (7-20)), we find that $C_{5}=-1.1$ and $C_{6, \text { ISO }}=-0.5$.

The performance of the three-equation model for isotropic compression with four different compression rates (runs $S Q F$ through $S Q I$ ) is shown in Figures 7-23 through 7-26, respectively. The predictions of the $k^{-\varepsilon}$ models are plotted for comparison. The evolution of the model time scale for each simulation is shown in Figure 7-27. As can be seen, the three-equation model is better than both the LSW and Reynolds' models at all strain-rates. This is not surprising, because we fit the model constants to this flow.

## E. Incompressible Axisymmetric Expansion Flow

In incompressible axisymmetric expansion flow, the mean-deformation tensor is

$$
\bar{U}_{1, j}=\left(\begin{array}{ccc}
-2 S & 0 & 0  \tag{7-24}\\
0 & s & 0 \\
0 & 0 & s
\end{array}\right)
$$

where $S$ is a positive constant. The turbulence energy production through mean motion is $P_{\text {INC }}=-R_{i j} \overline{\mathrm{~V}}_{\mathrm{i}, \mathrm{j}}$. The three-equation model in the presence of homogeneous incompressible mean strain can be written

$$
\begin{gather*}
\frac{d k}{d t}=P_{\text {INC }}-\varepsilon  \tag{7-25}\\
\frac{d \varepsilon}{d t}=-\frac{\varepsilon}{\tau}+C_{1} \frac{P_{I N C}}{k}  \tag{7-26}\\
\frac{d \tau}{d t}=\frac{5}{11}+C_{5}\left(\frac{\varepsilon \tau}{k}-\frac{6}{11}\right)+C_{6, A X I} S_{\tau} \tag{7-27}
\end{gather*}
$$

The constants multiplying the strain terms are allowed to differ from those used in the isotropic compression case. The model constant $\mathrm{C}_{5}$ was determined to be -1.1 in the preceding section. The remaining two unknown model constants $\left(C_{1}\right.$ and $\left.C_{6, A X I}\right)$ can be evaluated from the results of homogeneous, incompressible, axisymmetric, expansion flow simulations.

The method used to evaluate the model constants $C_{1}$ and $C_{6, A X I}$ is similar to that presented in the preceding section. The turbulence kinetic energy, dissipation rate, and production are obtained from fullturbulence simulations. The time derivative of the dissipation is obtained by spline fitting the dissipation and differentiating the result. This leaves two unknowns ( $C_{1}$ and $\tau$ ) to be determined in Eq. (7-26). It was found that, for incompressible axisymmetric expansion flows, the "production of dissipation" predicted by $k-\varepsilon$ models is too weak and the dissipation is underpredicted in high strain-rate flows. This means that $C_{1}$ must be larger than 1.44 (the value in the LSW model) for this type of flow. By numerical experiments, we found $C_{1}=2$. Equation (7-26) then provides $\tau$. Given the evolution of turbulence kinetic energy, dissipation rate, strain rate (from full-turbulence simulations), turbulence time scale (from Eq. (7-26)), and the time derivative of the turbulence time scale (from numerical differentiation), model constant $C_{6, A X I}$ of Eq. (7-27) is found to be -2 .

Since the model constants are evaluated from the "actual production", one needs an accurate Reynolds stress model to have a satisfactory prediction. The Boussinesq Reynolds stress model does not work well when the strain rate is high; its drawbacks were discussed in the preceding section. Therefore, a Reynolds stress model has been developed for this flow. It will also be applied to the one-dimensional compression flow in the next section.

## F. Reynolds Stress Model

An exact transport equation for the components of the Reynolds stress tensor can be obtained by multiplying Eq. (2-10) by $u_{j}$, adding the result to the equation obtained by switching the subscripts i and $j$, and averaging the result:

$$
\begin{equation*}
\frac{\partial R_{i j}}{\partial t}+\bar{U}_{k} R_{i j, k}=P_{i j}+T_{i j}-D_{i j}+J_{i j k, k} \tag{7-28}
\end{equation*}
$$

where $\rho_{i j}=\rho \bar{u}_{i}^{\top} u_{j}^{\top}$ is the Reynolds stress tensor.
The first term on the right side of Eq. (7-28), called the "production tensor", is the creation of Reynolds stress from the mean flow.

$$
\begin{equation*}
P_{i j}=-\left(R_{i k} S_{k j}+R_{j k} S_{k i}\right)+\left(R_{i k} \Omega_{k j}+R_{j k} \Omega_{k i}\right) \tag{7-29}
\end{equation*}
$$

here $S_{i j}=\frac{1}{2}\left(\bar{U}_{i, j}+\bar{U}_{j, i}\right)$ is the mean strain rate tensor and $s_{i j}=$ $\frac{1}{2}\left(\bar{U}_{i, j}-\bar{U}_{j, i}\right)$ is the mean rotation tensor.
$T_{i j}$ is the "transfer tensor",

$$
\begin{equation*}
T_{i j}=\frac{1}{\bar{\rho}} \overline{p^{\prime}\left(u_{i, j}^{\prime}+u_{j, i}^{\prime}\right)} \tag{7-30}
\end{equation*}
$$

It has zero trace in an incompressible turbulence field and is supposedly responsible for intercomponent redistribution of the Reynolds stress. It has the form of a correlation between the fluctuating pressure and the fluctuating strain rate.
$\mathrm{D}_{\mathrm{ij}}$ is the "dissipation tensor",

$$
\begin{equation*}
D_{i j}=2 v \overline{u_{i, k}^{\prime} u_{j, k}^{\prime}} \tag{7-31}
\end{equation*}
$$

It dissipates turbulent kinetic energy through viscous action.

The tensor $J_{i j k}$ is the diffusive flux of $R_{i j}$,

$$
\begin{equation*}
J_{i j k}=\frac{1}{\bar{\rho}}\left(\overline{p^{\prime} u_{i}^{\prime}} \delta_{j k}+\overline{p^{\prime} u_{j}^{\prime}} \delta_{i k}\right)+\overline{u_{i}^{\prime} u_{j}^{\prime} u_{k}^{\prime}}-v R_{i j, k} \tag{7-32}
\end{equation*}
$$

By definition, homogeneous flows have no convection or diffusion, and Eq. (7-28) reduces to

$$
\begin{equation*}
\frac{d R_{i j}}{d t}=P_{i j}+T_{i j}-D_{i j} \tag{7-33}
\end{equation*}
$$

$P_{i j}$ is explicitly determined from the Reynolds stress, but models are needed for $T_{1 j}$ and $D_{i j}$.

We first address the pressure-strain terms. An exact equation for the fluctuating pressure, $p^{\prime}$, can be derived by taking the divergence of Eq. (2-10). We get

$$
\begin{equation*}
\frac{1}{\bar{\rho}} p_{, 1 i}^{\prime}=-2 \bar{U}_{1, j} u_{j, i}^{\prime}-u_{i, j}^{\prime} u_{j, i}^{\prime} \tag{7-34}
\end{equation*}
$$

The source term in this Poisson equation can be split into two parts, giving rise to two components of the pressure: a "rapid" part $p^{\text {(1) }}$ given by

$$
\begin{equation*}
\frac{1}{\bar{p}} p_{, i i}^{(1)}=-2 \bar{U}_{i, j} u_{j, i}^{\prime} \tag{7-35}
\end{equation*}
$$

and a "slow" part $p^{(2)}$ given by

$$
\begin{equation*}
\frac{1}{\bar{p}} p_{, i i}^{(2)}=-u_{i, j}^{\prime} u_{j, i}^{\prime} \tag{7-36}
\end{equation*}
$$

Note that the "rapid" pressure, $p^{(1)}$, involves the mean deformation explicitly. Hence the imposition of a mean deformation immediately changes the "rapid" pressure. Solving Eq. (7-35) for $p^{(1)}$ (see Reynolds, 1984), we get

$$
\begin{equation*}
\frac{1}{\bar{p}} \overline{p^{(1)}} u_{i, q}^{\prime}=2 \bar{U}_{p, j} M_{i j p q} \tag{7-37}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{i j p q}=\int \frac{k_{p} k_{q}}{k^{2}} E_{i j}(k, t) d k \tag{7-38}
\end{equation*}
$$

Models for $M_{i j p q}$ have been proposed by various modelers (Hanjalic and Launder, 1972; Launder, Reece, and Rodi, 1975; Hanjalic and Launder, 1976; Lumley, 1978; and Lumley, 1979). The particular model we use was proposed by Reynolds (1984) and is similar to the others. It has the following form for divergence-free turbulence field.

$$
\begin{align*}
M_{i j p q}= & q^{2}\left\{\frac{2}{15} \delta_{i j} \delta_{p q}-\frac{1}{30}\left(\delta_{i p} \delta_{j q}+\delta_{i q} \delta_{j p}\right)-\left(\frac{1}{3}+\frac{11}{3} A_{1}\right) \delta_{i j}^{b} b_{p q}\right. \\
& \left.+A_{1}\left(\delta_{i p} b{ }_{j q}+\delta_{i q} b j p+\delta_{j p} b_{i q}+\delta_{j q} b_{i p}\right)+\left(\frac{1}{3}-\frac{4}{3} A_{1}\right) \delta_{p q} b{ }_{i j}\right\} \tag{7-39}
\end{align*}
$$

where $q^{2}=2 k, b_{i j}$, defined in Eq. (6-2), is the Reynolds stress anisotropy tensor, $\delta_{i j}$ is the Kronecker delta, and $A_{1}$ is the model constant. The rapid part of the pressure-strain term is then modeled as

$$
\begin{align*}
T_{i j}^{(1)}= & q^{2}\left\{\frac{2}{5} S_{i j}-\frac{2}{15} S_{k k} \delta_{i j}+4 A_{1} S_{k k} b_{i j}-6 A_{1}\left(b_{i k} S_{k j}+b_{j k} s_{k i}\right.\right. \\
& \left.\left.-\frac{2}{3} b_{n m} S_{n m} \delta_{i j}\right)-\left(\frac{4}{3}+\frac{14}{3} A_{1}\right)\left(b_{i k} \delta_{k j}+b_{j k} \Omega_{k i}\right)\right\} \tag{7-40}
\end{align*}
$$

By insisting that this model agree with rapid distortion theory, the constant $A_{1}$ is found to be $-2 / 7$ (Reynolds, 1984). For slower mean deformation rates, Reynolds (1984) added quadratic terms in $b_{i j}$ to $\mathrm{M}_{\text {ijpq }}$. This complicates the model.

In order to keep the model simple without losing the essence of modeling philosophy, we model $T_{i j}^{(1)}$ by using linear terms in $b_{i j}$ only (Eq. (7-40)), but allow the coefficient $A_{l}$ to be a function of the ratio of production to dissipation to compensate.

In one-dimensional compression or axisymmetric expansion flow, $T_{i j}^{(1)}$ is diagonal. Furthermore, since $T_{22}^{(1)}=T_{33}^{(1)}$ and $T_{i j}^{(1)}$ is traceless, the entire tensor can be expressed in terms of $T_{11}^{(1)}$, for which the model (Eq. (7-40)) becomes:

$$
\begin{equation*}
T_{11}^{(1)}=-\frac{8}{5} k S+4 A_{1}\left(3 R_{11}-2 k\right) S \tag{7-41}
\end{equation*}
$$

where $S$ is the mean strain rate of Eq. (7-24). Full-turbulence simulation (Lee and Reynolds, 1985) provides the actual rapid pressurestrain $\left(T_{11}^{(1)}\right)$, turbulence kinetic energy ( $k$ ), Reynolds stress ( $R_{11}$ ), and mean strain rate ( S ). These data allow us to evaluate the model coefficient $A_{1}$ as a function of the ratio of energy production to dissipation $\left(P / \varepsilon=\left(3 R_{11}-2 k\right) S / \varepsilon\right)$. We found

$$
\begin{equation*}
A_{1}=-0.34+0.12 \exp (-0.3 \mathrm{P} / \varepsilon) \tag{7-42}
\end{equation*}
$$

Figure 7-28 shows how Eq. (7-42) fits the full-turbulence simulation data. As can be seen, Reynolds' value ( $A_{1}=-2 / 7$ ) is good for moderate and high strain rates (runs EXP and EXQ), to which rapid distortion theory may be applied.

It is customary to model the combination of the slow pressurestrain term and dissipation anisotropy tensor together (Lumley and Newman, 1977; Lumley, 1978; Lumley, 1979; Rogallo, 1981; and Reynolds, 1984). This tensor $\phi_{1 j}$ is defined as

$$
\begin{equation*}
\phi_{i j} \equiv-\frac{1}{\varepsilon}\left[\frac{1}{\frac{\rho}{\rho}} \overline{p^{(2)}\left(u_{i, j}^{\prime}+u_{j, i}^{\prime}\right)}-\left(D_{i j}-D_{k k} \delta_{i j} / 3\right)\right] \tag{7-43}
\end{equation*}
$$

where $D_{k k}=2 \varepsilon \cdot \phi_{i j}$ is modeled by

$$
\begin{equation*}
\phi_{i j}=A_{0}^{b} b_{i j} \tag{7-44}
\end{equation*}
$$

where $b_{i j}$ is the anisotropy tensor of $R_{i j}$ and $A_{0}$ is a model constant. In this flow, $\phi_{11}$ is the only independent component of $\phi_{1 j}$. We evaluated $A_{0}$ from $\phi_{11}$ and $b_{11}$ obtained from full simulations. Figure 7-29 shows the evolution of $A_{0}$ for flows with a wide range of strain rates. As can be seen, there is a considerable scatter. However, $\phi_{11}$ is not important in moderate and high strain-rate cases (runs EXP and EXQ), because the mean strain rate is so high that mean flow dictates the evolution of turbulence. We chose $A_{0}=1$ to fit the low strain-rate flow. Note that this choice might not give accurate modeling of the relaxation following removal of strain. For further results on modeling this term, see Lee and Reynolds (1985).

Combining Eqs. (7-33), (7-29), and (7-43), the modeled Reynolds stress transport equation for homogeneous flow is written as

$$
\begin{equation*}
\frac{d R_{i j}}{d t}=P_{i j}+T_{i j}^{(1)}-\varepsilon \phi_{i j}-\frac{2}{3} \varepsilon \delta_{i j} \tag{7-45}
\end{equation*}
$$

where $P_{i j}, T_{i j}, \phi_{i j}$ are given by Eqs. (7-29), (7-40), and (7-44), respectively. When this Reynolds stress model is applied to incompressible axisymmetric flow, it further reduces to the following form (bear in mind that only $\mathrm{dR}_{11} / \mathrm{dt}$ is needed).

$$
\frac{\mathrm{dR}_{11}}{\mathrm{dt}}=\mathrm{P}_{11}+\mathrm{T}_{11}^{(1)}-\varepsilon \phi_{11}-\frac{2}{3} \varepsilon
$$

where

$$
\begin{align*}
& P_{11}=4 R_{11} S \\
& T_{11}^{(1)}=-\frac{8}{5} k S+4 A_{1}\left(3 R_{11}-2 k\right) S \\
& A_{1}=-0.34+0.12 \exp (-0.3 \mathrm{P} / \varepsilon)  \tag{7-46}\\
& P=\left(3 R_{11}-2 k\right) S \\
& \phi_{11}=A_{0}\left(R_{11} / 2 k-1 / 3\right) \\
& A_{0}=1
\end{align*}
$$

Note that $R_{22}=R_{33}=\left(2 k-R_{11}\right) / 2$ in this type of flow.
The performance of this model (Eqs. (7-25), (7-26), (7-27), and (7-46)) for axisymmetric expansion flow at three strain-rates (runs EXQ through EXO) are shown in Figures 7-30 through 7-32, respectively. The predictions of the $k-\varepsilon$ models are plotted for comparison. The evolution of the model time scale for each simulation is shown in Figure 733. In high and moderate strain-rate flows (runs EXQ and EXP), the better performance of the $k-\varepsilon-\tau$ model can be attributed largely to the Introduction of the new Reynolds stress model. In low strain-rate flow (run EXO), the $k-\varepsilon-\tau$ model is slightly better than $k-\varepsilon$ models, and there is no distinct difference between the LSW and Reynolds' models. Again, the $k-\varepsilon-\tau$ model is tuned to the full simulation results for this flow. It is expected to perform well.
G. One-Dimensional Compression Flow

The mean-deformation tensor for one-dimensional compression is

$$
\bar{U}_{i, j}=\left(\begin{array}{cll}
S(t) & 0 & 0  \tag{7-47}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

where $S$ is negative. One-dimensional compression can be considered as a combination of the isotropic-compression and axisymmetric expansion. Formally,
$\left(\begin{array}{lll}s & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)=\left(\begin{array}{ccc}s / 3 & 0 & 0 \\ 0 & s / 3 & 0 \\ 0 & 0 & s / 3\end{array}\right)+\left(\begin{array}{ccc}2 s / 3 & 0 & 0 \\ 0 & -s / 3 & 0 \\ 0 & 0 & -s / 3\end{array}\right)(7-48)$

Both the dilatation and divergence-free parts of the mean flow contribute to the energy production. The $k-\varepsilon-\tau$ model has the following form

$$
\begin{gather*}
\frac{d k}{d t}=P_{I N C}+P_{D I L}-\varepsilon  \tag{7-49}\\
\frac{d \varepsilon}{d t}=-\frac{\varepsilon}{\tau}+C_{1} \frac{P_{I N C^{\varepsilon}}}{k}+C_{4} \frac{P_{D I L} \varepsilon}{k}  \tag{7-50}\\
\frac{d \tau}{d t}=\frac{5}{11}+C_{5}\left(\frac{\varepsilon \tau}{k}-\frac{6}{11}\right)+C_{6, I S O} \frac{S}{3} \tau+C_{6, A X I} \frac{S}{3} \tau \tag{7-51}
\end{gather*}
$$

where $P_{\text {INC }}=\left(2 k-3 R_{11}\right) S / 3$ and $P_{D I L}=-2 k S / 3$. The model constants obtained from the isotropic-compression and axisymmetric expansion flows will be used without modification. They are given in Table 7.2. The Reynolds stress model tuned to incompressible axisymmetric expansion flow (Eq. (7-46)) is also employed here. Since the dilatation part of the production, $P_{\text {DIL }}$, does not contribute to the rapid pressure-strain tensor, the production in the expression for the model coefficient $A_{1}$, Eq. (7-42), should be PINC. This model (Eqs. (7-46), (7-49), (7-50), and (7-51)) reduces to those for the two preceding cases in the appropriate limits.

The Values of the Model Constants in the $k-\varepsilon^{-r} \mathbf{r}$ Model

| $C_{1}$ | 2.0 |
| :---: | ---: |
| $C_{4}$ | 1.0 |
| $C_{5}$ | -1.1 |
| $C_{6, I S O}$ | -0.5 (for isotropic compression flow) |
| $C_{6, \text { AXI }}$ | -2.0 (for axisymmetric expansion flow) |

The three-equation model (Eqs. (7-49) through (7-51)) and the Reynolds stress model (Eq. (7-46)) were used to predict one-dimensional compression simulations with four strain rates (runs ODB through ODE). The predictions are shown in Figures 7-34 through 7-37. The predictions of the two-equation models are plotted for comparison. The evolution of the model time scale for each silmulation is shown in Figure 7-38. In the rapid distortion case (run $O D B$ ), the $k-\varepsilon^{-\tau}$ model is superior to the $k-\varepsilon$ models, due to the introduction of an accurate Reynolds stress model. In moderate strain-rate cases (runs ODC and ODD), the threeequation model reflects the behavior of the turbulence better than do the two-equation models. In slow strain-rate case (run ODE), there is little difference between the $k-\varepsilon^{-\tau}$ and $k-\varepsilon$ models.

It is encouraging that a model derived from other flows can be used to predict these flows and, in particular, that the effects of the various strains appear to be additive.
H. Summary

In this section we summarize the one-point-closure, three-equation, turbulence model. For homogeneous flows, this model is

$$
\begin{gather*}
\frac{d k}{d t}=P_{I N C}+P_{D I L}-\varepsilon  \tag{7-49}\\
\frac{d \varepsilon}{d t}=-\frac{\varepsilon}{\tau}+C_{1} \frac{P_{I N C}}{k}+C_{4} \frac{P_{D I L} \varepsilon^{\varepsilon}}{k}  \tag{7-50}\\
\frac{d-49)}{d t}=\frac{5}{11}+C_{5}\left(\frac{\varepsilon \tau}{k}-\frac{6}{11}\right)+C_{6, I S O} S_{I S O} \tau+C_{6, A X I} S_{A X I} \tau \tag{7-52}
\end{gather*}
$$

where $P_{\text {INC }}=-R_{i j}\left(\bar{U}_{i, j}-\frac{1}{3} \bar{U}_{k, k}{ }_{i j}\right), \quad P_{D I L}=-\frac{2}{3} k \bar{U}_{k, k}, \quad S$ is the strain rate, and the $C_{i}$ are the model constants tabulated in Table 7.2. Equation (7-49) is an exact equation for turbulence kinetic energy.

Equation (7-50) is a model equation for the dissipation rate ( $\varepsilon$ ). The first term on the right side of Eq. (7-50) is the destruction term. The second and third terms are the "production of dissipation" due to the incompressible and dilatation parts of the mean flow. The model constants $C_{1}$ and $C_{4}$ are evaluated from the results of axisymmetric expansion and isotropic-compression flow simulations, respectively. It was found that $C_{1}=2$ and $C_{4}=1$.

Equation (7-52) describes the evolution of the turbulence time scale ( $\tau$ ). The first term on the right gives the correct behavior of the turbulence quantities in isotropic-decay flow. The second term is a return-to-equilibrium term, and the rest of the terms represent the influence of the mean strain on the turbulence time scale. Stability analysis shows that model constant $C_{5}$ must be less than -1 . We chose $C_{5}$ to be -1.1 from numerical experiments. The new model constants are $C_{6, \text { ISO }}=-0.5$ and $C_{6, \text { AXI }}=-2$. Three independent strain flows are needed to complete the model of the effect of strain on the turbulence time scale. In this work we covered two independent strains (isotropic compression and incompressible axisymmetric expansion), so one additional term may be needed in Eq. (7-52) to produce a complete model. The effects of the strains appear to be additive. One more buildingblock flow such as axisymmetric contraction or plane strain is needed to calibrate the remaining model constant in the turbulence time-scale equation.

A new Reynolds stress model was developed by fitting the simulation results for incompressible axisymmetric expansion flow. It has the form

$$
\begin{equation*}
\frac{d R_{i j}}{d t}=P_{i j}+T_{i j}^{(1)}-\varepsilon \phi_{i j}-\frac{2}{3} \varepsilon \delta_{i j} \tag{7-45}
\end{equation*}
$$

$$
\left.\begin{array}{rl}
P_{i j} & =-\left(R_{i k} S_{k j}+R_{j k} S_{k i}\right)+\left(R_{i k} \Omega_{k j}+R_{j k} \Omega_{k i}\right) \\
S_{i j} & =\frac{1}{2}\left(\bar{U}_{i, j}+\bar{U}_{j, i}\right) \\
\Omega_{i j} & =\frac{1}{2}\left(\bar{U}_{i, j}-\bar{U}_{j, i}\right) \\
T_{i j}^{(1)}=q^{2}\left\{\frac{2}{5} S_{i j}-\frac{2}{15} S_{k k} \delta_{i j}+4 A_{1} S_{k k} b_{i j}-6 A_{1}\left(b_{i k} S_{k j}+b_{j k} S_{k i}\right.\right. \\
\left.-\frac{2}{3} b_{n m} S_{n m} \delta_{i j}\right)-\left(\frac{4}{3}+\frac{14}{3} A_{1} \mu\left(b_{i k} \Omega_{k j}+b_{j k} \Omega_{k i}\right)\right\} \\
\left.A_{1}=-0.34+0.12 \text { expl }-0.3 P_{I N C} / \varepsilon\right) \\
b_{i j}=\frac{R_{i j}}{R_{k k}}-\frac{\delta_{i j}}{3}  \tag{7-44}\\
\phi_{i j}=A_{0} b_{i j}
\end{array}\right\}
$$

Model constants $A_{0}$ and $A_{1}$ are tuned to fit incompressible axisymmetric expansion flow; they were also used in predicting one-dimensional compression flow, and their performance was good. This model has not been tested in flows with rotation, and so should be used with caution in shear flows.

The performance of the $k-\varepsilon-\tau$ model is slightly better than that of the $k-\varepsilon$ models in low strain-rate flows. In high strain-rate flows, the flow structure is out of equilibrium and the $k-\varepsilon-\tau$ model reflects the changing physics much better than do the $k-\varepsilon$ models. Some engineering flows occur in the range in which the differences of the models are significant. In summary, a one-point-closure, threeequation turbulence model which accurately calculates four types of flows-isotropic decay, isotropic compression, axisymmetric expansion, and one-dimensional compression flows-for a wide range of strain rates has been developed.
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Fig. 7-26(a). The prediction of the turbulent


Fig. 7-25(b). The prediction of the dissipa-





















Fig. 7-36(c). The prediction of $R_{11}$ by $k-\varepsilon-\tau$



## Chapter VIII

CONCLUSIONS AND RECOMMENDATIONS

Conclusions and recommendations distilled from the results and discussion presented in the preceding chapters are given in this chapter.

### 8.1 Conclusions

Numerical methods for solving the three-dimensional, timedependent, Navier-Stokes equations for homogeneous turbulence undergoing isotropic and one-dimensional compression have been presented along with results obtained from such simulations. The simulations were carried out at low Reynolds number; the limitation on this parameter derives from computer resource availability. The results obtained for fast compression rates have been compared with rapid distortion theory, and good agreement was obtained.

The ratio of the turbulence time scale to the imposed mean-flow time scale was found to be the most important single parameter in these flows. When this ratio is large, the flow is immediately affected by the mean strain in a manner similar to that predicted by rapid distortion theory; i.e., the turbulence kinetic energy and its dissipation rate increase, while the integral length scales immediately decrease. When this ratio is small, the flow initially retains the character of decaying isotropic turbulence; only after the strain has been applied for a long period does the flow begin to reflect the effect of mean strain. In these flows, the Kolmogorov length scale, which is the size of the eddies in which viscous dissipation occurs, decreases rapidly with decreasing total strain, due to the density increase that accompanies compression. This means that these flows have more turbulence energy in the small scales than would be expected on the basis of the models usually used to simulate these flows.

Results from isotropic compression, incompressible axisymmetric expansional strain, and one-dimensional compression simulations were used to test one-point-closure, two-equation ( $k-\varepsilon$ ) turbulence models. It was found that $k-\varepsilon$ models perform well at low strain rates. When
the strain is so strong that the flow structure is out of equilibrium, these models do not perform well. The parameters in the model dissipation equation cannot be pure constants if the model is to fit the computer-generated data. It was also found that the model turbulence length scale, which is supposed to represent the integral length scale, does so very poorly in these flows. In compressed turbulence, the rapidly decreasing Kolmogorov scale caused by the density increase drives the flow out of equilibrium. The dissipation can no longer satisfactorily fulfill the two functions that $k-\varepsilon$ models require of it; it cannot simultaneously be both the rate of destruction of turbulence kinetic energy and the length scale determiner.

To decouple the dissipation and the time scale, a one-point, threeequation turbulence model including a model equation for the turbulence time scale is proposed. The time-scale equation contains terms which account for the decay of isotropic turbulence, the return to isotropic turbulence after a strain has been removed, and the effects of various types of strain. The other two equations of the model govern the evolution of the turbulence kinetic energy and its dissipation rate and are similar to those in $k-\varepsilon$ models. The essential change is that the time scale in the destruction term in the modeled dissipation equation is replaced by the new time scale. It is encouraging that the effects of various strains appear to be additive, i.e., only few building-block flows are needed to calibrate the model constants. The new model accurately calculates four types of flows-isotropic decay, isotropic compression, axisymmetric expansion, and one-dimensional compression flows--for a wide range of strain rates.

### 8.2 Recommendations

As the speed and memory size of supercomputers advance, it will become possible to do simulations of turbulence on a $256 \times 256 \times 256$ grid. This will allow us to study the evolution of turbulence which has an inertial subrange in the spectrum and may eliminate the questions associated with the low Reynolds numbers of the present simulations.

Not all of the flows needed to calibrate the new three-equation turbulence model were simulated in this work. The present code (with
slight modifications) could be used to simulate all the building-block flows needed to calibrate the new model. The model should also be tested by applying it to the simulation of inhomogeneous flows.

Swirl is deliberately generated in the intake stroke by design inlet port shape and orientation and persists through to top-dead-center (TDC) of the compression stroke, at which point the mean flow pattern approximates solid-body rotation. The effect of swirl on turbulence is not well understood. It could be studied by modifying the present code to include a Coriolis force term in the Navier-Stokes equations.

Finally, homogeneous turbulence undergoing expansion could be simulated with the present code with minimum modifications. Results from such simulations could help explain the turbulence behavior during the expansion stroke in an internal combustion engine.

## Appendix

TABULATED DATA

Data tabulated in this appendix were obtained from computed turbulence fields described in Chapters $V$ and VI. Fields from the following runs are included.

| Run ID | Strain Type | Mean-Deformation Tensor $\overline{\mathrm{U}}_{i, j}$ |
| :---: | :---: | :---: |
| SQF | Isotropic compression | Eq. (2-26) with $L_{0}=0.3, \quad V_{p}=-5.6$ |
| SQG | " ${ }^{\prime}$ | $L_{0}=1.0, \quad V_{p}=-1.0$ |
| SQH | " * | " " " $L_{0}=0.3, V_{p}=-0.06$ |
| SQI | " * | " " $\quad$ - $L_{0}=0.3, \mathrm{~V}_{\mathrm{p}}=-0.012$ |
| EXQ | Incomp. axisym. exp. | Eq. (7-24) with $S=35.87$ |
| EXP | " " " | " $\quad$ " $\quad$ S $=3.587$ |
| EXO | " $\quad$ - | " $\quad$ " $\quad$ S $=0.3587$ |
| ODB | 1-D compression | Eq. (2-30) with $L_{0}=0.3, V_{p}=-24.3$ |
| ODC | " " | " " " $L_{0}=0.3, V_{p}=-1.29$ |
| ODD | " | " " $\quad$, $L_{0}=0.3, V_{p}=-0.26$ |
| ODE | $\cdots \quad$ - | $\cdots \quad * \quad L_{0}=0.3, V_{p}=-0.052$ |

The following data are presented for each field:

| $t=$ time | with units $[T]$ |
| :--- | :--- |
| $S=$ mean strain rate |  |
| $T S=$ total strain $=\exp \left(\int_{t_{0}}^{t} S\left(t^{\prime}\right) d t^{\prime}\right)$ | dimensionless |
| $v=$ kinematic viscosity | $\left[\mathrm{L}^{2} \mathrm{~T}^{-1}\right]$ |


| Strain Type | S | TS | $v$ |
| :---: | :---: | :---: | :---: |
| Isotropic compression | $S(t)=\frac{V_{p}}{L_{0}+V_{p} t}$ | $\frac{L_{0}+V_{p} t}{L_{0}}$ | $v(t)=v(0)(T S)^{2.1}$ |
| Incompressible, axisymmetric expansion | constant | $\begin{aligned} & \exp \left(S\left(t-t_{0}\right)\right) \\ & t_{0}=0.58789 \end{aligned}$ | constant |
| 1-D compression | $S(t)=\frac{V_{p}}{L_{0}+V_{p} t}$ | $\frac{L_{0}+V_{p} t}{L_{0}}$ | $v(t)=v(0)(T S)^{0.7}$ |

The following data are presented for incompressible, axisymmetric expansion simulations only:

$$
\begin{array}{ll}
\mathrm{dR}_{11} / \mathrm{dt} & \text { with units }\left[\mathrm{L}^{2} \mathrm{~T}^{-3}\right] \\
\mathrm{P}_{11}=4 \mathrm{R}_{11} \mathrm{~S} & {\left[\mathrm{~L}^{2} \mathrm{~T}^{-3}\right]}
\end{array}
$$

$$
T_{11}^{(1)}=\frac{2}{\bar{p}} \overline{p^{(1)} u_{1,1}^{\prime}}
$$

$$
\left[\mathrm{L}^{2} \mathrm{~T}^{-3}\right]
$$

$$
\phi_{11}=-\frac{1}{\varepsilon}\left[\frac{2}{\bar{\rho}} \overline{p^{(2)} u_{1,1}^{\prime}}-\left(D_{11}-2 \varepsilon / 3\right)\right]
$$

$$
\left[L^{2} T^{-3}\right]
$$

$$
\begin{align*}
& R_{i i}=\overline{u_{i}^{\prime} u_{i}^{\prime}} \text { (no summation) } \\
& \begin{array}{l}
D_{i i}=2 v \overline{u_{i, j}^{\prime} u_{i, j}^{\prime}} \text { (no summation on } 1 \text { ) } \\
q^{2}=R_{11}+R_{22}+R_{33}=\text { twice the turbulent }
\end{array} \\
& {\left[L^{2} \mathrm{~T}^{-3}\right]} \\
& \begin{array}{l}
D_{i i}=2 v \overline{u_{i, j}^{\prime} u_{i, j}^{\prime}} \text { (no summation on } 1 \text { ) } \\
q^{2}=R_{11}+R_{22}+R_{33}=\text { twice the turbulent }
\end{array} \\
& \text { with units }\left[\mathrm{L}^{2} \mathrm{~T}^{-2}\right] \\
& \text { kinetic energy } \\
& \varepsilon=\left(D_{11}+D_{22}+D_{33}\right) / 2=\text { dissipation rate } \\
& {\left[\mathrm{L}^{2} \mathrm{~T}^{-3}\right]} \\
& L_{i j, m}=\int_{0}^{L_{h}} Q_{i j}\left(x_{m}\right) d x_{m}\left(L_{h}=\right.\text { half the computational box) with units [L] } \\
& \text { longitudinal } \\
& \text { lateral } \\
& \lambda_{i j}=\left(\frac{\overline{u_{i}^{\prime} u_{i}^{\prime}}}{\left(\partial u_{i}^{\prime} / \partial x_{j}\right)^{2}}\right)^{1 / 2} \text { (no summation) } \tag{L}
\end{align*}
$$
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|  | $R_{11}$ | $R_{22}$ | $R_{3}$ | $D_{11} / 2$ | $D_{22} / 2$ | $33 / 2$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RUN ID：EiNF |  |  |  |  |  |  |
| O．10000E： 201 | （9．80071天－01 | 0．こET77E－O1 | 0． $27149 \mathrm{E}-01$ | 0．10576E－01 | 0． $10954 \mathrm{E}-01$ | 0．10853E－01 |
| 0． $77931 E+() 0$ | （：4\％4．36E－01 | O．4S714E：－01 | O．44707E－01 | O． $17115 E-01$ | 0．17726E－01 | 0．17560E－01 |
| 0． $64454 \mathrm{E}+00$ | C． 1 C785E－01 | O． $6 B=75 E-O 1$ | 0． $65363 \mathrm{E}-01$ | 0．24726E－01 | 0．25609E－01 | 0．2536日E－01 |
| 0． $5517.3 \mathrm{E}+00$ |  | O． 3 315GE．01 | 0．日9210E－01 | 0． $33456 \mathrm{E}-01$ | 0．34652E－01 | 0．34323E－01 |
| RUN 10：\％（\％） |  |  |  |  |  |  |
| 0．10000e＋01 | O． $2 C O 71 E-01$ | 0．2日377E－ㅇo1 | 0． $27149 \mathrm{E}-01$ | 0．10576E－01 | 0．10954E－01 | 0．10853E－01 |
| 0．94251E＋00 | 0． $240535-01$ | 0．30547E－01 | O．29219E－01 | 0．11000E－01 | 0． $11404 \mathrm{E}-01$ | 0．11304E－01 |
| 0． $890.24 E+00$ | （：302r5E－01 | 0．32914E－01 | 0．314B4E－01 | 0．11526E－O1 | 0． $11960 \mathrm{E}-01$ | 0．11861E－O1 |
| 0． $84214 E+() 0$ | 0． $525 \%$ 3E－01 | 0．35471E：－01 | 0．33959E－01 | 0． $12150 \mathrm{E}-01$ | 0．12619E－01 | 0．12521E－01 |
| 0． $79616 E+() 0$ | C．35156E－01 | 0）36259E－01 | 0．36627E－01 | 0．12863E－01 | 0．13370E－01 | 0．13274E－01 |
| 0． $75757 \mathrm{~F}+00$ | （3．3／92 5 － 00 | 0 41937E－01 | 0．3950日E－01 | 0．13468E－01 | 0．14217E－01 | 0． $14124 \mathrm{E}-01$ |
| 0．7202ax＋00 | C．4 UGAOEF－01 | O． $44414 E-01$ | 0．42592E－01 | 0．14562E－01 | 0．15156E－O1 | 0．15067E－01 |
| 0．6日5日5E＋（）0 | c． 4 40：EEE－01 | O．477日1E－O1 | 0． $45 \mathrm{E} 74 \mathrm{E}-01$ | 0．15543E－－01 | 0．16186E－01 | 0．16104E－O1 |
| 0．65424E＋00 | c． 4735 JE －01 | O S1330E－O1 | 0． $49346 E-O 1$ | 0．16611E－01 | 0．17306E－01 | 0．17233E－O1 |
| 0．624 $55 \mathrm{~L}+00$ | （3．：OOEDOE－O1 | 0． $550915-01$ | 0．53039E－01 | 0．17778E－01 | 0．18529E－01 | 0．18467E－01 |
| RUN ID： 50 （il |  |  |  |  |  |  |
| O． $10000 \mathrm{E}+01$ | （）．26071E－01 | 0．2937\％－－${ }^{\text {a }}$ | O． $27149 E-01$ | 0．10576E－01 | 0．10954E－01 | 0．10853E－01 |
| 0．9846isE＋00 | （．）03以可01 | 0． $2218 \mathrm{ELE}-01$ | O．21217E－01 | 0．68530E－02 | 0．71488E－02 | 0．710日日E－02 |
| 0．9670\％ 5 ＋00 |  | 0． $17579 \mathrm{E}-01$ | 0．16864E－01 | 0．45304E－02 | 0．47625E－02 | 0．475日1E－02 |
| $0.94697 E+00$ | c． $150 \%$ EE－01 | 0． $14150 \mathrm{E}-\mathrm{OL}$ | O．13644E－O1 | 0．30637E－02 | 0．32401E－02 | 0．32580E－02 |
| 0． 92420 E ＋00 | C．108（）1E－01 | 0．11594E－－01 | 0．11215E－M01 | 0．21292E－02 | 0．22563E－02 | 0．22920E－02 |
| 0． $89989 \mathrm{C}+00$ | 0．711日GE－02 | 0． $97590 \mathrm{E}-02$ | 0．94037E－02 | O．15478E－02 | 0． $16336 E-02$ | 0． $16776 \mathrm{E}-02$ |
| 0． $87370 \mathrm{E}+00$ | c．785¢4E－．02 | －日4292E－02 | 0．日0375E－0E | 0．11771E－02 | 0．12317E－02 | 0．12745E－02 |
| 0． $83251 E+00$ | C．C4898E－Ci2 | 0．705ETE－02 | 0．65\＆15E－02 | 0．83169E－03 | 0．86295E－03 | 0．89428E－03 |
| 0．78798E＋00 |  | 0．61399E－02 | 0．55：${ }^{\text {2 }}$ 1E－02 | 0．61595E－03 | 0． $64406 E-03$ | 0． $65948 \mathrm{E}-03$ |
| 0．74173E＋00 | －．40日10E－022 | 0．552日6［－02 | 0．4E154E－O2 | 0．48057E－03 | 0．51045E－03 | 0．51251E－03 |
| $0.69570 E+00$ | 0．447E6E－C2 | O．5122日E－O2 | 0．43467E－02 | 0．39756E－03 | 0．42651E－03 | 0． $42013 \mathrm{E}-03$ |
| $0.65031 E+00$ | 0．439日EE－02 | 0． $48550 \mathrm{E}-02$ | 0． $40565 E-02$ | 0． $34594 E-03$ | 0．37135E－03 | 0．35953E－03 |
| 0． $6052 \mathrm{car}+00$ | 0． $41119 E-02$ | 0．46956E－02 | 0．39022E－02 | 0．312日7E－03 | 0．33536E－03 | 0．31915E－03 |
| 0． $562485+00$ | 0．40801E－02 | 0．46， $306 E-02$ | 0．3E545E－02 | 0．29202E－03 | 0．31542E－03 | 0． $29512 \mathrm{E}-03$ |
| 0．52， $270 E+00$ | 0． $41: 3095-02$ | 0．46440E－02 | 0．3日787E－02 | 0．27977E－03 | 0．30762E－03 | 0．28272E－03 |
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| 厂 | $L_{11,1}$ | $L_{22,1}$ | $L_{33,1}$ | $L_{11,2}$ | $L_{2} 2,2$ | $L_{3} 3,2$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RUN ID：Sidi＊ |  |  |  |  |  |  |
| O．10000E＋01 | 6． $10540 \mathrm{E}+00$ |  | 0．2484SE＋00 | 0． $29233 E+00$ | 0．709日6E +00 | 0．30577E＋00 |
| 0． $77931 \mathrm{E}+00$ | （i．37427E＋00 | $0-3130 \mathrm{E}+00$ | 0． 1936 EE＋00 | 0．$\because 274 \mathrm{EE}+00$ | 0．55230E +00 | 0．23825E＋00 |
| O． $64454 \mathrm{EH}+() 0$ | （\％110tseer 00 | $017123 E+00$ | 0． $16014 \mathrm{E}+00$ | O．1978日E＋00 | 0． $4560 \mathrm{EE}+00$ | 0．19702E +00 |
| 0． $5517: 3 \mathrm{E}+00$ |  | O 16362E＋00 | 0．13708E＋00 | 0．16061E＋00 | 0．36982E＋00 | O．16863E +00 |
| RUN ID：Sids |  |  |  |  |  |  |
| 0．10000E＋01 | C． $133340 E+00$ | 0．29642E＋00 | 0． $24845 E+00$ | 0． $29233 \mathrm{E}+00$ | 0．70986E＋00 | 0．30577E＋00 |
| 0．9425\％E＋ 00 | C． $16110 E+00$ | 0． $25441 E+00$ | 0．23853E +00 | 0．27日80E＋00 | 0． $67794 E+00$ | 0．29306E +00 |
| 0． $89024 E+00$ | （i． $44002 E+00$ | 0． $27.34 E+00$ | 0．22899E＋00 | 0．2．6588E＋00 | 0． $64710 E+00$ | 0．28076E＋00 |
| 0． $84214 \mathrm{E}+00$ | （i．420）6E＋C0 | 0． $26071 \mathrm{E}=00$ | 0．21979E＋00 | 0．25352E +00 | 0． $61732 E+00$ | 0．26B日7E＋00 |
| 0． $79816 E+00$ | 0． $40132 \mathrm{E}+00$ | 0． $24962 \mathrm{E}+00$ | 0． $21105 E+00$ | 0． $24183 E+00$ | 0．58892E＋00 | 0． $25750 \mathrm{E}+00$ |
| 0． $757575 \mathrm{C}+00$ | （1． $31336,11 E+00$ | 0． $2.3701 E+00$ | 0．20270E＋00 | 0．23072E＋00 | 0． $56173 E+00$ | 0．24659E＋00 |
| 0．7e022E＋ 00 | C． $36704 E+60$ | O．2ごコ95E＋00 | 0．19478E＋00 | 0．22023E＋00 | 0． $53590 E+00$ | 0． $2361 \mathrm{EE}+00$ |
| 0． $68585 E+00$ | 0．35．55E＋00 | 0． $21943 E+00$ | O．19730E＋00 | 0．21035E＋00 | 0． $51144 \mathrm{E}+00$ | 0．2262日E＋00 |
| 0． $65424 E+00$ | （1．33701E＋00 | 0． $21045 \mathrm{EE}+00$ | 0．18026E +00 | O．20107E +00 | 0． $48 \mathrm{~B} 37 \mathrm{E}+00$ | 0． $21689 E+00$ |
| 0．624日5E＋00 | 0． $35^{\prime} 334 E+00$ | 0．20193E＋00 | 0．17357E＋00 | O． $19229 E+00$ | 0． $46644 E+00$ | 0．20792E＋00 |
| RUN 10：Sil］ |  |  |  |  |  |  |
| 0．10000EVO1 | 0．1034CE＋00 | 0．29692E＋00 | 0．24845E＋00 | 0．29233E＋00 | 0． $70986 E+00$ | 0． $30577 E+00$ |
| 0．984 $66 \mathrm{LC}+00$ | 0． $214 \% 35+00$ | 0．32189E＋00 | O． $27400 E+00$ | 0．30900E＋00 | 0． $75474 \mathrm{E}+00$ | 0． $33116 \mathrm{E}+00$ |
| 0．96705E +00 | C． $0177615+00$ | 0． $34407 E+00$ | 0．29886E＋00 | 0．32040E＋00 | 0．7日405E＋00 | 0． $34811 \mathrm{E}+00$ |
| 0．94697E＋ 00 | 0． $276935+00$ | 0． $361555+00$ | 0．31910E－00 | 0．32535E－ 00 | 0．79542E＋00 | 0． $35470 \mathrm{E}+00$ |
| 0．92426E＋00 | O． $1761 C E+00$ | 0．37245E＋00 | 0． $33176 E+00$ | O．32665E＋00 | 0．79117E＋00 | 0．35235E＋00 |
| 0． $89969 E+00$ | O． $6176956+00$ | O． $37701 \mathrm{E}+00$ | 0． $33773 E+00$ | 0． $32 \mathrm{B14E}+00$ | 0． $77933 \mathrm{E}+00$ | 0． $34497 E+00$ |
| 0． $\mathrm{B7370E}+00$ | 0．CO565E＋00 | 0．37784E＋O0 | 0． $34029 E+00$ | 0． $33110 \mathrm{E}+00$ | 0．78902E +00 | 0． $3361 \mathrm{EE}+00$ |
| 0．83251E＋00 | 0． $57664 t+00$ | O．39059E＋00 | 0． $34237 E+00$ | Q． $33369 E+00$ | 0．76441E＋00 | 0．320日9E +00 |
| 0． $7879 \mathrm{BE}+00$ | O．5\％360E +00 | O． $37472 \mathrm{E}+00$ | 0． $34351 E+00$ | O． $33018 E+00$ | 0． $76894 E+00$ | 0． $30170 E+00$ |
| $0.74173 E+00$ | 0．60114E：＋00 | 0．42151E＋00 | 0． $34261 E+00$ | O．32407E＋00 | 0． $77586 \mathrm{E}+00$ | 0．28239E＋00 |
| $0.69570 E+00$ | 0． $60855 E+00$ | 0． $45254 E+00$ | 0．33520E＋00 | 0．32067E＋00 | 0． $78077 \mathrm{E}+00$ | 0．27087E＋00 |
| 0．65031E＋00 | 0．60630E +00 | 0． $47870 \mathrm{E}+00$ | $0.31485 E+00$ | 0．31931E＋00 | 0．78031E＋00 | O．27489E +00 |
| 0．6052EE＋00 | O． $5 \cdot 71485 \mathrm{E}+\mathrm{OO}$ | 0． $19664 E+00$ | 0． $28165 E+00$ | 0． $31902 \mathrm{E}+00$ | 0．77067E＋00 | 0． $29571 E+00$ |
| 0．56こ4日E＋00 | 0．SLSち5E＋00 | 0．50627E +00 | 0． $24536 \mathrm{E}+00$ | 0．32072E +00 | 0． $75036 E+00$ | 0． $32345 E+00$ |
| －52270E＋00 | 0． $33617 \pm+00$ | O．SOE29E 00 | O．21506E＋ 00 | 0．324こ7E＋00 | 0．72211E＋00 | 0． $34610 \mathrm{C}+00$ |
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RUN 1D: Silll



| $T S$ | $\lambda_{21}$ | $\lambda_{22}$ | $\lambda_{23}$ | $\lambda_{31}$ | $\lambda_{32}$ | $\lambda_{3} 3$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RUN IL）：G（aF： |  |  |  |  |  |  |
| 0．10000E＋0．1 | （0． $15 \%$ O¢E．O4 | 0 0 3 ¢ $19 \%+00$ | 0． $25412 \mathrm{CE}+00$ | 0．24609E＋00 | 0． $25545 E+00$ | 0．35055E＋00 |
| 0．77931E＋00 | （1．19567E＋00 | 0．2G5BOE +00 | 0．15726E＋00 | 0．19105E＋00 | 0．19日37E＋00 | 0． $27217 \mathrm{E}+00$ |
| 0． $64454 \mathrm{E}+(0)$ | （）． $16124 E+00$ | （） 235501500 | 0．1．6254E＋00 | 0． $15745 E+00$ | 0． $16351 E+00$ | 0． $22430 E+00$ |
| 0． $55173 \mathrm{E}+00$ | （）． $137535+00$ | 0．20085E＋00 | 0．13863E＋00 | 0．13431E＋00 | 0．13950E＋00 | 0．19134E＋00 |
| RUN 10：Eid： |  |  |  |  |  |  |
| O．100）0E＋01 |  | O．36， $1 \%$ O－OO | 0． $25412 \mathrm{E}+00$ | 0．24609E＋00 | 0． $25545 E+00$ | 0． $35055 E+00$ |
| 0．94247E＋（ $) 0$ | （） $2.40 \operatorname{Ha}^{4}+00$ |  | 0．24279E＋00 | 0．23512E＋00 | 0．24405E＋00 | 0． $33476 E+00$ |
| 0． $39024 E+() 0$ |  | 0．33616E＋00 | 0． $23170 E+00$ | 0．22441E－00 | 0． $23272 \mathrm{E}+00$ | 0． $31940 \mathrm{E}+00$ |
| 0． $84214 \mathrm{E}+00$ | 0． $1930 \mathrm{E}+00$ | O．32070E．00 | 0．22093E＋00 | O． $21400 E+00$ | 0．22211E＋00 | 0． $30451 E+00$ |
| 0． $77816 \mathrm{E}+\mathrm{OO}$ | 0．${ }^{3} 0910 E+00$ | －305ESE＋00 | 0． $21060 E+00$ | 0．20403E＋00 | 0．21177E＋00 | 0． $29030 E+00$ |
| 0． $75757 \mathrm{E}+00$ | （）19830E＋00 | 0． $29160 \mathrm{E}+00$ | 0． $20069 E+00$ | 0．19447E +00 | 0．20186E＋00 | 0． $27671 E+00$ |
| 0．72022E +00 | O．1899日E＋OO | O．27EORE＊OO | 0．15126E＋00 | 0．18536E +00 | 0．19244E＋00 | 0． $26382 E+00$ |
| 0． $68585 E+00$ | O．18115E＋OO | C． 225514 E ＋00 | 0．1日232E +00 | 0．17673E +00 | 0．19352E＋00 | 0． $25165 E+00$ |
| 0．65424E＋ 00 | O．172BIETOO | O．25277E＋00 | 0． $17388 E+00$ | O． $16859 E+00$ | 0．17512E＋00 | 0． $24019 E+00$ |
| 0． $62485 E^{+00}$ | O．16470EPCO | 0． $24140 \mathrm{E}+00$ | 0．16586E＋00 | 0．1608SE＋00 | 0．16713E＋00 | 0．22932E +00 |
| RUN ID：E®l |  |  |  |  |  |  |
| 0．10000E＋01 | $0 \cdot 520 C E+O O$ | 0． 3681 9E＋00 | 0． $25412 E+00$ | 0．24609E＋00 | 0． $25545 E+00$ | 0． $35055 E+00$ |
| 0． $78466 E+00$ | 0． $27154 \mathrm{E}+00$ | 0．3976OE +00 | 0． $27323 E+00$ | 0．26480E +00 | 0． $27437 E+00$ | 0． $37620 E+00$ |
| 0． $96703 \mathrm{~F}+00$ | O．：9101E＋00 | －42577E＋00 | 0． $29181 E+00$ | 0．28350E +00 | 0．29302E＋00 | 0． $40214 \mathrm{E}+00$ |
| 0．94697E＋00 | （0． 310 a3E゙＊ 0 | O． $45120 \mathrm{E}+00$ | ）． $30991 E+00$ | 0．30227E＋00 | 0． $31085 E+00$ | 0．42724E＋00 |
| 0．9¢42GE 000 | 0．33072E＋00 | 0． $47.311 E+00$ | 0．32713E＋00 | 0．32028E＋00 | 0． $32587 E+00$ | $0.44960 E+00$ |
| 0． $89969 E+00$ | 0． $34 E \leq 3 E+00$ | O． $49126 E+00$ ． | 0． $34240 E+00$ | 0． $33540 E+00$ | 0． $33680 E+00$ | 0． $46781 E+00$ |
| 0． $87370 E+00$ | 0．36302E＋00 | O． $50605 \mathrm{~S}+00$ | 0． $35557 E+00$ | 0． $34656 E+00$ | 0． $34451 \mathrm{E}+00$ | 0． $48201 E+00$ |
| 0． $83251 E+00$ | 0． $517701 \mathrm{E}+00$ | O． $52160 \mathrm{E}+00$ | 0． $37112 E+00$ | 0． $35590 \mathrm{E}+00$ | 0．35202E＋00 | 0． $49602 E+00$ |
| 0． $78798 \mathrm{EE}+00$ | 0．382S9E＋00 | 0． 5304 LEE +00 | 0．3801EE＋00 | 0． $35760 E+00$ | 0．35572E＋00 | 0． $50268 \mathrm{E}+00$ |
| 0． $74173 \mathrm{E}+00$ | 0． $3115 \mathrm{SOE}+00$ | 0． 5331 OE + OO | 0．38055E＋00 | 0． $35343 \mathrm{E}+00$ | 0． $35415 E+00$ | 0． $50294 E+00$ |
| 0． $69570 \mathrm{E}+00$ | O． $37574 E+00$ | 0．52891E＋00 | 0． $37301 \mathrm{E}+00$ | 0． $34631 E+00$ | 0． $34676 E+00$ | 0． $49667 E+00$ |
| 0． $65031 \mathrm{E}+00$ | （）．36768E＋00 | 0． $51713 \mathrm{E}+00$ | 0． $35940 E+00$ | 0． $33777 E+00$ | 0． $33617 E+00$ | 0． $48415 \mathrm{E}+00$ |
| 0． $60529 E+00$ | 0．35725E． 00 | 0．49716E＋00 | 0． $34066 E+00$ | 0．32712E＋00 | 0． $32434 E+00$ | 0． $46509 E+00$ |
| 0． $56248 \mathrm{E}+00$ | C． $34411 E+00$ | 0．4709こE＋00 | 0． $31863 E+00$ | 0．31324E＋00 | 0．31167E＋00 | 0．44077E＋00 |
| 0．52a70E＋00 | 0）32日10E＋ 00 | 0． $44256 \mathrm{E}+00$ | 0．29523E＋00 | 0．29669E＋00 | 0．29780E＋00 | 0． $41412 \mathrm{E}+00$ |




| TS | $R_{11}$ | $\mathrm{R}_{22}$ | $\mathrm{R}_{33}$ | $D_{11} / 2$ | $D_{22} / 2$ | $D_{33} / 2$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| HUN 10：EXCH |  |  |  |  |  |  |
| O．10000E゙＋01 | （．723395－01 | 0． 734395001 | 0．74018E－01 | O．12924E＋00 | 0．12919E＋00 | 0．12881E＋00 |
| C． $110 \mathrm{ELE+O1}$ | c． $64141 \pm-01$ | 0．68660E－01 | 0． $68846 \mathrm{E}-01$ | 0．13629E＋00 | 0． $13077 \mathrm{E}+00$ | 0． $13030 \mathrm{E}+00$ |
| 0．124ETE ${ }^{\text {a }}$（0） | c．98：395E－01 | 0．66684E－01 | O． $66535 \mathrm{E}-01$ | O． $14145 E+00$ | 0． $15125 E+00$ | 0． $15068 \mathrm{E}+00$ |
| 0． $14147 \mathrm{E}+(0)$ | c．11397e＋00 | 0．67925E－01 | 0． $67693 \mathrm{E}-01$ | O． $14182 \mathrm{E}+00$ | 0． $19160 \mathrm{E}+00$ | 0． $19093 \mathrm{E}+00$ |
| 0．15960E＋01 | c．12966E +00 | 0．71572E－01 | 0．71573E－01 | O．13783E +00 | 0． $24620 \mathrm{E}+00$ | 0． $24547 E+00$ |
| 0．17647E＋C1 | c．14377E＋00 | 0 76014E－01 | 0．76397E－01 | 0． $13204 \mathrm{E}+00$ | 0． $30180 \mathrm{E}+00$ | 0． $30102 \mathrm{E}+00$ |
| 0． $1918 \mathrm{BE}+01$ | －．15：5\％7E +00 | 0． $80495 \mathrm{E}-01$ | －． $81244 \mathrm{E}-01$ | 0． $12604 \mathrm{E}+00$ | 0． $35311 \mathrm{E}+00$ | 0． $35227 E+00$ |
| RUN 10：texp |  |  |  |  |  |  |
| O．10000E 401 | 0．72339E－01 | 0．73439E－01 | 0．74018E－01 | O．12824E＋00 | 0．12919E＋00 | 0．12881E＋00 |
| O．113：30E＋O1 | －．G2S12E－01 | O．E4E71E－01 | 0． $64351 \mathrm{E}-01$ | O．12680E +00 | 0．12194E＋00 | 0．12141E＋00 |
| O．127：35ETO1 | c．424IOE－01 | O 5946EE－01 | O．59203E－－01 | O．12179E＋00 | 0．1278日E +00 | 0．12711E＋00 |
| O．1426EE＋01 | c． $102622 \mathrm{t}+00$ | 0． $57305 E-01$ | 0． $56945 \mathrm{E}-01$ | O． $11466 E+00$ | 0． $13684 \mathrm{E}+00$ | 0． $13580 \mathrm{E}+00$ |
| O．16050 ${ }^{\text {O }}$＋O1 | c． $114 \mathrm{E} 3 \mathrm{BE}+00$ | 0．57105E－01 | O．56959E－01 | o． $10612 \mathrm{E}+00$ | 0． $14435 \mathrm{E}+00$ | 0． $14301 \mathrm{E}+00$ |
| O．17927E＋01 | c．12642E＋00 | 0．56536E－01 | 0．58833E－01 | 0．97951E－01 | 0． $14806 \mathrm{E}+00$ | 0． $14653 \mathrm{E}+00$ |
| 0．20073E＋01 | c． $14066 E+00$ | 0．61470E－01 | 0． $62315 \mathrm{E}-01$ | 0．89906E－01 | 0． $14898 \mathrm{E}+00$ | 0． $14743 \mathrm{E}+00$ |
| RUN 1D：I：80 |  |  |  |  |  |  |
| O．10000E＋O1 | c．723396－01 | 0．73439E－01 | 0．7401日E－01 | O．1282AE +00 | 0．12919E＋00 | 0． $12881 E+00$ |
| O．1123atiol | （a．SA161E－01 | 0．41206E－01 | 0． $41085 E-01$ | 0． $64773 \mathrm{E}-01$ | 0．59702E－01 | 0．58945E－01 |
| 0．126icetol | （1．4c5J）dE－014 | $023701 E-01$ | O．26252E－01 | 0．38887E－01 | 0．32263E－01 | 0．31778E－01 |
| 0． 141 ！ 5 E＋01 | 0．436．13E－61 | 0． $20015 \mathrm{E}-01$ | 0．19487E－01 | 0． $26710 \mathrm{E}-01$ | 0．20273E－01 | 0．19949E－01 |
| 0．158日＇7E＋01 | 0．43073E－01 | 0．16869E－01 | 0．16557E－01 | 0．19971E－01 | 0．14353E－01 | 0．13998E－01 |
| 0． $17844 \mathrm{E}+01$ ． | 0．11294E－01 | 0． 15531 E －01 | 0．15631E－01 | O．15854E－01 | 0．1126日E－01 | 0．10896E－01 |
| o．20001E＋（0） | 0．47439E－01 | 0． $15134 \mathrm{E}-01$ | －． $15612 \mathrm{E}-01$ | O．132e4E－01 | 0．95739E－02 | 0．93231E－02 |


|  | L11，1 | L22，1 | L33，1 | $L_{11,2}$ | L22，2 | $L_{33,2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RUN 10：EXG |  |  |  |  |  |  |
| O．10000E＋01 | 0． $2.2700 E+00$ | O．12756E＋ 00 | O． $14019 \mathrm{E}+00$ | 0．13697E +00 | O．24892E +00 | O．13068E＋00 |
| 0． $11091 \mathrm{E}+01$ | 0． $13995 E+00$ | 0．90207E－01 | 0．99570E－01 | 0． $14650 \mathrm{E}+00$ | 0．23925E＋00 | 0． $17074 \mathrm{E}+00$ |
| O．124日eE＋01 | 0． $25854 E+00$ | 0．57523E－－01 | 0． $63744 \mathrm{E}-01$ | 0． $16058 \mathrm{E}+00$ | 0．21737E +00 | 0． $22384 E+00$ |
| O． $14149 \mathrm{E}+01$ | 0． $2 \mathrm{BG} 20 \mathrm{E}+00$ | 0． $34108 \mathrm{E}-\mathrm{Ol}$ | 0．37803E－01 | O． $17836 E+00$ | 0．18665E＋00 | 0． $28514 \mathrm{E}+00$ |
| O． $15960 \mathrm{E}+01$ | 0．31954E＋00 | O． $19945 \mathrm{E}-\mathrm{O} 1$ | 0．22011E－01 | 0． $19766 \mathrm{E}+00$ | O．15522E +00 | 0．34737E＋00 |
| 0． $17649 \mathrm{E}+01$ | 0．35206E＋00 | O．125c4E－O1 | O．13744E－01 | 0． $21597 \mathrm{E}+00$ | O． $13036 \mathrm{E}+00$ | 0． $40019 \mathrm{E}+00$ |
| 0． $1918 \mathrm{EE}+01$ | 0． $38190 \mathrm{E}+00$ | 0．84407E－02 | 0． $92210 \mathrm{E}-02$ | 0． $23460 \mathrm{E}+00$ | 0． $11151 \mathrm{E}+00$ | 0． $44232 \mathrm{E}+00$ |
| RUN 1D：EXP |  |  |  |  |  |  |
| O．10000E＋01 | C． $22708 \mathrm{E}+00$ | －12756E＋00 | 0．14019E +00 | 0．13697E +00 | 0． $24892 \mathrm{E}+00$ | 0．13068E＋00 |
| 0． $11330 \mathrm{E}+01$ |  | 0．85265E－01 | 0．93427E－01 | 0． $15061 \mathrm{E}+00$ | 0． $23834 \mathrm{E}+00$ | 0．18159E＋00 |
| O．12735E＋O1 | a．27105E＋00 | 0． $56317 \mathrm{E}-01$ | 0．61527E－01 | O． $16647 \mathrm{E}+00$ | 0． $21588 \mathrm{E}+00$ | 0． $23666 \mathrm{E}+00$ |
| O． $14263 \mathrm{E}+01$ | c．30097E＋00 | 0．36491E－01 | 0．39637E－01 | O．18405E +00 | －．18609E＋00 | 0． $29637 \mathrm{E}+00$ |
| O． $16050 \mathrm{E}+01$ | 0． $33800 E+00$ | 0．22530E－01 | －．24203E－01 | 0．20405E +00 | O． $15151 \mathrm{E}+00$ | 0． $36415 \mathrm{E}+00$ |
| O．17927E＋01 | 0． $37762 \mathrm{E}+00$ | 0． $14011 \mathrm{E}-01$ | 0．14834E－01 | 0．22523E +00 | 0．12005E +00 | 0． $42880 \mathrm{E}+00$ |
| 0．20073E：O1 | －4こ2このE＋00 | 0．84555E－02 | 0．88051E－02 | 0．25446E +00 | 0．91454E－01 | 0． $48674 \mathrm{E}+00$ |
| RUN ID：EXO |  |  |  |  |  |  |
| O．10000EPD1 | 0． $2 \times 2 \mathrm{c}$（08E＋00 | O．12756E＋ 00 | 0． $14019 \mathrm{E}+00$ | 0．13697E＋00 | 0．24892E +00 | 0． $13068 \mathrm{E}+00$ |
| O．112．28E＋ 01 | 0．2856，9E＋00 | O．10554E＋00 | O．10937E＋00 | O． $16535 \mathrm{E}+00$ | 0．26050E +00 | O． $19476 \mathrm{E}+00$ |
| 0．12622E＋01 | －．3526ここた＋00 | 0． $87026 E-01$ | 0．85742E－－01 | 0． $19339 E+00$ | 0． $25135 E+00$ | 0． $27801 \mathrm{E}+00$ |
| 0． $14157 \mathrm{E}+01$ | 0．42079E＋00 | 0．67485E－01 | 0． $64343 \mathrm{E}-01$ | 0． $22156 \mathrm{E}+00$ | 0． $22247 \mathrm{E}+00$ | 0． $36050 \mathrm{E}+00$ |
| O．15889E＋01 | 0．49471E＋00 | O． $49272 \mathrm{E}-01$ | 0．44803E－－01 | －．25742E +00 | 0．18749E＋00 | 0． $44148 \mathrm{E}+00$ |
| 0． $17844 \mathrm{E}+01$ | 0．57236E＋00 | 0．34762E－01 | 0．29676E－01 | 0． $30630 \mathrm{E}+00$ | O． $15754 \mathrm{E}+00$ | 0．51884E＋00 |
| 0．20001E＋01 | 0．64396E＋00 | 0．24569E－01 | 0．20095E－01 | 0． $37447 \mathrm{E}+00$ | 0． $13427 E+00$ | 0．58258E＋00 |



| TS | $\lambda_{21}$ | $\lambda_{22}$ | $\mathbf{\lambda}_{2} 3$ | $\boldsymbol{\Lambda}_{31}$ | $\lambda_{32}$ | $\lambda_{33}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RUN ID: $E$ X ${ }_{\text {d }}$ |  |  |  |  |  |  |
| O. 10000E +01 | c. $11136 E+00$ | 0. $15551 \mathrm{E}+00$ | 0. 11003E+00 | O. $11201 \mathrm{E}+00$ | O. $11055 \mathrm{E}+00$ | 0. $15642 \mathrm{E}+00$ |
| O. $11081 E+01$ | c. $91192 \mathrm{E}-01$ | 0. $15904 \mathrm{E}+00$ | O. 12728E+00 | 0.91475E-01 | O. 12765E+00 | 0. $15960 \mathrm{E}+00$ |
| 0.12482E +01 | 0. $74310 \mathrm{E}-01$ | 0. $16046 \mathrm{E}+00$ | O. 15097E +00 | 0.74369E-01 | O. 15117E +00 | 0.16048E +00 |
| 0. $14149 \mathrm{E}+01$ | c. $62102 \mathrm{E}-01$ | O. $16258 \mathrm{E}+00$ | 0. $17979 E+00$ | 0. 62123E-01 | 0. $17994 E+00$ | 0. $16211 \mathrm{E}+00$ |
| O. 15960E+01 | C. S4083E-01 | 0. $16752 \mathrm{E}+00$ | 0. 21050E +00 | 0.54192E-01 | 0.21093E+00 | O. 16688E +00 |
| 0. 1764PE-O1 | 0. $49311 \mathrm{E}-01$ | O. $17437 E+00$ | -. $23812 \mathrm{E}+00$ | 0. $49527 E-01$ | O. 23905E +00 | 0. 173日2E +00 |
| 0.19188E+01 | 0. $46350 \mathrm{E}-01$ | 0.18197E +00 | 0. 26246E+00 | 0. $46644 \mathrm{E}-01$ | 0. $26390 \mathrm{E}+00$ | 0. 18161E+00 |
| RUN ID: EXP |  |  |  |  |  |  |
| O. 10000E+01 | 0. 11136E+00 | 0. $15551 \mathrm{E}+00$ | 0. $11003 E+00$ | 0. $11201 \mathrm{E}+00$ | O. $11055 \mathrm{E}+00$ | 0. $15642 \mathrm{E}+00$ |
| O. $11330 \mathrm{E}+01$ | 0. B9377E-01 $^{\text {a }}$ | 0. 16134E+00 | O. $13237 E+00$ | 0.89647E-01 | 0.13263E+00 | O. 16189E+00 |
| 0. $12735 \mathrm{E}+01$ | 0.76251E-01 | 0. 16440E +00 | O. $15596 \mathrm{E}+00$ | 0.76346E-01 | O. 15589E+00 | 0. $16439 \mathrm{E}+00$ |
| O. 14262E+01 | 0. $68666 \mathrm{E}-01$ | 0. 1682de +00 | 0. 18122E+00 | 0. $68799 \mathrm{E}-01$ | O. 18095E +00 | 0. $16771 \mathrm{E}+00$ |
| 0. 16050E+01 | 0. $64754 \mathrm{E}-01$ | 0. 17468E +00 | 0. 00000E +00 | 0.65069E-01 | 0. $20967 E+00$ | 0. 73930E-01 |
| 0. 17927E+01 | 0. $83661 E-01$ | O. 18325E +00 | 0. $23804 \mathrm{E}+00$ | 0.64272E-01 | 0. $23864 \mathrm{E}+00$ | 0. 18244E+00 |
| 0. 20073E +01 | c. 64340E-01 | 0. $19453 \mathrm{E}+00$ | 0. $26826 E+00$ | 0.65252E-01 | 0. $26990 \mathrm{E}+00$ | 0. 19398E +00 |
| RUN ID: EXO |  |  |  |  |  |  |
| O. 10000E+01 | 0. $11136 E+00$ | 0. $15551 \mathrm{E}+00$ | 0. $11003 \mathrm{E}+00$ | O. $11201 \mathrm{E}+00$ | O. $11055 \mathrm{E}+00$ | 0. 15642E+00 |
| 0. 11228E +01 | 0. 10701E+00 | 0. $1793.1 \mathrm{E}+00$ | O. $14131 \mathrm{E}+00$ | 0. $10791 \mathrm{E}+00$ | 0. 14077E+00 | 0. $18099 \mathrm{E}+00$ |
| O. 12622E +01 | a. $111351=+00$ | 0. 19800E+00 | O. $17058 \mathrm{E}+00$ | 0.11159E+00 | 0. $16831 E+00$ | 0.19928E +00 |
| 0.14157E+01 | 0. $11836 E+00$ | 0. $21496 \mathrm{E}+00$ | 0. $20089 E+00$ | 0. 11789E+00 | O. $19778 \mathrm{E}+00$ | 0. $21541 \mathrm{E}+00$ |
| 0. $15889 \mathrm{E}+01$ | 0. 12653E+00 | 0. $23318 \mathrm{E}+00$ | 0. $23501 \mathrm{E}+00$ | 0. 12726E+00 | 0. $23364 \mathrm{E}+00$ | 0.23402E+00 |
| O. 17844E+01 | 0. $13441 \mathrm{E}+00$ | 0. $25363 \mathrm{E}+00$ | 0. 27231E+00 | O. 13773E+00 | 0. $27596 \mathrm{E}+00$ | 0. 25626E +00 |
| 0. 20001E+01 | 0. $141441 \mathrm{E}+00$ | 0. $27564 \mathrm{E}+00$ | 0. $30967 \mathrm{E}+00$ | 0.14617E+00 | 0. $31861 \mathrm{E}+00$ | 0.2794日E +00 |



$\begin{array}{lllllll}0.10000 E+01 & \text { C. } 00000 E+00 & 0.15000 E-01 & -0.17333 E+00 & 0.89242 E+00 & 0.15369 E+01 \\ 0.97163 E+00 & 6.16335 E+00 & 0.14701 E-01 & -0.17839 E+00 & 0.55523 E+00 & 0.73185 E+00 \\ 0.93318 E+00 & 0.38549 E+00 & 0.14291 E-01 & -0.19574 E+00 & 0.34507 E+00 & 0.33634 E+00 \\ 0.88222 E+00 & 0.67953 E+00 & 0.13740 E-01 & -0.19648 E+00 & 0.21997 E+00 & 0.15691 E+00 \\ 0.81386 E+00 & 0.10739 E+01 & 0.12986 E-01 & -0.21298 E+00 & 0.14428 E+00 & 0.75610 E-01 \\ 0.73021 E+00 & 0.15565 E+01 & 0.12037 E-01 & -0.23738 E+00 & 0.10135 E+00 & 0.40077 E-01 \\ 0.63157 E+00 & 0.21254 E+01 & 0.10674 E-01 & -0.27445 E+00 & 0.77342 E-01 & 0.23586 E-01 \\ 0.53214 E+00 & 0.26992 E+01 & 0.96452 E-02 & -0.32573 E+00 & 0.66383 E-01 & 0.16305 E-01 \\ 0.43775 E+00 & 0.36437 E+01 & 0.84130 E-02 & -0.39596 E+00 & 0.63404 E-01 & 0.13045 E-01 \\ 0.35095 E+00 & 0.37445 E+01 & 0.72071 E-02 & -0.49390 E+00 & 0.66573 E-01 & 0.11798 E-01 \\ 0.31079 E+00 & 0.39762 E+01 & 0.66194 E-02 & -0.55772 E+00 & 0.70542 E-01 & 0.11691 E-01 \\ 0.27504 E+00 & 0.41625 E+01 & 0.60766 E-02 & -0.63022 E+00 & 0.76037 E-01 & 0.11870 E-01\end{array}$
$0.89242 \mathrm{E}+00$
$0.73055 \mathrm{E}+00$
$0.60546 \mathrm{E}+00$
$0.51170 \mathrm{E}+00$
$0.44728 \mathrm{E}+00$
$0.40852 \mathrm{E}+00$
$0.39756 \mathrm{E}+00$
$0.41270 \mathrm{E}+00$
$0.45471 \mathrm{E}+00$
$0.52353 \mathrm{E}+00$
$0.54488 \mathrm{E}+00$ $\begin{array}{ll}0.15000 E-01 & -0.86667 E+00 \\ 0.14307 E-01 & -0.92728 E+00 \\ 0.13502 E-01 & -0.10072 E+01 \\ 0.12572 E-01 & -0.11153 E+01 \\ 0.11533 E-01 & -0.12616 E+01 \\ 0.10354 E-01 & -0.14716 E+01 \\ 0.91499 E-02 & -0.17560 E+01 \\ 0.80006 E-02 & -0.21272 E+01 \\ 0.69168 E-02 & -0.26189 E+01 \\ 0.59699 E-02 & -0.32319 E+01 \\ 0.57567 E-02 & -0.34043 E+01\end{array}$ C. $100000 E+00$
$0.15422 E-01$
$0.16101 E+00$
$0.2572 E+00$
$0.36119 E+00$
$0.47439 E+00$
$0.58438 E+00$
$0.69 .374 E+00$
$0.71201 E+00$
$0.64443 E+00$
$0.86010 E+00$

 -






$c-3$


| $T S$ | $\lambda_{21}$ | $\wedge_{22}$ | $\lambda_{23}$ | $\boldsymbol{\lambda}_{31}$ | $\lambda_{32}$ | $\lambda_{3} 3$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RUN ID：CIIH |  |  |  |  |  |  |
| O．10000E＋01 | 0．16104E +00 | 0．20633E＋00 | O． $14089 \mathrm{E}+00$ | O．16124E＋00 | 0．14066E +00 | 0． $20618 \mathrm{E}+00$ |
| $0.84646 E+00$ | 0．13606E +00 | 0．19921E＋00 | O． $14415 \mathrm{~F}+00$ | O． $13618 \mathrm{E}+00$ | 0． $14384 \mathrm{E}+00$ | 0．19902E +00 |
| 0． $70600 E+00$ | 0． $113 \mathrm{B4E}+00$ | O．18991E＋00 | 0． $14788 \mathrm{E}+00$ | D． $11388 \mathrm{E}+00$ | 0． $14744 \mathrm{E}+00$ | 0．18963E＋00 |
| 0． $5716 \angle \mathrm{E}+00$ | 0．93306E－01 | O．17806E +00 | 0． $15234 E+00$ | 0． $93274 \mathrm{E}-01$ | 0． $15174 \mathrm{E}+00$ | 0． $17764 \mathrm{E}+00$ |
| 0．50043E＋00 | 0．82745E－01 | 0．17053E +00 | 0． $15515 \mathrm{E}+00$ | 0．82681E－01 | 0． $15444 \mathrm{E}+00$ | O．17002E＋00 |
| 0． $43481 \mathrm{E}+00$ | 0．73230E－01 | O．16284E＋00 | O．15日05E＋00 | 0． $73141 \mathrm{E}-01$ | 0．15723E +00 | 0．16225E＋00 |
| 0． $37429 \mathrm{~F}+00$ | 0． $64637 E-01$ | 0． $15516 \mathrm{E}+00$ | 0．16101E＋00 | 0． $64534 \mathrm{E}-01$ | 0． $16007 \mathrm{E}+00$ | O． $15450 \mathrm{E}+00$ |
| 0．32034E＋00 | 0． $57116 E-C 1$ | O．14790E＋00 | 0． $16384 \mathrm{E}+00$ | 0．57011E－01 | 0．16281E＋00 | 0． $14720 \mathrm{E}+00$ |
| 0．27756E＋00 | 0．5123OE－01 | O．14192E +00 | 0．16620E＋00 | 0．51137E－01 | 0． $16511 \mathrm{E}+00$ | 0．14121E＋00 |
| RUN ID：IIDC： |  |  |  |  |  |  |
| O．10000E＋01 | O．16104E＋00 | 0．2．0633E＋00 | 0．140日9E +00 | O．16124E＋00 | 0．14066E +00 | 0． $20618 \mathrm{E}+00$ |
| O．92854E＋00 | 0． $15073 \mathrm{E}+00$ | 0．20605E＋00 | 0． $14433 \mathrm{E}+00$ | O．15082E +00 | 0． $14417 \mathrm{E}+00$ | 0．20588E＋00 |
| 0．85405E＋00 | －14012E＋00 | －． $20450 \mathrm{E} \cdot 00$ | O． $14758 \mathrm{E}+00$ | O． $14011 \mathrm{E}+00$ | O． $14748 \mathrm{E}+00$ | 0．20432E＋00 |
| 0． $77414 \mathrm{E}+00$ | 0 12891E＋00 | 0．20140E＋00 | 0． $15066 \mathrm{E}+00$ | O．12882E +00 | 0．15062E +00 | 0． $20117 \mathrm{E}+00$ |
| 0． $6947 \mathrm{EE}+00$ | 0． $11795 \mathrm{E}+00$ | 0． $19684 \mathrm{E}+00$ | O． $15330 \mathrm{E}+00$ | 0． $11781 \mathrm{E}+00$ | 0．15328E +00 | 0． $19654 \mathrm{E}+00$ |
| 0．61429E＋DO | －10706E＋OO | 0．19072E +00 | －． $15550 \mathrm{E}+00$ | 0．10685E +00 | 0． $15546 \mathrm{E}+00$ | 0．19033E +00 |
| 0． $53816 E+00$ | 0 967446E－01 | O．18355E＋00 | O． $15710 \mathrm{E}+00$ | 0．96715E－01 | 0． $15699 \mathrm{E}+00$ | 0．18305E＋00 |
| 0． $45126 \mathrm{E}+00$ | O．a5b60E－01 | O． $17379 E+00$ | 0． $15831 \mathrm{E}+00$ | 0． $85409 \mathrm{E}-01$ | －．15802E +00 | 0． $17315 E+00$ |
| 0．37549E＋00 | 0．76056E－01 | 0．16398E +00 | O．1587日e +00 | 0．75802E－01 | 0．15823E +00 | O．16320E +00 |
| 0． $31184 E+00$ | 0．68107E－01 | 0． $15489 E+00$ | 0． $15874 \mathrm{E}+00$ | 0．67881E－01 | 0． $15791 \mathrm{E}+00$ | O． $15401 \mathrm{E}+00$ |
| 0．26094E＋00 | 0． $61765 E-01$ | 0． $14711 \mathrm{E}+00$ | 0．15845E +00 | 0．61598E－01 | 0． $15740 \mathrm{E}+00$ | 0． $14623 \mathrm{E}+00$ |
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