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ABSTRACT 

Computational procedures for improving the  reliability of human operator describing 
funct ions a r e  described Special attention is given t o  t h e  estimation of s tandard e r rors  
associated with mean operator  gain and phase shift as  computed from an  ensemble of 
experimental t r ia ls  This analysis pertains t o  experiments using sum- of -sines forcing 
functions Both open-loop and closed-loop measurement environments a re  considered 

INTRODUCTION 

Linear analysis of human operator  response behavior is complicated by the  presence 
of operator  "remnant"; i .e. ,  by response components t h a t  cannot  be related t o  the 
input  signal by a time-invariant linear process. Remnant may ar ise  from a multiplicity 
of sources ,  such  as  nonlinearities in t h e  response strategy, time variations in the  
l inear aspect of t h e  response s t ra tegies ,  and purely stochastic -response behavior. 

Experiments designed t o  measure and model operator behavior in closed-loop control 
tasks  have made considerable use of external forcing functions constructed as sums of 
sinusoids. This technology has  recently been applied t o  the  measurement of 
physiologic response as well. 

Among t h e  potential  advantages of t h e  sum-of-sines (SOS) technique are:  

1. Describing functions can be obtained without averaging cross-spectral  
quantities. 

2. Concentration of input power a t  a few select  frequencies enhances t h e  
reliability of the  describing function measurements a t  those frequencies. 

3. Estimation of remnant power is enhanced 

4. Comparison of spectral  estimates a t  input and non-input frequencies 
provides a n  indication of t h e  reliability of the  describing function estimate. 

SOS techniques can yield reliable performance estimates over a relatively wide 

31.1 

https://ntrs.nasa.gov/search.jsp?R=19860023535 2020-03-20T13:13:25+00:00Z
brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by NASA Technical Reports Server

https://core.ac.uk/display/42839581?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


frequency bandwidth for idealized laboratory tasks  in which a high bandwidth system 
is controlled and in which t h e  operator is paying close at tent ion t o  t h e  tracking t a s k  
[ 11. Measurement bandwidth may be seriously reduced, however, when t h e  tracking 
dynamics contain significant lags or  delays [ Z ] ;  when t h e  operator  is involved in an 
operational task,  or in a realistic simulation thereof,  requiring attention t o  tasks  
other  t h a n  continuous control [ 3 ] ,  or when measurements a re  made of inherently 
"noisy" physiologic response mechanisms such as  evoked electrocortical  response [4,5]. 
In these si tuations ensemble averaging procedures  a r e  required t o  maximize t h e  
bandwidth over which reliable performance estimates can be obtained. 

The purpose of this art icle is t o  suggest a particular method for computing t h e  
average operator  describing function from an  ensemble of experimental tr ials,  and for 
estimating the  reliability of t h e  ensemble mean, in both open-loop and closed-loop 
measurement environments. Compared t o  analysis methods used in t h e  recent past  by 
this  author  and others ,  t h e  methods suggested here  a r e  expected t o  increase t h e  
bandwidth over which reliable performance measures can be obtained 

The method suggested h e r e  makes use of tr ial-to-trial  variations in the  describing 
function t o  determine t h e  reliability of t h e  describing function estimates. This method, 
of course,  requires t h a t  a number of experimental replicates be obtained. If there  a r e  
only a few replicates -- or  only a single t r ia l  -- reliability must be determined from 
remnant measurements a s  outlined above. 

The following discussion is confined t o  experiments using SOS inputs.  The reader  is 
directed t o  two review articles [6,?] for a more detailed discussion of SOS analysis 
techniques,  and for a comparison of SOS with alternative techniques for identifying 
operator  response parameters.  

CURRENT PRACTICE 

Given sufficient time for t ransients  t o  damp out ,  a noise-free l inear system driven 
by a sum-of-sines (SOS) input will respond only a t  frequencies contained in t h e  
forcing function Describing function estimates, therefore,  a r e  obtained only a t  input  
(I  e ,  S O S )  frequencies Conversely, system response power at non-input frequencies is 
defined a s  "remnant" 

Experimental d a t a  a r e  usually digitized f o r  either online o r  offline analysis by digital 
computer. The resul tant  time histories, then ,  a r e  sampled, and analysis techniques 
appropriate t o  sampled d a t a  a r e  employed. Discrete Fourier transform (DFT) techniques 
a r e  employed t o  compute Fourier coefficients of relevant time histories, and t o  
compute estimates of power spectra  (actually, squared magnitudes of Fourier 
coefficients). 

The following procedure h a s  often been used to estimate human operator describing 
functions and  remnant: 

1. By means of t h e  DFT, compute Fourier coefficients for the  time histories 
representing the operator 's  input (e.g., tracking er ror )  and output (e.g., 
control response). 

2. A t  each SOS frequency, compute the  estimate of t h e  operator 's  describing 
function as the  (complex) ratio H of t h e  Fourier coefficient of the output  
signal t o  t h e  Fourier coefficient of t h e  input signal. Express this  estimate 
in terms of "gain" and  "phase shift", where 
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G a i n  = 1 0  l o g  ( ] H I 2 )  dB 

-1  P h a s e  = 5 7 . 3  t a n  ( I m { H ) / R e ( H ) )  d e g r e e s  

3 .  Compute the  "spectra" for t h e  input and output  signals a s  the  magnitude- 
squared of t h e  Fourier coefficients. 

4 .  For both the  input and  output  signals, compute the average remnant power 
in a small frequency band about each SOS frequency. Assume the  remnant 
power varies smoothly with frequency, and consider this average power to be 
a n  estimate of t h e  remnant power a t  t h e  corresponding SOS frequency. 

5. Compute signal-to-noise (S/N) ratios for both signals by dividing t h e  power 
actually measured a t  a given SOS frequency by t h e  estimated remnant power 
a t  t h a t  frequency. If t h e  S/N ratios for both input and response signals a r e  
above some criterion level (typically, 6 o r  7 dB) a t  a given SOS frequency, 
consider the  corresponding describing function estimate computed in Step 2 
t o  be valid. If t h e  S / N  for either t h e  input  o r  the  output signal falls below 
t h e  cri terion, w e  conclude t h a t  a valid describing function cannot be 
obtained et t h a t  particular frequency. 

The above procedure is  a reasonable one t o  follow when considering a single 
experimental tr ial ,  a s  it prevents t h e  acceptance of a describing function estimate 
t h a t  is likely t o  be seriously corrupted by operator  remnant. When performing 
experiments with human tes t  subjects, however, we generally attempt t o  improve 
measurement reliability by ensemble-averaging t h e  results from a number of 
replications of a given tes t  condition. 

To compute ensemble statist ics of the  operator describing function, we f i rs t  compute 
t h e  describing function (in terms of gain and phase) for each experimental tr ial ,  
retaining only those measurements considered valid by t h e  signal-to-noise tes t  
Using only these valid measurements, we t h e n  compute t h e  mean and s tandard 
deviation of t h e  gain, and t h e  mean and s tandard  deviation of t h e  phase shift a t  each 
SOS frequency 

While this method is straightforward, i t  is deficient in a number of respects.  First, i t  
t e n d s  t o  be pessimistic in t h a t  i t  t e s t s  the  reliability of each individual measurement 
r a t h e r  t h a n  of t h e  ensemble mean. As a resul t ,  cer ta in  measures a r e  unnecessarily 
discarded. Second, it may yield a frequency response curve t h a t  h a s  an  inconsistent 
d a t a  base.  That is, measurements will be retained from all experimental tr ials a t  
frequencies where remnant is relatively small, whereas measures from only a subset of 
t r ia l s  will generally be retained a t  frequencies where remnant is significant. Finally, 
th i s  method tends t o  overestimate t h e  mean gain, because it retains measurements 
where remnant power has tended t o  reinforce t h e  input-correlation portion of t h e  
response,  and it discards measurements where remnant has tended t o  counteract t h e  
input  correlated component. 
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The analysis methodology described in the  remainder of this  document circumvents 
these par t icular  difficulties by using all the  available da ta  t o  compute the  ensemble 
mean, and then  directly estimating the  reliability of the  mean. Thus, one retains o r  
re jects  all t h e  describing function da ta  a t  a given SOS frequency 

KEY ASSUMPTIONS AND RELATIONSHIPS 

Before proceeding with t h e  development of t h e  describing function analysis 
techniques,  we first make certain assumptions concerning the  nature  of operator 
remnant,  and  we then present  cer ta in  mathematical resul ts  tha t  a re  used in t h e  
subsequent development. 

Remnant 

The following discussion concerns Fourier coefficients of t h e  remnant processes as  
might be determined by a DFT. In general, a number of experimental tr ials are 
analyzed and ,  for each trial  and each signal analyzed, remnant coefficients are 
computed at each DFT frequency. 

In general ,  a remnant-related DFT coefficient will be a complex number. Let 

Where R is a complex quantity having real p a r t  X and imaginary par t  Y, and "i" and 
"k" a r e  t h e  frequency and  ensemble (i.e., experimental replication) indices, 
respectively. 

The following key assumptions a r e  made concerning the  remnant process: 

Assumption 1: Remnant is linearly uncorrelated with external  signals and system 
functions.  

AssumDtion 2: The Fourier coefficients a r e  zero-mean Gaussian variables. Thus 

where is t h e  expectation operator 

Assumption 3 ) :  The real  and  imaginary components of R a r e  linearly uncorrelated 
across  frequency and across  replications: Thus, 
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Assumption 4: The autocovariance of the real  p a r t  is equal t o  the autocovariance of 
the  imaginary par t .  The real and imaginary par t s  of the Fourier coefficient a re  
otherwise uncorrelated across frequencies and across replications. Thus 

i f j o r  k f R P 

where 

Assumption 5: The remnant process is a smoothly-varylng function of frequency. 
The spectrum contains no "spikes" 
considered locally stationary over 
mathematically, 

for all values of k and 1 and for i 

o r  "holes", and thk power density 
any sufficiently narrow frequency 

"close" t o  j .  

spectrum may be 
band. Expressed 

In s u m m a r y ,  the  remnant is assumed t o  be a zero-mean Gaussian process whose real  
and imaginary coefficients have zero cross-correlation, zero covariance across  
frequency and replication, and equal autocovariance. We shall refer t o  this process a s  
a "stationary incoherent" process, as i t  implies tha t  remnant power is statistically 
constant ,  whereas phasing is randomly distributed between 0 and Z v  across 
frequencies and across replications. 

Other  t h a n  f o r  l o c a l  s t a t i o n a r i t y ,  we make no assumptions concern ing  t h e  
f requency  shaping  of t h e  remnant p r o c e s s .  
w i l l  b e  non-white, and t h e  f requency dependencey w i l l  depend on t5e i n t e r i l a l  
s t a t e  of  t h e  o p e r a t o r  and on t h e  e x t e r n a l  t a s k  environment .  

I n  g e n e r a l ,  t h e  remnant p r o c e s s  
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Key Relationships 

The following key relationships, which follow from the assumptions stated above and 
f r o m  the properties of linear systems, form the basis of the error  analysis to  follow. 

1 Linear Transformation of the Remnant 

A Fourier coefficient obtained by transforming the remnant coefficient by a linear 
system is a stationary incoherent variable. Thus if 

€ 
F = A R = X  + j Y  

€ 

where A is the system function (at a given frequency) of some linear process, then 

and 

2. Effects of Averaging 

The Fourier coefficient obtained by averaging multiple samples of linearly 
transformed remnant is a stationary incoherent variable, with variance reduced by the 
number of samples. Let 

= x- f + jy.- € 

then 

and 
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3. Error  Analysis of Gain and Phase Estimates 

Let 

H = H ~ - ( ~ + R I )  
0 

where H is t h e  describing function (or  average describing function) measured in some 
experiment, Ho is t h e  "true" describing function t h a t  one wishes to  estimate, and R '  is 

a s ta t ionary incoherent noise process (typically, the operator 's  remnant R linearly 
transformed and averaged), such t h a t  

We define t h e  operatlons of computing gain and phase a s  follows: 

d B  2 G(H) lO*Log(lHI ) 

d(H) = 57. 3 tan ( I m ( H } / R e { H ) )  . degrees -1 

2 
If Or<< 1, t h e  following approximations (see t h e  Appendix) may be used for estimating 
the 'ga in  and phase and their  s tandard e r rors .  

6 .60  

signify estimation and estimation e r ror ,  where t h e  symbols A ' I  

respectively. Note tha t  a fixed relationship obtains between the  estimation e r r o r s  
(i .e. ,  s tandard  e r r o r )  for gain and phase. '  

and ! I  - I t  

'The number 6 .14  is a three-digit approximot ion  t o  /2*10*log(e); the number 40.5 is  an 
approximation t o  (180/7T) / / 2 .  
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ANALYSIS OF OPEN-LOOP SYSTEMS 

We define an  "open-loop" measurement environment a s  one in which t h e  system to be 
investigated is driven by an  external  forcing function whose charactl?ristics can  be 
controlled and measured exactly. With respect t o  human operator  response,  t h e  
measurement of a physiologic response such as  a visually-evoked electrocortical 
response [4] falls into this category. A block diagram of such a system is given in 
Figure 1, where E represents  t h e  Fourier coefficient of the  external  input (or "error"),  
C t h e  Fourier coefficient of the  system response, H the  linear system function t o  be 
estimated, and R the  Fourier coefficient of the  remnant added t o  the linear portion of 
t h e  system response.  The goal of analysis procedure is, t o  estimate the gain and 
phase shift of the  describing function H, and t o  estimate t h e  associated s tandard  
e r r o r s .  

R 
I 
I 

P +  
1 
! 

i 

E Y 

Figure 1: Block Diagram of t h e  Open-Loop Measurement Situation 

A t  non-SOS frequencies, t h e  response C will consist simply of remnant. A t  SOS 
frequencies,  t h e  response will consist of the  sum of remnant plus an input-correlated 
component. Thus, a t  input  frequencies; 

C = HOE + R 

We assume t h a t  E is statistically s ta t ionary for a given SOS frequency. That is 

for all n. In general, however, t h e  phasing of E will vary from trial-to-trial. 

Let H,, be t h e  describing function ( a complex number) measured on t h e  nth  
experimental t r ia l  for some SOS frequency. Thus 
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The describing function may be expressed equivalently a s  

H n = H 0 + ii = H ~ ( I + ~ ~ / H ~ )  

- 
where H = R/E. Since R is (by assumption) an  incoherent random process, H, is (by 
assumption) a constant ,  and E is (by design) a complex number having a fixed 
magnitude, the processes fi and fi /Ho a r e  also s ta t io  a r  y incoherent process e s 

Because-we a r e  considering stationary incoherent process,  s ta t is t ics  of t h e  complex 
variable H/Ho may be computed the  same way one would compute s ta t is t ics  for a 
Gaussian random variable Specifically, an  unbiased estimate of the population mean is 
the  experimental sample mean, and an unbiased estimate of t h e  population variance 
may b e  computed as  the  ensemble sum of t h e  magnitude-squared, minus t h e  sum of 
squared magnitude of the  experimental mean, divided by the number of samples minus 
one Thus A - 

h = H  
0 

r 1 

where 
average squared magnitude. 

is the  empirical average of H over t h e  N experimental tr ials and I H I 2is the  

Since the  averaging process reduces the  variances by 1/N, t h e  estimated variance of 
t h e  e r r o r  in t h e  mean describing function (i.e.,  t h e  s tandard e r ror )  is 

1 
u2 = -  

*/H0 N- 1 

12 where IRl2is taken a s  an  estimate of IH, 1. 

2 
If we define ofi/po as  G:- , then,  from the  relationships of (1) developed earlier,  

we obtain t h e  following expressions for t h e  estimated mean gain and phase,  and 
associate d s tandard  e r r or  s 

31.9 



Since the mean-squared value of a quantity is never less than the square of the 
sample mean, the expression for 0 ;  is guaranteed to  be mathematically well- 
behaved in that  the quantity to be square-rooted is always non-negative. 

In the case where one has a sufficient number of experimental replications. (say, 
more than four), the following procedure is recommended for estimation of describing 
functions a t  each SOS frequency: 

1. Compute the describing function f o r  each replicate. 

2. Average the describing function measurements (as complex coefficients) 
across trials. 

3. Compute the estimated gain and phase shift from the average (complex) 
describing function. 

4. Estimate the standard errors  of the gain and phase estimates from the  
relationships given above. 

5. Accept the gain and phase estimates as "valid" if the standard e r ror  for 
gain is below some criterion level (say, 2 or 3 dB); otherwise, reject t he  
estimates as "invalid". 

There a re  two reasons for testing the estimated standard error  against some 
criterion for validity. First, a large standard error  would tend t o  render the 
estimated gain and phase of minimal usefulness f o r  further analysis (such as  averaging 
with the results of other tes t  subjects, o r  for performing model analysis). Second, the  
procedures given here f o r  estimating standard errors  are  valid only i f  these errors  
a re  relatively small. Thus, if we compute a relatively large standard error ,  we are  in 
doubt not only about the mean gain and phase, but we are also unsure of the  
reliability of these estimates. 

ANALYSIS OF CLOSED-LOOP SYSTEMS 

A closed-loop system is defined diagrammatically in Figure 2. In this situation, the 
input E to the system of interest is not an independent variable, but a linear function 
of an external SOS input I and the system response C.  Again, the operator's response 
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is assumed to  contain a component linearly related t o  his input,  plus a remnant 
component. A minus sign IS associated with H, in Figure 2 t o  conform t o  t h e  
conventions used when analyzing systems with negative feedback. 

r 
! 
4 
F I I '  I 
U 

L 

Figure 2: Block Diagram of t h e  Closed-Loop Measurement Situation 

The t ransfer  function T is included in t h e  system diagram t o  allow general treatment 
of t h e  external SOS forcing function I .  For example, T is  unity when I is a simple 
command o r  ta rge t  input,  whereas T is equivalent t o  t h e  vehicle t ransfer  function V 
when t h e  input is  added directly t o  t h e  operator 's  control resp'onse. On the  other  
hand ,  i f  t h e  system to be analyzed consists of a simulated flight task with gusts 
interact ing in an  aerodynamically realistic fashion, t h e  t ransfer  function T will be 
ne i ther  V nor  unity. 

Again, the  measurement goal is t o  obtain an  estimate of the  operator 's  describing 
function H,, expressed in terms of gain and phase,  and to  estimate t h e  associated 
s tandard  e r rors .  The situation is complicated, however, by the  fact  tha t  t h e  input t o  
t h e  operator  is not an  independent variable under t h e  complete control of the  
experimenter,  but  is determined in par t  by the closed-loop system response and is 
therefore  corrupted by operator  remnant.  

From Figure 2 we derive t h e  following relationships between the  "error" and 
"control" signals (i.e., input and output  t o  the human operator)  and the  independent 
forcing function: 

T V 
A A 

E = - I + - R  

where 

A = 1 + Hov 
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If we were t o  compute the  operator 's  describing function from a single experimental 
t r ia l ,  we would obtain 

R I- - C 0 .  H T I  
VR 1 + -  E 
TI 

HO 
H E - - =  

Because remnant appears  in both t h e  denominator and numerator terms, ensemble- 
averaging the  describing function estimates computed in this  manner will not  
necessarily reduce t h e  measuremenf e r r o r  due t o  remnant In t h e  case of sufficiently 
large remnant, t h e  describing function computed as shown above will be approximately 
t h e  negative inverse of t h e  vehicle dynamics -- not the  desired quantity Hg -- no 
matter how many replications a r e  averaged 

An alternative approach is t o  perform the  averaging process before performing t h e  
division. This can be accomplished by using the  following average cross-power 
coefficients 

where the  overstrike represents  an  average computed over N experimental replications. 
As t h e  input power is  assumed t o  be stationary across  replicates, average input power 
is equal t o  the  input  power a t  any replicate (for a given SOS frequency). 

We now compute t h e  average (complex) t ransfer  function from t h e  average cross- 
spectral  components as. 

- /c 

Ho - 

- 
C I  * 
- 
E I *  

H 
0 - 

V R I *  1 + -  
T11I2 

The expression for t h e  estimated t ransfer  no longer contains t h e  "raw" remnant 
signal, bu t  ra ther  t h e  average of the  cross-correlation of the  remnant with the 
external  forcing function. Because t h e  remnant is, by definition, theoretically 
uncorrelated with t h e  forcing function, t h e  e r ror  due t o  remnant will t end  toward zero 
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as  t h e  number of replicates increases,  even when t h e  remnant power is relatively 
large.  

The following effective "remnant variance", derived in the appendix, is needed for 
estimating s tandard e r r o r s  

where averaging operations a r e  performed across an  ensemble of N experimental tr ials 
The third term in the  above expression accounts  for the  linear correlation (through 
t h e  vehicle dynamics) between t h e  remnant-related components of the  e r ror  and 
control  signals. The square 
root of the  above quantity is used t o  compute t h e  following s tandard e r rors  

2 The variance term o r ,  is guaranteed t o  be non-negative 

0- = 6.14 or' dB 
G 

0; = 40.5 o r' 6.60 ili degrees  

The following procedure is recommended for estimating operator describing functions 
obtained from a closed-loop control environment: 

1. For a given SOS frequency, compute the  cross-power coefficients CI* and 
EI*, and t h e  magnitude-squared of these complex coefficients, for each 
experimental t r ia l  in t h e  ensemble. 

2. Average the  cross-power coefficients a c E s  t h e  ensemble, and compute the 
average (complex) t ransfer  function as  -cI*,/ET. 

3 .  Compute t h e  gain and phase from t h e  average describing function computed 
in Step 2. 

4. Estimate t h e  s tandard  e r rors  of t h e  gain and phase estlmates as shown 
above. 

5. Discard measurements for which t h e  s tandard  error  of t h e  gain exceeds 
some allowable maximum level. 

DISCUSSION 

Modifications t o  cur ren t  methods for estimating human operator describing functions 
have been suggested. Although t h e  techniques proposed here  a r e  similar t o  those 
employed when inputs a r e  continuous in frequency, they are  not  generally employed 
when sum-of-sinusoids inputs a r e  used. 
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The key assumption underlying t h e  method is t h a t  operator  remnant is a "stationary 
incoherent" process - - t h a t  is ,  a zero-mean Gaussian process whose real  and  
imaginary DFT coefficients have zero cross-correlation, zero covariance across  
frequency and experimental replication, and equal autocovariance a t  a given 
frequency With this assumption, along with t h e  known properties of linear systems, 
we can compute approximations t o  t h e  estimation e r rors  for both gain and phase shift  

Some of the  key features  of t h e  method are  

1. Statist ics a re  performed on Fourier coefficients o r  ratios of Fourier 
coefficients; these s ta t is t ics  a r e  then transformed t o  the  amplitude ratio 
("gain") and phase-shift domain. 

2 For closed-loop systems, t h e  estimated average describing function is 
computed as  the  ratio of t h e  (a)  ensemble-averaged cross-power spectral  
densities between input and control response,  and (b) the  cross-power 
density between input and e r r o r  Describing function estimates a re  not  
directly computed for individual tr ials For open--loop systems, however, t h e  
average describing function is computed by averaging t h e  describing 
function computations for individual tr ials 

3 .  The s tandard  e r rors  of t h e  average gain and phase estimates a r e  computed 
as  transforms of t h e  s tandard  e r rors  of Fourier coefficients; they a re  not  
computed by first determining t h e  s tandard deviations of gain and phase and 
t h e n  normalizing by the  square  root of t h e  number of tr ials.  

4 Data from all experimental t r ia ls  a r e  used in computing t h e  describing 
function statist ics Reliability cri teria a r e  applied t o  t h e  resulting averages, 
not  t o  individual describing function estimates. 

5. The s tandard e r ror  associated with t h e  phase-shift estimate a t  a given 
measurement frequency is related by a known constant  t o  t h e  s tandard 
e r r o r  of t h e  corresponding gain estimate. 

The assumption behind this  proposed technique is t h a t  one is interested primarily in 
analyzing a given subject 's  average behavior. This is usually the  case when subjects  
have been t ra ined t o  asymptotic behavior, or where model analysis is t o  be performed. 
In this  case,  t h e  reliability of t h e  experimental mean (i.e.,  t h e  "standard error") is of 
d i rec t  concern,  not  t h e  reliability of measurements t h a t  might be obtained in 
individual experimental tr ials.  

If t r ial-to-trial  variations a r e  of interest ,  however, a s  might be the  case in s tudies  
of training effectiveness, i t  may b e  necessary t o  estimate operator  performance on 
single experimental tr ials,  using remnant-based methods for determining measurement 
reliability. 

The derivation of t h e  methods presented here  were motivated by difficulties in  
obtaining reliable estimates of describing functions for physiologic systems and  for  
pilot response behavior in simulations of operational situations. The method h a s  
recent ly  been used to  analyze visual evoked electrocortical responses,  [4,5] , and is 
contemplated for application t o  da ta  obtained from a simulated air-combat tracking 
t a s k  [ 7 ] .  
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APPENDIX 

Error  Analysis for Closed-Loop Describing Function 

In t h e  main tex t  we developed the following expression f o r  estimating describing 
functions in closed-loop control tasks.  

where H is t h e  estimated describing function a t  a given input frequency; 1,E, and C a r e  
t h e  complex Fourier coefficients of the  input,  e r r o r ,  and control signals, respectively; 
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and the  overstrike indicates ensemble averaging across  experimental replications. 
Note t h a t  the  average cross-power products a r e  obtained before t h e  ratio is taken.  

I t  is convenient t o  represent  t h e  computed average describing function a s  

- 
H = H ( l + r ’ )  

0 

where H is the ”theoretical” o r  “ t rue” describing function (i.e., t h e  describing function 
one would measure i f  t h e  opera tor  were totally linear, noise-free, and consistent) ,  and 
r‘  is t h e  deviation of t h e  empirical average from this  value. In t h e  following 
development we derive t h e  variance (expected squared magnitude) of t h e  complex 
quantity r’. 

To simplify the notation, we define the  following quantities: 

We now write the average cross-power spectral  quantities as  

The average describing function may then be represented a s  

If we assume tha t  “E’/Eb << 1,  t h e  above expression may be approximated as: 
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- 
T.T _ .  , -  N il (1 + C’/ C;- E’ /E; ) 0 

The ”measuremedt e r ror”  term r ’  is thus  identified a s  

- - 
r’ = C’/ C’ - E’/ E’ 

0 0 

-, 
Because t h e  quantit ies k’and C are ,  by assumption, “stationary incoherent” processes 
a s  defined in t h e  main text ,  the  e r ror  term r ‘  is also a s ta t ionary incoherent process. 

We cannot  measure t h e  e r r o r  quantities e and k.  In order t o  work with quantities 
t h a t  can be measured (or estimated from measured quantities), we use the  
relationships 

to  derive the  following equivalent expression for t h e  e r r o r  term: 

E’ - E’ 
0 

E 

C’ - c; 
r’ = - 

cO 0 

The expected magnitude-squared of the  e r r o r  term is thus  computed as  
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In terms of t h e  cross-power quantities computed from the  experimental data ,  t h e  
above expression may be written as 

Note t h a t  the  factor "N" has been dropped from the  numerator,  because the  variance 
of in te res t  is t h e  s tandard  e r r o r  of the mean, no t  t h e  trial--to-trial s tandard  
deviation. Also, the  empirical calculation of 1cT-l is used for IC ' I  ,etc.  

Ob 

Transformation from Complex t o  Gain/Phase Domain 

The methodology presented in this paper  requires t h a t  statist ics of t h e  describing 
function measures (mean and s tandard e r r o r  of the mean) be obtained in t h e  cornplex- 
number domain, then  transformed into t h e  gain/phase domain. This transformation is 
de rived bel ow. 

Let t h e  estimated average describing function (complex quantity) be expressed a s  

where H is the  "true" describing function and r '  is a s ta t ionary incoherent e r ror  t e r m  
having a variance as  derived above. Let X and Y represent  the  imaginary par t s  of r; 
t h e  above expression may be written as:  
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Gain Computation 

The gain G is defined a s  

where 

Go= 10 Log (H ) 

Ge= 4.34 Ln ( 1 + 2x + x2 + Y2) 
0 

We note  tha t  the  natural  logarithm of ( l + z )  may be expressed by t h e  ser ies  z - z2/2 
+ z 3 / 3  -(etc.). If X and Y a r e  Gaussian variables or  otherwise have symmetric 
s ta t is t ics ,  expected value of odd powers a r e  zero. I f ,  in addition, t h e  magnitude of t h e  
e r r o r  term is small compared t o  unity, we may ignore powers greated t h a n  2 when 
computing expected values Thus, 

G, = 2 X  + y 2  - x 2  
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Since X and Y a r e  assumed equi-variant, t h e  mean of t h e  e r ror  term is negligibly 
different from zero Therefore, performing t h e  "gain operation" on t h e  magnitude of 
the  average describlng function yields an  unbiased estimate of t h e  gain of t h e  "true" 
describing function 

If we drop terms higher t h a n  second-order, the variance (expected mean-squared 
magnitude) of t h e  e r r o r  term is approximately 

Noting t h a t  t h e  expected value of X is half the  expected magnitude-squared of t h e  
variable r ' ,  we obtain 

and  

Phase Computation 

The phase shift  of H may be expressed a s  
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where 

If w e  assume X,Y << 1, the  phase shift of the  e r r o r  term is approximately 

Y 

-- Y X +  X2 1 

Because X and Y a r e  assumed t o  be linearly uncorrelated,  t h e  expected mean e r r o r  is 
zero.  Thus, performing the  "phase operation" on t h e  average describing function 
yields an  unbiased estimate of t h e  average phase shift. If we square the  e r ror  term, 
ignore terms higher t h a n  second order ,  and take  the expected value (recalling t h a t  X 
and Y a re  equi-variate), we obtain 

0; = a2,/2 r rad2 

= ( 5 7 . 3 i 2  c7:,/2 deg2 

and 

Note t h a t  t h e  s tandard  e r r o r  o f  t he  phase bea r s  a f ixed  r e l a t i o n s h i p  t o  the  
s tandard  e r r o r  of t h e  gain.  
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