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FINAL REPORT

FOR

TRANSITION MIXING STUDY

NASA CONTRACT NO. NAS3-24340

SUMMARY

The Transition Mixing Study (TMS) was a two year program
to develop a computer model that can predict the flow field

in the transition liner of small gas turbine engines. A

Fortran code that meets all of the program requirements has
been assembled and used to analyze several flow situations

that contain characteristics similar to actual transition

liners and for which reasonably accurate experimental data
were available in the literature.

Based on the comparisons between measurements and

predictions, it can be concluded that the model produces good
qualitative results for all aspects of the flow. The results

obtained from some of the computations show that the turbu-

lence models, both k-E and Algebraic Reynolds Stress, sig-
nificantly underestimate the cross-stream diffusion.

The Transition Mixing Model (TMM) has also been used to
perform a numerical experiment that examined the effect of a

variety of parameters on the mixing process in transition
liners. Comparisons between different cases have illustrated

that geometries with significant curvature show a jet trajec-

tory drift toward the inner wall and weaker wake region vor-

tices for jets injected from the inner boundary rather than

the outer. These geometries also show decreased penetration

for jets injected along the inner boundary within the turning

portion of the liner. Also shown were the approximate

equivalency of angled slots and round holes and a technique

by which jet mixing correlations derived for rectangular

ducts can be applied to pipe geometries.
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1.0 INTRODUCTION

This report documents the NASA TMS, Contract No. NAS3-

24340, and presents the portion of the work undertaken by the

Garrett Turbine Engine Company (GTEC). The goals of the

program (described in Section 2.0) were to develop and assess

a computer program capable of analyzing the mixing process of

dilution jets and combustor mainstream gas within transition

liners. In Section 3.0, the various physical submodels are
described while in Section 4.0, the assessment of the model

against experiment data is presented. The program was then

used to perform a numerical experiment (described in Section

5.0) to determine the effect of several geometry and operat-

ing condition parameters on transition liner mixing rates.

Finally, Section 6.0 provides the conclusions derived from

the assessment procedure and the numerical experiment and
offers recommendations.

_CED_ PAL_ BLANK NOT F_U_I_
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2.0 BACKGROUNDAND OBJECTIVES

2.1 Background

In recent years, due to improvements in the manufactur-

ing technology of high temperature materials, emphasis has

been directed towards increasing the power-to-weight ratio

and lowering the specific fuel consumption (SFC) of aircraft

gas turbine engines. To accomplish this, higher pressure and

temperature levels in the engine cycles are employed. As a

result, the hot section components, the combustor, transition

liner and turbine, are required to operate in an increasingly
hostile environment.

The resulting high thermal loads have caused increased

durability problems for these components to the point that

they account for over 50 percent of all engine maintenance

items. Therefore, industry and government agencies have

initiated several efforts which aim to improve the capability

of designing hot section components with extended life --

among these is the TMS.

The transition liner, found on engines using a reverse-

flow combustor configuration, is the duct which connects the

exit of the combustor to the inlet of the first stage turbine

stator. With the current trend toward shorter engines and

therefore shorter combustors, the transition liner not only

must turn the flow direction by 180 degrees, but also effi-

ciently mix the dilution air with the hot mainstream gas.

Detailed understanding of the flow field in the transition

liner is essential to eliminate hot streaks from entering the

stator, thereby extending the stator durability.

Experimental investigations to characterize the mixing

in transition liners are becoming increasingly expensive. If

a computer model could be generated which accurately simu-

lated the transition liner flow, then various configurations

could be evaluated on the computer at less expense and with

much greater speed.

2.2 Objectives

The purpose of the TMS was to develop a computer model

which was capable of predicting the flow in transition liners

used on small reverse flow gas turbines. The model was to be

assembled from existing submodels which represented the best

available techniques and physical modeling. Minor improve-

ments in the submodels could be performed, however, it was

not within the scope of this study to develop substantially

different modeling techniques.

Several requirements on the capabilities of the result-

ing model were imposed.

5_|NTENIIONALLY 'BLANK



The model must:

o Be assembled from currently available codes with no

operational difficulties

o Solve the steady-state imcompressible flow equa-
tions

o Calculate 3-D isothermal turbulent,

subsonic flow fields

recirculating

o

o

o

Be capable of calculating density variation due to

temperature differences

Have the geometric flexibility to analyze planer,

axisymmetric and annular flow fields, including

arbitrary turn section shapes

Be capable of calculating flow fields in both

straight and turn section, with and without dilu-

tion air injection and flow area convergence

o Have the flexibility in the specification of the

axial location of the inlet boundary condition,

such that they may be in either a straight or con-

verging section, either upstream or downstream of
the dilution zone

o

o

o

o

o

o

o

Allow the independent specification of the dilution

jet inlet boundary conditions at each injection
location

Provide a fully elliptic flow calculation

Include a two-equation (k-£), or better, turbulence

model

Have the capability to calculate swirl velocity and

boundary layer effects

Include the capability to calculate film cooling

and backside cooling, with temperature or heat

transfer coefficient boundary conditions

Include the capability to analyze radiation effects

Be extendable to the calculation of reacting flows

A model which would meet the above requirements was to

be assembled and tested against experimental data taken for

flows that exhibit similar characteristics as transition

liners. Based on the results of the calculations, an assess-

ment of the model's capabilities would be made. The result-

ing model would then be used to perform a numerical experi-

ment that would identify the differences in the mixing pro-

cess in the curved transition liner as compared to straight

constant area or straight converging ducts.

6



3.0 /tNALYTICAL MODEL DESCRIPTION

In the following sections, a description of the physical

submodels contained within the program is provided. While it

is hoped that the text will provide insight into the opera-

tion of the submodels, it is emphasized that more detailed

descriptions are provided in the references. Therefore, it

is recommended that they also be consulted for a complete

understanding of the subject.

3.1 Introduction

The Transition Mixing Model (TMM) is based on the GTEC

3-D elliptic code developed in the USARTL Program [Reference

(i)]. This original code contained the same numerics and

physical submodels as the well known "TEACH" series of codes.
Since then, the code has undergone considerable modifications

to tailor it to gas turbine combustor and transition liner

analysis. As part of the TMS, several additional features
were added and are discussed below.

The features dealing with the coordinate system are
derived from the methods described in References (2) and (3).

The numerical scheme and the pressure-velocity solution algo-

rithms are adopted from the techniques described in Referen-

ces (4), (5), and (6). The algebraic stress turbulence model
is the result of in-house development based on Reference (7).

The radiation model is an extension of the 2-D version

described in Reference (8).

3.2 Coordinate System

The complex geometrical shape of typical transition
liners could not be handled within the framework of the

cylindrical coordinate system used in the original 3-D pro-

gram. The common practice of "stair stepping" curved bound-
aries would have resulted in an excessive number of grid

nodes outside the calculation domain. Another consideration

was that the basic numerical scheme required the use of an

orthogonal system, thus skewed or otherwise arbitrarily

shaped control volumes were undesirable.

It was therefore decided to convert the original program

to a general orthogonal curvilinear coordinate system. Since

transition liners are invariably of an axisymmetric geometry,

a significant simplification in the coordinate system was

possible. If a global coordinate system is considered where
X is coincident with the engine centerline, R is the radial
distance from the centerline and Z is the circumferential

angle around the centerline, it is obvious that the transi-
tion liner curvature is confined to the X-R plane and that in

the Z or circumferential direction, the liner is merely a



body of rotation. This observation allows the general orth-
ogonal coordinate system to be confined to the X-R plane.
This restriction greatly simplified the geometry package
required by the TMM.

The governing equations are solved in the local system
XI, X2, and X 3, as illustrated in Figure 3-1, where Xl and X 2
are a general orthogonal curvilinear system while X 3 is iden-

tical to the Z coordinate of the global cylindrical system.

3.3 Numerical Scheme

The numerical scheme used in the TMM is basically the

same as that used in the "TEACH" series of codes, namely,

upwind hybrid differencing. This procedure is widely used
for a variety of numerical calculations and flow conditions.

The fundamental characteristic of the upwind hybrid dif-

ferencing scheme is that the numerical technique used to

compute the convective coefficients, depends on the relative

strength of the convective and diffusive terms in the govern-
ing equation. For low Peclet number situations, second order

accurate central differencing is used. As the Peclet number

is increased beyond 2, the hybrid technique switches to first

order upwind differencing to ensure numerical stability.
Central differencing is always used for the diffusion terms.

The scheme can be described by referring to Figure 3-2

which shows a I-D grid network over which some variable ¢ is
to be calculated. The convection and diffusion terms in the

governing equation are discretized using central differencing
techniques as follows:

pU _ = (pAU)+

_-_ (F ) = (FA)+

If source terms are ignored (they have no effect on the

current discussion), the above expressions can be combined
into the following results,

_P = (T+ - L+) CE + (T_ + L_) _W

(L+ - L_ + T+ + T_)

8
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Where:

L+ = (I/2pAU)+ L : (I/2pAU)_
FA

T+ = (i-_)+
FA

T_ =(_)_

Using these definitions, the expression for Sp becomes,

where,

_p = AW _W + AE_E

AW =
(T_ + L_)

(L+ - L_ + T+ + T_)

(T+ - L+)

AE - (L+ - L_ + T+ + T_)

If the convective influence, denoted by the L's is suf-

ficiently low, each of the coefficients will be positive,
which is desirable from the standpoint of numerical sta-

bility. However, under higher convective situations, the L's

begin to dominate the diffusion terms which are represented

by the T's and, if no action were taken, would drive the

coefficients negative. In such a situation, numerical diver-

gence is likely.

As an illustration of how the hybrid scheme avoids this

difficulty, consider the upwind differencing for the convec-

tive terms as shown below.

(°°Iax = _ (_p-#w)

If the coefficients of the neighbor points are computed

using the above discretization method, the following expres-
sion results:

AW =

T + L
m

(L_ + T+ + T_)

A E =
T+

(L_ + T+ + T_)
+

Ii



Where:

L

I
rA T_= _-_pU _ T+ = _-_ +

It can be seen that these coefficients will always be posi-

tive regardless of how large the value of the convective term

L becomes. For large negative convective terms, a similar

situation of positive coefficients would be generated when

the proper upwind discretization term is used.

One slight modification to the hybrid scheme has been

incorporated and is referred to as the Power Law Formulation
of Patankar. It allows the variation in the finite difference

coefficients needed to promote numerical stability to mimic

the exact solution more closely. The justification for the

use of the hybrid scheme results from the fact that under

highly convective situations, the value of some variable ¢ at

an upstream node is swept downstream unchanged toward its

neighbor. Thus the value of ¢ at the interface of the con-

trol volumes surrounding the two nodes is best represented by

the upstream value. Under low convective situations, how-

ever, a linear profile assumption is made between nodes that

corresponds to the central differencing technique. The
Peclet number at which the transformation occurs is 2.

The variation of the difference coefficient relating a

node to its upstream neighbor is shown in Figure 3-3 for the

hybrid scheme. The coefficient variation can also be derived

based on the exact solution of the ¢ profile under convection

and diffusion with constant convective velocity and diffusion

coefficients. An exponential variation is the result. How-

ever it is time consuming to compute, so a power law approxi-
mation is used. The variation of the exact and power law

coefficients are also shown in Figure 3-3.

3.4 Pressure-Velocity Solution Alqorithm

In the TEACH series of codes, the solution of the con-

tinuity and momentum equations was obtained through the use

of the SIMPLE (Semi-Implicit Method for Pressure Linked Equa-

tions) algorithm. In this method, a guessed pressure field

(usually the values from the previous iteration) was used to
solve the momentum equations. A correction equation was then

formulated from continuity considerations and solved to yield

a pressure correction p'. Finally, the p' values were used

to correct the velocity and pressure fields in preparation
for the next iteration.

12
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The convergence rate using SIMPLE suffered from the fact

that although p' corrected the velocity field reasonably
well, it did a poor job for pressure. The SIMPLER (Semi-

Implicit Method for Pressure Linked Equations Revised) method
of Patankar, which is used in the TMM, corrects this defi-

ciency since p' is used only to correct the velocity field
while the pressure is obtained from the solution of an addi-
tion equation.

Consider the 2-D grid network shown in Figure 3-4. A 2-

D example is used simply because of the ease of pictorial

representation and because the extension to 3-D is quite

straight forward. The grid point labeled P has four neigh-

bors N,S,E and W. Velocities are computed at locations n, s,

e and w for the staggered control volumes shown by the dashed
lines. The continuity equation can be expressed for the con-
trol volume surrounding p as,

(pAU) w- (pAU)e+ (pAV) s- (pAY)n= 0

Each of the four velocities used in the above equation
are obtained from the appropriate momentum equation such as

the X-component example shown in the following equation.

U w =

Nb

ill AiUi + Dw (Pp - PW)

Nb

[ Ai

i=l

N b = Number of neighbors

It is assumed that a correction for the velocities will

be made through the use of a variable p' and the following
expressions:

I ! !

UW = Uw + DW (PP-Pw)

Vs--Vs÷ Ds

If these expressions, and the ones corresponding to the
other velocities involved, are substituted into the continu-

ity equation, an equation for p' is generated which has the

same form as the general momentum expression,
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Nb

[
i=l AiPi + Su

Nb

[ Ai
i=l

The coefficients A i contain the velocities generated

from the guessed pressure field, the density and cell flow

areas. The source term Su, contains the continuity mass error
as determined from the existing velocity field. Solving this

equation yields values for P' which are used to update the
velocity field and thus satisfy continuity. Pressure is also

updated via P' by the expression shown below where R is a
relaxation factor.

!

Pp = Pp + RPp

The previous description is a general summary of the

SIMPLE algorithm. A similar expression can be derived for

the SIMPLER algorithm by noting that the previous momentum

equation can be rewritten as follows:

DW (PP-PW )
UW = U_ +

Nb

[ Ai
i=l

where U* is a pseudo-velocity which can be computed directly

from the existing velocity field and coefficients. If the

above equation and the Y-momentum counterpart are substituted

into the continuity equation, the result is an equation for

pressure of the form,

Pp =

Nb

AiPi + Su
i=l

Nb

i_l= Ai

16



The solution of this equation will produce a pressure
field which, when coupled with the existing velocity field,
will satisfy continuity. Thus, a consistent, mass-conserving
pressure field is used in the solution of the momentum equa-
tions rather than guessed values which are later corrected.
In addition, the correction to the pressure field used by
SIMPLE omits terms involving the velocity corrections at the
four neighbor points but which are included with the SIMPLER
formulation.

With the pressure field established, the momentum equa-
tions are then solved. This velocity field is then substi-
tuted into the continuity equation in an identical manner as
described for SIMPLE. The p' equation is solved and the
velocity field is corrected as before. A summary of the
steps in the SIMPLER algorithm is presented in the following:

o Compute the coefficients for the U, V, and W momen-
tum equations and the pseudo-velocities U*, V* and
W*

o Compute the coefficients for the pressure equation

which involve the pseudo-velocities, density and
flow areas of the control volumes

o Solve for the pressure field

o Using this pressure field, add the pressure gra-
dient terms to the source terms of the momentum

equations and solve each in turn

o Using this velocity field, compute the coefficients

for the p' equation in an identical manner as was
done for the SIMPLE method

o Solve the p' equation and update the velocity field

3.5 Turbulence Model

Contained within the TMM are two turbulence models. The

first is the widely used two-equation k-E model. For comput-

ing turbulent flows, this model is a reasonable compromise

between accuracy and computational effort. The turbulent or

effective viscosity is determined from the solution of two

additional differential equations, one for k, the turbulent

kinetic energy and the other for e the turbulent dissipation
rate.

The second turbulence model is an Algebraic Reynolds

Stress Model (ARSM) wherein algebraic expressions for the

individual Reynolds stresses are solved to obtain an aniso-

tropic viscosity model. The fundamental assumption in this or

17



any ARS model is that the transport of turbulence via convec-
tion and diffusion is proportional to the transport of turbu-
lent kinetic energy. By using the transport information from
the k-equation, the necessity of solving a differential equa-
tion for each Reynolds stress, as is done in full Reynolds
Stress Models, is eliminated which greatly decreases compu-
tational time and computer memory requirements.

The development of the ARSM starts with the general
equation for a Reynolds Stress uiu j given below.

D - PDij
D--t (PUiUj)

Convection Diffusion

PPij + PHij - Peij

Production Redistribution Dissipation

The transport or convection plus diffustion of uiu j is,

as mentioned above, taken to be proportional to the transport

of k, thus,

D - PDij p (p-£)D--t (PUiUj) = Cuij k

Where P and E are the production and dissipation rate of tur-

bulent kinetic energy and Cui j is an emperical constant.

The Reynolds stress production term does not require any

modeling and is written as,

=- [uiu k _UJ + UjUk aui]P ij ax k aX--k

Different researchers have modeled the pressure redis-

tribution term in different ways. It is usually considered

to possess two distinct parts, the first attributed to the
interaction of the turbulence field and the second, due to

the interaction of the turbulence and mean velocity field.

18



_ij = Hij, 1 + Hij, 2

The first part is almost universally modeled by the following
expression,

The second part has had many representations, however
the one adopted for the TMM is due to Launder, Reece and Rodi
and is shown below.

ui 8U_x/]_ij, 2 = -_ (Pij - 2/3P6ij) - 8(Dij - 2/3P_ij) - _k [_-_i +

Where,

_Uk uJuk  xjJDij = - UiUk _X i +

and, _, 8, and y are emperical constants

6ij is the Kronecker delta

For the final term, the dissipation, it is the usual

practice to adopt the following expression:

Eij : 2/3 6ije

Assembling all these terms, the general expression for

the Reynolds stresses uiu j is obtained and is given below.

c [
_ij0 _ /(P-e) = -0 UiUK _X K
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01PC1 ( ) uiu j eP(Pij - 2/3 P_ij )

08(Dij - 2/3P6ij )

To compute each Reynolds stress would normally require
the simultaneous solution of a six-equation set for each grid

point for each iteration, a task which would consume a con-
siderable amount of computational time. An alternate

approach used in the TMM is an approximate solution which

proceeds along with the main flow field iteration.

Since each normal Reynolds stress involves only the
shear stresses and no other normal stresses, arrays are pro-

vided to store the equivalent of the shear components. At
each iteration, the shear stress information is recovered

from these arrays and used to compute the normal stresses.

Then the shear stresses are updated using the new normal
stresses and the values of the shear stresses from the pre-

vious iteration. When the solution converges and the stress

components do not change from iteration to iteration, this
iterative technique is equivalent to the simultaneous solu-

tion of all six Reynolds stress equations.

The anisotropy of the Reynolds stresses needs to be

introduced into the momentum equations which is accomplished

through the use of different components for the effective

viscosity. Usually the fluid stress tensor is related to the

strain rate tensor by a single scalar effective viscosity.
In the TMM ARS model however, the stress and strains are

related as follows:

[°ll°12°131[ell12el213e131a22 u23 = _e22 _23e23

u33 _e33
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There are now four components of effective viscosity,
one for the normal stresses and three others connected with
the shear stresses. These four viscosity components are then
used in the momentum equations, however, it is necessary to
first relate the effective viscosities to the Reynolds stres-
ses mentioned above.

The viscosity component associated with the normal
stresses is taken to be the isotropic value as determined
from the normal k-E model.

k2
=

For the shear stress components, it would be possible to

relate the viscosities to the corresponding Reynolds stress

via a mean gradient. However, this approach would only

account for the anisotropy in the turbulence velocity fluctu-

ations and not the anisotropy in the length scales. To

address the latter, the solution of the dissipation stress

tensor, Eij, is required. The governing equations for eij
are extremely complicated and require phenomenological model =

ing, therefore a simpler algebraic model of the dissipation

tensor was used,

eij =

where, y is an empirical constant. The previous equation is

a simplified dissipation rate tensor, and automatically

reduces to the isotropic value when the degree of anisotropy
is small.

From the values of Eij obtained, the components of the
diffusion coefficients are computed from the following

expression,

Pij = pC_ uiu_ , i # j
Eij

This model accounts for anisotropic distributions in

both turbulent velocity and length scales without prescribing

arbitrary bounds on the values of diffusion coefficients.
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3.6 Radiation Model

The radiation algorithm examined during TMS is called

the Discrete Flux Radiation (DFR) model. It involves the

solution of a number of predetermined radiation rays between

the boundaries. This model offers the advantage of improved

accuracy since more directions (usually about 25) are

included in the solution of the radiation flux reaching a

boundary point as opposed to only six directions in the com-

monly used six-flux model. The disadvantage of the model is

the geometric complexity involved in solving each radiation

ray.

The solution procedure used by the DFR model is illus-

trated in Figure 3-5, which shows a boundary point P upon

which several radiation rays converge. Obviously, in the TMS

the situation is 3-dimensional, however, for the purposes of

explanation, a 2-D example will suffice. If the radiation

intensity leaving point E 1 , for example, were known, the

intensity after crossing the first control volume would be

given by the following expression:

E
I = IEI e -_s + _ (l-e -6s)

Where:

_s Optical path length (related to As)

E - Modified emissive power of gas

This simple relation is derived by assuming that the

emissive power of the gas and the absorption coefficient in a

given control volume are constant. By successive application

of the same relation through each control volume crossed by

the E 1 ray, the intensity incident on point P can be calcu-

lated. If a similar operation were performed for each of the

other rays, the total intensity arriving at point P would be

the sum of each individual ray, weighted by the cosine of the

angle of incidence and the solid angle which the emitting

area represents as viewed from point P.

If the calculation domain walls were divided into a num-

ber of "plates", where each plate represented some fraction

of the wall area and existed at some wall temperature, then

the radiation impinging on each plate from every other plate

could be calculated by the above procedure. One difficulty

is that for grey surfaces, the radiation intensity leaving

the wall is partially a function of the incident radiation.

This fact requires that the radiation solution be iterative,

however since the flow field solution is also iterative, they

can proceed simultaneously.
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The above described procedure is deceptively simple

because in the 2-D example, the calculation of the travel

distances through each control volumes is relatively easy.
When this model is extended to 3-D, the determination of

these distances is significantly more complicated. The rays

are traveling through 3-Dimensional six-sided control volumes

which can be oriented arbitrarily in 3-D space. The diffi-

culty of these calculations is indicated by the fact that 90

percent of the coding associated with the radiation model is
connected with the travel distance computation.
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4.0 MODEL ASSESSMENT

A crucial portion of any model development is the com-

parison of the predictions with experimental data. In the
TMS, this was accomplished in two phases. The first was a

verification of the model against a few test cases conducted

as the code was being assembled. Once the complete program

had been generated, a more extensive assessment was performed

using data which contained the essential characteristics of
transition liner flows. In the following paragraphs, the

verification and assessment procedures and the results will
be discussed.

4.1 Verification

The verification consisted of comparing the model pre-

dictions against two cases of flow over a backward facing

step, one laminar(9) and one turbulent(10). These cases were

selected because they were relatively complex flows yet

retained a simple geometry and provided accurate benchmark-

quality data.

The test geometry for the laminar flow can be inferred

from the X-Y computational grid that was used for the case

and is shown in Figure 4-1. The fluid was water which

entered from the left, passed over the backward facing step

and exited to the right.

An X-Y grid of 79 x 23 was selected for this case. To

simulate the step, coding was added to properly modify the
coefficients of the grid nodes next to the shaded blockage

also shown in Figure 4-1. In the Z direction, 7 nodes spaced

uniformly at 2.2 mm were used.

The lowest Reynolds Number (Re) for which data were

obtained was 73 (based on the step height of 1.5 cm and the

mean velocity upstream of the step). This was also the flow
condition chosen for the first test case. For the initial

velocity profile, the measured values taken 2.0 cm upstream

of the step were used. Comparisons between the predicted

axial velocity profiles (solid lines) and the measurements

(symbols) at several stations are shown in Figure 4-2.

The good comparison between measurements and predictions
was attributed to the low numerical and false diffusion in

this test problem. Though the X-direction Peclet numbers in
the mainstream region were in the i0 to 20 range, the flow

was approximately aligned with the grid lines and only small

axial gradients existed. In the recirculation zone, where

the flow was not aligned and larger gradients occurred, the X
and Y-direction Peclet numbers were under two indicating that

the second order accurate differencing mode of the numerical

scheme was used.
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A second laminar flow case, for Re = 191 was also ana-

lyzed. A grid network identical to the previous example was

used but with different inlet velocity profiles, again taken

as the measured values 2.0 cm upstream of the step. The

results for this case are shown in Figure 4-3. Again the
comparison is quite good for all stations.

The computational X-Y grid used for the turbulent step
flow is shown in Figure 4-4. The network was 54 x 37 with 5

uniformly spaced grid nodes in the Z direction. Again, modi-

fied coding in the TMM was used to properly account for the

shaded blockage which simulated the backward facing step.

Initial profiles for axial velocity, turbulent kinetic

energy and length scale at X = -2.31 cm had been previously

calculated using a 2-D program. The actual measurement

domain extended 15.24 cm upstream of the step but since there

was little interest in this portion of the flow, the TMM cal-

culations were begun at the X = -2.31 station to conserve
grid nodes. As there were no intermediate stations between

X = -15.24 cm and the beginning of the step for which both

the mean velocity and turbulent kinetic energy were measured,
the calculated values were used so that there would be a con-

sistency in the initial velocity and turbulence profiles.

Data for two different step heights were provided with

the 3.81 cm step chosen for these calculations. Comparisons
of the mean velocity at several axial stations are shown in

Figure 4-5. The agreement would appear reasonable. Similar

plots for turbulent kinetic energy are shown in Figure 4-6

and, as can be seen, the TMM over predicts the kinetic energy

level in the initial regions of the step flow and shows too

high a decay rate in the downstream regions.

4.2 Description of the Assessment Procedure

The purpose of the model assessment was to determine the

accuracy with which the TMM could predict flow field situa-
tions that exhibit the characteristics of turbulence, curva-

ture, jet mixing and radiation usually found in transition
liners. In order that each characteristic could be examined

as independently as possible, a series of five separate

classes were selected. They range from very simple flows

which were used to test the basic numerical procedure in the

TMM without additional physical submodel complication, to

ones containing nearly all of the characteristics of transi-
tion liners:

o Laminar flow in a curved duct(II)

o Turbulent flow in a curved duct(12, 13)
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o Jet mixinq in a symmetrically converging straight
duct(14,1[)

o Jet mixing in a curved duct(16)

o Radiation in an enclosed cavity(8)

4.3 Results

The first assessment test case was a laminar flow in a

40 x 40 mm square duct containing a 90 degree bend with a

mean radius of curvature of 92 mm. To analyze this case, the

grid network shown in Figure 4-7a was used. The X-Y system
consisted of 79 by 27 nodes in the streamwise and radial

directions respectively. Water entered from the left, passed

through the 90 degree curved duct and exited at the bottom of

the figure. The nodes were equally spaced in the radial
direction, but were concentrated toward the exit in the

streamwise dimension since the curvature induced flow distor-

tion would be greatest in this area. The Y-Z grid network is

shown in Figure 4-7b and used 14 equally spaced nodes in the

cross-stream direction. Since the flow exhibits a symmetry

about the cross-stream centerline , only half of the duct was

actually modeled.

The boundary condition for streamwise velocity at the

inlet to the duct was determined by performing a bicubic

spline interpolation on the measured values 20 mm upstream
from the start of the curved section. The radial and cross-

stream velocities were assumed to be zero since there were no

measurements of these velocities provided at the 20 mm

upstream station. At the exit of the duct, zero gradients in
the streamwise direction were used thus allowing the exit

profile to be determined by the solution process. In the Y-Z

plane, the Z = 0.0 boundary was treated as a plane of sym-

metry, whereas all other boundaries were walls.

The comparison between measurements and predictions for
the streamwise and radial velocity for Theta (or the angular

position within the curved section) of 60 degrees is shown in

Figure 4-8. The velocities have been normalized by the mean

streamwise velocity of 0.0198 m/sec and have been plotted

against the cross-stream distance, z, normalized by the duct

half width of 20 mm. Five different radial positions are

shown where y in the figure is measured from the outer wall.

Thus Y/YM = 0.i is next to the outer or concave wall while

Y/YM = 0.9 is next to the inner or convex one. YM is the

duct height, or 40 mm.

In general, the comparison is reasonable. All measure-
ment stations exhibited similar or better levels of agree-

ment. The most significant deviation occurs at Y/YM = 0.9
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where the calculated velocity profile peaks at a larger
cross-stream position than the measurements show. At the
next measurement station of Theta = 77.5 degrees, shown in
Figure 4-9, the comparison at Y/YM = 0.9 has deteriorated.

To determine if these discrepancies were the result of a
lack of grid resolution, a portion of the duct was re-
analyzed, starting at 30 degrees in the bend and ending at 90
degrees thus allowing a much finer grid mesh than was possi-
ble for the entire duct. This region was selected because
the 30 degree station was a measurement plane from which
initial profiles could be obtained and the 60 degree arc
would include the station of interest which was located at
77.5 degrees.

Shown in Figure 4-10 is the X-Y grid network used con-
sisting of 60 x 31 nodes while 16 nodes were used in the Z-
direction. By restricting the analyses to this smaller
domain, the average X, Y and Z grid spacing in the 77.5
degree region was reduced to 1.08, 0.857 and 1.33 mm respec-
tively compared to 2.26, 1.65 and 1.82 mm for the complete
duct analysis. Initial profiles were obtained from the mea-
surements by interpolation as was done for the complete duct
analysis with the addition that an inlet radial velocity
component was also specified.

Comparisons between measurements and predictions at

theta = 77.5 degrees are shown in Figure 4-11. Improvements

in the calculated profiles are evident although at Y/YM = 0.9

some disparity between measurements and predictions remains.

The second assessment case was turbulent flow in a 180

degree bend, 44.5 x 44.5 mm duct with a 126.8 mm inner radius
of curvature. Since some difficulties attributed to grid
resolution had been encountered in the laminar flow case, the

analysis of the entire 180 degree duct was not considered

since the larger geometry would necessitate the use of a

coarser grid compared to the laminar case. Therefore, only a

portion of this flow, consisting of the entrance section and

the first 60 degrees of the bend, was analyzed. Measurement

stations had been provided in the bend at angles of 3 and 45

degrees and the initial profiles were available at 44.5 mm

upstream of the entrance to the curved section. The computa-

tional grid used is shown in Figure 4-12, which also identi-
fies the two measurement planes. The flow is again from left

to right and the fluid was water.

The initial profiles were determined in a similar manner

as for the laminar case. Bicubic spline fits to the data at

the first measurement plane were used for both streamwise and

radial velocity with the cross-stream component again taken
to be zero. Profiles of turbulent kinetic energy and length
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scale were also required for this case. Since u' and v', the
fluctuating components in the streamwise and radial direc-
tions were measured, the kinetic energy was easily calculated
from its definition,

k :
2

where w' was assumed to be equal to v'. Also needed was

turbulent length scale, however, it was not provided. Rather
than assume a value based on other experimental data for

similar flows, a profile that was compatible with the mean

velocity and turbulent kinetic energy fields was calculated.

It was assumed that upstream of the entrance to the

curved duct, cross-stream and radial variations in the flow

are much greater than streamwise ones and that diffusion was

small. Under these assumptions the equation for turbulent

kinetic energy reduces to simply production equals dissipa-

tion or,

_t P = pe

For the flow conditions stated above, the production term is

given by,

_t P = _t

where the mean streamwise velocity gradients in the radial

and cross-stream directions were determined from bicubic

spline fits of the experimental data. Since the dissipation

is related to the length scale through,

Cuk 3/2

e - is

and,

k 2

_t = pC_-E
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the length scale was calculated from the following expres-
sion:

/
is = / C_k

This case was first analyzed using the k-e model. Com-

parisons of the mean streamwise velocity at the 3 and 45

degree measurement stations are shown in Figures 4-13a and
4-13b. The velocities have also been normalized by the bulk

velocity but are plotted against the normalized radial coor-
dinate which is measured from the inner wall rather than from

the outer as was done for the laminar case. The profiles are

for different transverse locations ranging from

Z/(DH/2) = 0.0 which is the duct centerline to Z/(DH/2) =
0.75 which is close to a side wall. DH is the duct height

(and width) and is equal to 44.5mm. The agreement is poorer
than for the laminar flow, because of the added complexity of

turbulent flow.

Running the same flow situation with the same grid

network but using the ARSM produced the comparison shown in

Figures 4-14a and 4-14b. An item of particular significance

in these plots is the virtually identical predicted mean

velocity profiles compared to the standard k-E model, despite

the non-isotropic nature of the ARSM. This behavior can be

partially attributed to the dominance of the convective

terms. Over a majority of the flow field, the net convective
terms are from 2 to i0 times the value of the net diffusion,

thus changes in the viscosity must be large to impact the

velocity field.

Another factor is the estimated truncation error that is

the same order as the net physical diffusion. The numerical

diffusion may be dominating changes in the effective

viscosity which result from the ARSM.

To assess the program in a turbulent flow situation with

more than 60 degrees of curvature, a second curved duct flow

was analyzed. This was a turbulent counterpart of the lami-
nar flow discussed above and was of an identical geometry.

The complete 90 degree bend with entrance and exit sections

was analyzed using both the k-e and ARSM.

Figures 4-15a and 4-15b show comparisons of mean

velocity at selected stations for the k-e model. As with the
laminar flow the velocities have been normalized with respect
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to the bulk velocity and they are plotted against a nor-

malized transverse coordinate. Figures 4-16a and 4-16b show

the ARSM counterpart at the same stations. Again, there is

almost no difference in the predicted mean velocity profiles

for similar reasons as mentioned above. Plots of turbulent

quantities from the ARSM are shown in Figures 4-17a and 4-17b

and are typical of comparisons throughout the duct.

The first jet mixing test case selected was an opposed

injection into an accelerating symmetric duct with a momentum
flux ratio of 6.68. This particular momentum flux ratio was

chosen because it is representative of values found in actual

transition liner dilution zones. The orifice diameters were

25.4mm with a spacing of 50.Smm for both upper and lower
orifice rows. The plane geometry duct had an initial height

of 152.4mm and converged to a height of 50.8mm. At the

orifice location, the height was 101.6mm, giving an orifice

spacing-to-height ratio of 0.25.

Figures 4-18a and 4-18b show the computed grid which is

a 53 x 29 X-Y system while 19 nodes were distributed in the
Z-direction. The orifices located in the upper and lower

walls were each represented by 69 grid nodes. Inlet profiles
for the mainstream and the dilution jets were taken to be

uniform. In the Z-direction, cyclic boundary conditions were

employed, but because of the symmetry of the flow they

reduced to symmetry planes when the solution converged.

The comparison of temperature measurements and predic-

tions is presented in terms of theta, which here represents a

nondimensional temperature based on the average upstream

temperature (Tmain), the jet temperature (Tje t) and is

defined as,

Theta =
Tmain - T

Tmain - Tje t

Profiles at various Z or transverse stations for two

different axial locations are shown in Figures 4-19a and

4-19b for a case using the k-E turbulence model. Theta is

plotted against the vertical distance as measured from the

upper wall normalized by the local duct height. The Z loca-
tion is normalized by the spacing (S = 50.8 mm, Z/S = 0.0

corresponds to the centerline of the jets) and the axial

position downstream from the jets is normalized by the duct

height (Ho = 101.6mm) at X = 0.0.
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Figures 4-20a and 4-20b show the corresponding velocity

profiles at the same locations for which theta was presented.

The agreement is reasonable although it tends to deteriorate
at the last axial station.

Assessment Case 3 was rerun using the ARSM. Examples of

temperature and mean axial velocity compared to the measured

data are shown in Figures 4-21a and 4-21b. Slight improve-

ments in the theta profiles can be discerned, however the

overall characteristic of under predicting the mixing rate
remains.

Further assessments of the TMM were made by analyzing

another jet mixing case which used the same accelerating duct

geometry but only single sided injection with a momentum flux

ratio of 26.7. Comparisons of theta and velocity for the k-¢

model are shown in Figures 4-22a and 4-22b. Again the lower

predicted mixing rate is apparent. When the ARSM is used for
this case, the results are as shown in Figures 4-23a and

4-23b. The influence of the ARSM is somewhat stronger than

observed for the double sided injection, however it is

insufficient to produce good correlation with the data.

The reasons for the poor comparison between the measure-

ments and predictions that have been seen for the single and

double sided jet mixing cases need to be identified. Errors

in numerical predictions for turbulent flows have been

historically attributed to either the numerical scheme which

introduces numerical diffusion or inadequacies in the par-
ticular turbulence model used. If numerical diffusion is

present in a solution, it is usually manifested as an

enhancement to the total diffusion resulting in a smearing or

smoothing of the predicted profiles. In the TMM analysis of
the jet mixing cases, steeper profiles were consistently seen

in the predicted results as compared to the data. From this
observation, it was concluded that any numerical diffusion

present in the solution is not dominating the flow field and
that deficiencies in the turbulence model must be the primary

source of measurement-prediction anomalies.

As an exercise to test the sensitivity of the predicted

profiles to cross-stream diffusion, the single sided injec-

tion case was rerun using the k-¢ model but with the program

code altered so that the cross-stream viscosity components

were multiplied by a factor of 10. The results of this

exercise are shown in Figure 4-24, where it can be seen that

the predicted profiles assume the more two dimensional char-
acter seen in the data, further indicating that the turbu-

lence model is the primary source of error in the TMM.
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The next series of assessment cases for the TMM was con-

cerned with the injection of radial jets into a curved duct

which simulated a typical transition liner. The geometry for

this case, (References 16 and 17), is illustrated by the

computational grid which is shown in Figure 4-25a and 4-25b.

The X-Y plane used 72 x 32 nodes respectively while 13 nodes
were used in the circumferential direction. Heated air

entered the transition section from the upper left, was

turned 180 degrees and exited at the lower right.

The first case analyzed had a radial jet with a momentum
flux ratio of 9.8 located along the outer wall. Figure 4-26

shows contours of temperature for a plane through the cen-

terline of the jet. Superimposed on this plot is the loca-

tion of the minimum temperature at several stations as mea-

sured by a thermocouple probe and thus defines the jet cen-
terline. A second case was also run wherein the radial jet

was located along the inner wall. A comparison of the pre-

dicted temperature contours and the measured jet centerline

are shown in Figure 4-27.

The final assessment case involved the calculation of

the radiation flux within a square 2-dimensional cavity using

the DFR model. The walls were black and cold and the cavity

contained a gas of constant temperature and absorption coef-
ficient. Since the DFR model, as formulated for the TMS, is

3-dimensional, the analysis of a true 2-D configuration was

not possible, however it was simulated by using a geometry
with a width i0 times the other two dimensions.

The results of the calculations are shown in Figures

4-28a, 4-28b, and 4-28c. Plotted in each figure is the radi-
ation flux incident on the wall as a function of distance

along the wall. The abscissa (X/L) of the figures is the

wall distance divided by the total wall length L, while the

ordinate (QNOR) is the incident radiation flux normalized by

the emissive power of the gas (Sigma*T4gas). The three fig-

ures correspond to three different levels of gas absorption

with Kg*L being equal to 0.i, 1.0 and i0 respectively for the

three figures where Kg is the gas absorption coefficient.

It is easily seen that the DFR model reproduces the

exact solution quite accurately for this test case. While

the geometry and conditions of this case are quite idealized,
it does illustrate the most significant advantage the DFR

model has over the more commonly used six-Flux models. In

this example, the DFR model considered radiation fluxes from

approximately twenty different directions within the cavity

as opposed to the six directions that would have been used by
a six-Flux model. This extra resolution allowed the DFR model

to accurately predict the attenuation of the radiation flux

near the cavity corners which the six-Flux model cannot do.
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5.0 NUMERICAL EXPERIMENT

The Transition Mixing Model (TMM), generated and evalu-

ated during Phases I to V, was used to conduct a numerical

experiment to determine the effects of several important

parameters on the mixing process of dilution jets and hot

mainstream gas in transition liners. Forty-two different

geometry and flow rate configurations were analyzed and the

resulting contours of nondimensionalized temperature were

compared. In the following paragraphs, the description of the

geometries and flow conditions, the procedures for running
the cases and the results will be discussed.

5.1 Introduction

The purpose of this task was to perform the numerical

equivalent of an experimental test series to illustrate the

effect of various parameters on the mixing process in typical

transition liner geometries. Each of the selected configura-

tions was to be analyzed by the TMM and the predicted results

compared. However, before beginning a discussion of the

cases, the limitations of the computational procedure need to
be considered.

From the assessment task, it was apparent that the model

tended to underpredict the mixing process in straight ducts

and would likely do the same for transition liners. There-

fore, the prediction of absolute temperature levels was not

deemed possible without further work on the turbulence model

and possible use of advanced numerical schemes. However, in
each of the assessment cases the trends were certainly repro-

duced. This would indicate that a relative comparison of the

various cases would provide a worthwhile technique and it is
in this manner that the results are presented. Cases will be

compared that differ from each other by only a single para-
meter so that the effect of that parameter can be examined.

Because of the limited time involved and the large num-

ber of cases to be analyzed, it was not possible to perform

detailed evaluations of numerical diffusion by running larger

and larger grid networks or by rerunning the cases many times

with restructured grids to minimize numerical effects. Most

cases employed a 76x28x14 grid network of 29,792 nodes as

this was approximately the largest number which could be run

practically on the available computer. (Three special cases

were run with a smaller grid and will be identified in the
text).

Since the task was limited to making relative compari-

sons about mixing behavior, in each case efforts were made to
minimize the numerical differences by using approximately the

same node spacings. In many situations, the same grid was
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re-used. The 42 test configurations required a total of only
12 different grid systems. Therefore, whatever numerical
effects exist, should be present in similar amounts in all
cases making the relative comparison of the resulting output
valid.

5.2 Description of Geometry and Test Parameters

The basic geometry for the transition liners used in the

numerical experiment is shown in Figure 5-1.* The curved

sections were generated using circular arcs, thus the curva-

ture parameter was specified as the inner boundary radius of

curvature, Rci, normalized by the inlet duct height, H o. The
baseline value for HO (10.16 cm), was selected because this

number was used in previous experimental programs for jet
mixing in rectangular ducts (14, 15, 17) and it was felt that

certain commonality with these previous experiments would be

advantageous if comparisons between the predicted curved duct
and measured straight duct mixing were ever to be made.

Within this framework, the following Ii parameters were

selected for evaluation during the numerical experiment. A

description and a listing of the values each assumed is given
below.

o

o

o

Rci/H o - Radius of curvature of the inner duct wall

divided by the inlet duct height

- 0.25

- O.5O

- Infinite, (straight duct)

AR - Reference duct area ratio. It was actually the

same average pressure gradient through the duct
that was maintained rather than the same area

ratio, since it was the pressure gradient that
effects the flow. However, it was more convenient

to refer to the area ratio. An explanation of the

different values below is given in paragraph 5.6.

- i:i

- 3:1 (radial)

- 3:1 (circumferential)
- 3:1 (mixture)

J - Jet momentum flux ratio

- 6.6

- 26.4

- 105.6

*All figures will be found a£ the end of this section for con-
venience.
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o D/Ho - Jet diameter
height
- 0.125
- 0.1768
- 0.25
- Slots (equivalent

0.25 round holes)

o S/HO - Spacing ratio,
inlet duct height

o

o

o

o

o

divided by the inlet duct

in geometric area to D/Ho =

jet spacing divided by the

- 0.125
- 0.25
- 0.3536
- 0.50
- 0.707
- 1.00

Iside - Injection side

I

OD duct wall

ID duct wall

ID and ID duct wall

Type - Injection Type

o

Single row

Opposed OD/ID rows
Double row

Staggered OD/ID rows
Double row, offset

Opposed OD/ID, aligned (slots only)

Opposed OD/ID, crossed (slots only)

Tprof - Upstream temperature profile

Uniform

Temperature OD peaked

Rt - Radius of the inner duct wall at the inlet of

the curved section.

m

m

0.0 cm

10.16 cm

22.08 cm

28.21 cm

36.23 cm

Infinite (Plane geometry)

Phi - Injection position measured as the angle from

the start of the curved portion of the liner
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m

0.0 degrees

20 degrees

60 degrees

o Ho - Inlet duct height

- 10.16 cm

- 14.37 cm

- 20.32 cm

5.3 Description of Test Cases

Table 5-I provides a listing of the values of each of

the ii previously mentioned parameters for each of the 42
test cases. Case 1 was chosen to be the nominal baseline

from which deviations in the parameters would be made. Cases
are listed in the order the calculations were run and the

order is of no particular significance as several changes to

the case list were made during the course of the task.

For all cases, certain inlet parameters were held con-

stant so that exact momentum flux ratios and equilibrium

temperature levels could be obtained. These include the
mainstream flow conditions and certain jet conditions. A sum-

mary of these is provided below.

Mainstream Axial Velocity

Mainstream Temperature
Mainstream Pressure

Mainstream Turbulence Intensity

Mainstream Length Scale

15 M/sec

650 degrees K
101,325 Pascals

7.5 percent
2.03 mm

Jet Temperature

Jet Turbulence Intensity

Jet Length Scale

Jet Discharge Coefficient

Jet Velocity (6.6 Mom. flux ratio)

(26.4 Mom. flux ratio)

(105.6 Mom. flux ratio)

300 degrees K

7.5 percent

0.02" jet diameter
0.6

26.18 M/sec

52.36 M/sec

104.72 M/sec

5.4 Analysis Procedure

The specification of the radius of curvature, the area

ratio and the liner radius, along with the known inlet duct

height was all the data required to completely define the

boundary shape of a typical transition liner. This informa-

tion was supplied to a program that compu£ed an orthogonal

curvilinear grid network over the calculation domain. A

typical mesh, such as the one used for Case i, has been drawn

in Figures 5-2a and 5-2b that shows the X-Y and Y-Z (at the

initial X-station) views respectively.
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Table 5-I. Numerical Experiment Test Cases

PARAMETER

Rci/Ho
AR

J
S/Ho

O/Ho

lside

Type

Tprof
RL

Phi

Ho

OESCRIPTION UNITS CASE1 CASE2 CASE3 CASE4 CASE5 CASE6 CASE7 CASES
.................................................................

Curvature Ratio lm" 0'5 0'25 0'5 0'5 0.5 0.5 0.5 0.5

Ref. AreaRatio --- 1 I I l 3 3 (CirI I 3

Hoe, FluxRatio --- 26.4 26.4 26,4 26.4 26,4 26.4 6,6 6.6

SpacingRatio --- 0.5 0,5 0,5 0.5 0.5 0.5 0.5 0.5

Jet Dia.Ratio --- 0.25 0.25 0.125 0.125 0.25 0.25 0.25 0,25

Injection Side --- OD OD DO ID DO DO OD OD

InjectionType --- Single Single Single Single Single Single Single Single

InletProfile --- Uniform Uniform Uniform Uniform Uniform Uniform Uniform Uniform

Liner Radius Meters Inf. Inf. Inf. Inf, Inf. 0.2821 Inf. Inf.
Inj.Position Oeg's 0 0 0 0 0 0 O 0

Duct Height Neters 0.1016 0.10i6 0.1016 0.1016 0.1016 0.1016 0.1016 0.1016

PARA_TER

Rci/Ho
AR

J

S/Ho
O/Ho

Iside

Type

Tprof
Rt

Phi
Ho

DESCRIPTION UNITS CASE9 CASE10 CASE11 CASE12 CASE13 CASE14
......................................................

Curvature Ratio --- 0,5 0.5 0.5 Inf 0.5 0.5
Ref.Area Ratio --- I I 3 I I I

Hum. Flux Ratio --- 26.4 6.6 6.6 26.4 26.4 ---
Spacing Ratio --- 0.5 0,5 0.5 0.5 0.5 ---

Jet Dia. Ratio --- 0.25 0.25 0.25 0.25 0.25 ---
Injection Side --- IO ODIla ODIID OD OD ---

InjectionType --- Single Opposed Opppsed Single Single ---
Inlet Profile --- Uniform Uniform Uniform Uniform Uniform DO Peak.

LinerRadius Meters Inf. Inf. Inf. Inf. Inf. Inf.

Inj. Position Dog's 0 0 0 --- 20 ---
Duct Height Meters 0.1016 0.1016 0.1016 0,1016 0.1016 0.1016

CASE15 CASE16

0.5 0.5

l 1
&.6 6.6

0.5 0.5
0.25 0.25

ID O0

Single Single
Uniform ODPeak.

Inf. Inf.

0 0
0.1016 0.1016

PARABETER

Rci/Ho

AR
J

S/Ho

D/Ho
Iside

Type
Tprof

Rt
Phi

Ho

DESCRIPTION UNITS CASE17 CASE18 CASE19 CASE20 CASE21 CASE22 CASE23 CASE24
..................................................................

Curvature Ratio --- 0.5 0.5 0.5 0,5 Inf Inf Inf 0.5
Ref.Area Ratio --- I [ I l I I I 1

Num. Flax Ratio --- 26.4 26.4 26.4 105.6 6.6 26.4 26,4 26.4

SpacingRatio "-- 0.5 I 0.25 0.5 0.5 0.3535 0.25 0.5

Jet Dia, Ratio --- 0.176B 0,25 0.125 0.125 0.25 0,1768 0.125 0.125
InjectionSide --- OD OD/IO OD ID OD/[D DO 00 ID

Injection Type --- Double Staggard Single Single Double Single Single Single
InletProfile --- Uniform Uniform Uniform Uniform Uniform Uniform Uniform Oniform

Liner Radius Meters Inf. Inf. Inf. Inf 0.1016 0.1016 0 Inf.

lnj. Position Deg's 0/20 0 0 0 ......... 60
Duct Height Meters 0.1016 0.1016 0.1016 0.1016 4,1016 0.1437 0.2032 0,1016
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Table 5-I. Numerical Experiment Test Cases (Contd)

PARAMETER

Rci!Ho

AR

J

S/Ho

O/Ho

[side

Type

Tprof
Rt

Phi
Ho

DESCRIPTION UNITS CASE 25 CASE 26 CASE27 CASE 2B CASE 29 CASE30 CASE31 CASE 32
..................................................................

CurvatureRatio --- 0.5 0,25 0.25 0.25 0.25 Inf Inf 0,25

Ref,AreaRatio --- I I I I I I 3 3

Mos,FluxRatio --- 26.4 26.4 6,6 6.6 6.6 6.6 6,6 6.6

SpacingRatio --- 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5

Jet Dia.Ratio --- 0.1768 0.25 0.25 0.25 0.25 0.25 0.25 0.25

Injection Side --- OO 10 ID OO O0/IO OP/IO 00/I0 OO

Injection Type --- Dou/Off Single Single Single Opposed Opposed Opposed Single
Inlet Profile --- Uniform Uniform Uniform Uniform Uniform Uniform Uniform Uniform
LinerRadius Meters Inf. inf. inf. Inf, Inf. Inf, inf. Inf.

Inj.Position Oeg's 0i20 0 0 0 0 ...... 0

OuctHeight Meters 0.1016 0.1016 0.1016 0,1016 0.1016 0.1016 0.1016 0.1016

PARAMETER

RciYHo

AR

J

SiHo

O/Ho
Iside

Type

Tprof

Rt

Phi

Ho

OESCRIPTION UNITS CASE33 CASE34 CASE 35 CASE 36 CASE37

................................................

Curvature Ratio --- 0.25 0.25 0.25 0.25 0.5
Ref. Area Ratio --- 3 3 3 (Cir) 3 (Mix.) 1

Mom.Flux Ratio --- 6.6 6.6 6.6 6.6 26.4

SpacingRatio --- 0.5 0.5 0.5 0.5 0.25
JetDia. Ratio --- 0.25 0.25 0.25 0.25 0.125

Injection Side --- OO/ID ID OO/ID OO/IO 00/10

InjectionType --- Opposed Single Opposed Opposed 'Opposed

Inlet Profile --- Uniform Uniform Uniform Uniform Uniform
LinerRadius Meters Inf. Inf. 0.2208 0.3623 Inf.

Inj.Position Oeg's 0 0 0 0 0

OuctHeight Meters 0.1016 0.1016 0.1016 0.1016 0.1016

CASE36 CASE39 CASE40

[nf Inf Inf

I I I

6.6 6.6 26.4
0.5 0.5 L

Slot Slot 0.25

OD/IO 00/I0 00

Opp/AIgn Opp/Cross Single
Uniform Uniform Uniform

Inf Inf 0

0.1016 0.1016 0.1016

PARAMETER

Rci/Ho

AR
J

S/Ho
D/Ho

lside

Type
Tprof

Rt

Phi

Ho

DESCRIPTION UNITS CASE41 CASE42
..............................

Curvature Ratio --- Inf lnf

Ref. Area Ratio --- 1 1

Moo. Flux Ratio --- 26.4 6.6

SpacingRatio --- 0.707 0.5

Jet Dim. Ratio --- 0.25 0.25
Injection Side --- OD 00

InjectionType --- Single Single

InletProfile --- Uniform Uniform

Liner Radius Meters 0 Inf.

[nj.Position Oeg's ......

DuctHeight Meters 0.1016 _.1016
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Each orifice was simulated by a number of grid nodes,

ranging from approximately 15 to i00 points, depending on the
orifice size and location. A typical orifice grid pattern,

used for the OD jet in Case-i is shown in Figure 5-3. Pro-

files of velocity, temperature, turbulent kinetic energy and

dissipation rate within the jet were assumed to be uniform.

The jet mass flow was computed using the effective orifice

area based on the above listed discharge coefficient that was

a typical value for the type of orifices being simulated.

The physical size of the orifice was always based on

geometric area, however, since the round orifice shape could

only be specified by "stairsteps", and was therefore approx-
imate at best. The TMM automatically adjusted the boundary

point density to compensate for any mismatch between the

specified area, velocity and mass flow rate.

This boundary condition information, along with the grid

geometry, was then supplied to the TMM where each case was

run with the Algebraic Reynolds Stress model for 450 to 550
iterations. A case was considered converged when two cri-

teria were met. First, the sum of the mass errors of all of
the individual control volumes in the calculation domain had

to be less than 0.i percent of the total inlet flow rate.

Secondly, the maximum change in the temperature at any grid

node for a 25 iteration period had to be less than I0 degrees
Kelvin.

The resulting temperature field was then transferred to

a contour plotting program were the values were converted to

a non-dimensional parameter called, Theta, whose definition

is given below.

Theta =

Tmain - T

Tmain - Tje t

where,

Tmain - Initial mainstream temperature

T - Local temperature

Tje t - Initial jet temperature

In viewing the results, it should be remembered that

high values of Theta correspond to cooler regions.

Contour plots of Theta, shown in Figures 5-4 to 5-45,
were then made and will be used as the basis of comparison

for the various cases in the following paragraphs. It should

be noted that each of the contour plots that show a stream-
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wise or side view of the jet and its resultant trajectory in
the mainstream flow are plotted to the same scale so direct
comparisons between plots can be made. All contour plots
that show a cross-stream view are also plotted to the same
scale, however it is larger than that used for the side views
so that more detail can be shown.

In each case the same contour values are used to assist
in the comparison of different cases. The ii contour values
are shown in the following.

Contour Theta

Number Value

1 0.05
2 0.10
3 0.15
4 0.20
5 0.25
6 0.30
7 0.35
8 0.40
9 0.50

10 0.60
ii 0.70

In the following paragraphs, each of the 42 cases run

will be presented, and when a phenomenon of some significance
occurs, an interpretation will be noted in the text. How-

ever, there will be no attempt to analyze each and every

bend in the contour lines and from them make a corresponding
deduction. The authors are well aware that there are limita-

tions in the computational accuracy of the model and that it
would be ill advised to draw too fine of a conclusion based
on these results.

5.5 Effect of Curvature Ratio

In this section, those cases which illustrate the effect

of changing the curvature ratio of the duct will be dis-

cussed. To aid in this process, Table 5-II has been gen-

erated that lists each of the relevant cases to this section,
the relationship between the cases and the values of the
defining parameters.

The first triad of Cases are i, 2 and 12 whose contour

plots of Theta are shown in Figures 5-4a, 5-5 and 5-15a

respectively. Each is a side view for a longitudinal plane

through the center of the jet and clearly shows the trajec-
tory. The maximum jet penetration for each of the three cases



Table 5-II. Test Cases Comparing Curvature Ratio Effects

PARAMETER DESCRIPTION UNITS
...........................

RciiHo Curvature Raho ---
AR Ref. Area Ratio ---

a Mou. Flux Ratio ---

S/Ho Spacing Ratio ---
O/Ho Jet Dia. Ratio ---

[side Injection Side ---

Type Injection Type ---

Tprof Inlet Profile ---
Rt Liner Radius Meters

Phi [nj. Position Deg's

Ho DuctHeight Meters

Figure Number ---

Comparison I Comparison 2

CASEl CASE2 CASE12

0.5 0.25 Inf

I I I

26.4 26.4 26.4

0.5 0.5 0.5

0.25 0,25 0.25

OD OD DO

Single Single Single
Uniform Uniform Uniform

Inf. Inf, Inf.

0 0 ---

0.1016 0.1016 0.1016

5-¢ 5-5 5-15

CASE7 CASE28 CASE42

0.5 0.25 Inf

I I l

6.6 b.b 6.6

0.5 0.5 0.5

0.25 0.25 0.25

O0 O_ OO

Single Single Single

Uniform Unlfora Uniform

Inf. Inf. Inf.

0 ,) ---

0.1016 0.1016 0.1016

5-I0 5-31 5-4.5

Comparison3_

CASE8 CASE32

0.5 0.25

S 3

6.6 6.6

0.5 0.5

0.25 0.25

DO DO

Single Single

Uniform Uniform

Inf. Inf.

0 0

0.1016 0.1016

5-11 5-35

PARAMETER DESCRIPTION UNITS
...........................

Rci/Ho Curvature Ratio ---

AR Ref. AreaRatio ---
J Mum. FluxRatio ---

S/Ho Spacing Ratio ---
D/Ho Jet Oia. Ratio ---

Iside InjectionSide ---

Type InjectionType ---

Tprof InletProfile ---
RL Liner Radius Meters

Phi lnj. Position Deg's

Ho Duct Height Meters

Figure Number ---

Comparison4

CASE? CASE26 CASE 12

0.5 0,25 Inf

I I I

26.4 26.4 26.4

0.5 0.5 0.5

0.25 0.25 0.25
ID IO OD

Single Single Single
Uniform Uniform Uniform

Inf. lnf, Inf.

0 0 ---

0.1016 0.1016 0.1016

5-12 5-29 5-15

Compar|son 5--

CASE lO CASE29 CASE30

0.5 0.25 Inf

I i I

6.6 6.6 6.6
0.5 0.5 0.5

O.25 O.25 O.25

OD/ID OO/ID OO/lD

Opposed Opposed Opposed
Uniform Uniform Uniform

Inf. Inf. Inf.

0 0 ---

0.I016 0.1016 0.1016

5-13 5-32 5-13

PARAMETER DESCRIPTION UNITS
...........................

RcilHo CurvatureRatio ---
AR Ref. AreaRatio ---

J Num.FluxRatio ---

S/Ho SpacingRatio ---
D/Ho Jet Oia. Ratio ---

Iside InjectionSide ---

Type InjectionType ---
Tprof Inlet Profile ---

Rt Liner Radius Meters

Phi Inj.Position Deg's

Ho Duct Height Meters

Figure Number ---

Comparison6

CASE II CASE _3 CASE31

0.5 0.25 Inf
3 3 3

6.6 6.6 6.6

0.5 0.5 0.5

0.25 0,25 0.25

ODIID OD/ID O_/ID

Opposed Opposed Opposed
Uniform Uniform Uniform

Inf. Inf. Inf.

0 0 ---

0.1016 0.1016 0.1016

5-14 5-36 5-34

Comparison 7_

CASE 15 CASE 27 CASE42

0.5 0.25 Inf

I I I

6.6 6.6 6.6

0.5 0.5 0.5

0.25 0.25 0.25
ID ID OD

Single Single Single

Uniform Uniform Uniform

Inf. Inf. Inf.

0 0 0

0.1016 0.1016 0.1016

5-1U 5-30 5-45
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with their differing curvature ratios, is approximately the

same at 80 percent of the duct height although, for the 26.4

momentum flux ratio used, the limiting factor to the penetra-

tion was probably the presence of the opposing wall.

The mixing rate of the jet is slightly increased by

decreasing the curvature ratio. If the distance from the

injection point to the apex of the Theta=0.4 contour island

measured along the jet path is used as an inverse indicator

of the mixing rate, one finds for the straight channel (or

infinite radius), that the distance is 15.6 cm; for the 0.5

curvature ratio, the distance is 10.8 cm; and for the 0.25,

curvature ratio it is 9.7 cm.

The second triad of cases involving varying curvature

ratio is 7, 28 and 42. These differ from the previous three

cases in that a momentum flux ratio of 6.6 was used for the

jets. The contour plots can be seen in Figures 5-10a, 5-31

and 5-45 respectively. In this situation, the opposing wall

can have only minimal effect on the ultimate jet penetration.

For the straight duct in Case 42, the penetration is approxi-

mately 33 percent of the duct height, in Case 7, which has
the 0.5 curvature ratio, it is about 50 percent and in Case

28, with the 0.25 ratio, it is greater than 50 percent. The

radially inward drift of the jets in Cases 7 and 28 is the

result of the curvature induced pressure gradient.

Cases 8 and 32 also differ from each other by only the

curvature ratio and are related to 7 and 28 in that a 3:1

area ratio has been applied to the duct. Contours for 8 and

32 can been seen in Figures 5-11 and 5-35. The same conclu-

sion regarding the effect of curvature is reached from the

comparison of these two cases as from the comparison of 7 and

28.

The next set of cases under consideration are 9, 26 and

12. Here the momentum flux ratio of 26.4 (same as in Case I)

is used but with the injection from the inner wall of the

duct. (Since Case 12 is a straight duct, it is included in

the comparison because OD and ID injections would be equiva-

lent.) Inspection of the contour plots for these cases,

which are shown in Figures 5-12a, 5-29 and 5-15a, indicates

approximately the same ultimate jet penetration of 80 percent

of the duct height as was seen for the OD in injection cases.

Opposed jets with a momentum flux ratio of 6.6 are used

in the next series of Cases i0, 29 and 30. Here the curva-

ture ratio varies from infinite for Case 30 to 0.5 for Case

i0 to 0.25 for Case 29. Contour plots of the predicted Theta

values are shown in Figures 5-13, 5-32 and 5-33a. For the

straight duct, both the inner and outer jets penetrate

approximately the same amount, 30 percent of the duct. For
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the 0.5 curvature ratio however, the symmetry plane between
the inner and outer jets is no longer coincident with the
duct centerline, as the outer jet penetrates to 50 percent of
the duct while the inner jet appears to adhere to the inner
wall with almost no penetration. A similar effect is also
observed for the 0.25 curvature ratio.

To the opposed injection of the previous three cases, a
3:1 area ratio was added and the result was Cases Ii, 33 and
31. Here again, the curvature ratio varies from infinite for
Case 31 to 0.5 for Case ii to 0.25 for Case 33. Contour
plots of the predicted Theta values are shown in Figures
5-14, 5-36 and 5-34. As was seen earlier, both jets pene-
trate equal amounts for the straight duct but when curvature
exists, the ID jet adheres closely to it's wall while the OD
jet penetrates to approximately the duct centerline.

The characteristics of OD jets in the absence of ID jets
was given in Cases 7, 28 and 42 described above. The beha-
vior of ID jets in the absence of OD jets for differing cur-
vature ratios can be seen in Cases 15, 27 and 42. (Case 42
is included here since, like Case 12, it is a straight duct
and OD and ±u injections are _Hu_v=_ent). The 6.6 momentum
flux ratio jets were used in these cases and the correspond-
ing contour plots are shown in Figures 5-18a, 5-30 and 5-45.
Clearly, the characteristic of the ID jets adhering to the
wall with almost no penetration is retained, even without the
OD jets being present. Here also, it is the curvature
induced radial pressure gradient which causes this phenome-
non.

The ID jets of Case 9, however, do not show this effect
as they penetrate almost to the same point as its OD counter-
part, Case i. At low momentum flux ratios, the jet's outward
momentum is countered by the radial pressure gradient and the
jet is forced against the inner wall. For higher jet momen-
tum flux ratios, the pressure gradient lacks the strength to
significantly effect the ultimate jet penetration.

5.6 Effect of Area Ratio

The next parameter studied was the area ratio of the

duct and in this section those cases which illustrate this

parameter will be discussed. Table 5-III lists each of the

relevant cases and the values of the defining parameters.

The first set of Cases are i, 5 and 6. Case i, shown in

Figure 5-4a represented the baseline geometry in which the

duct inlet to outlet area ratio was i:I. There were two

methods by which the 3:1 area ratio could be achieved. The

height of the duct could be decreased while maintaining the

same depth, as in a plane geometry situation. This has been
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Table 5-III. Test Cases Comparing Area Ratio Effects

PARAMETER OESCRIPTION UNITS
...........................

AR Ref. AreaRatio ....

Rci/Ho Curvature Ratio ---

J Mom.FluxRatio ---

S/Ho SpacinqRatio ---

DIHo Jet Oia.Ratio ---

Iside InjectionSide ---

Type InjectionType ---

Tprof Inlet Profile ---
Rt Liner Radius Meters

Phi Inj.Position Oeg's

Ho OuctHeight Meters

Figure Number ---

TABLE5-111,Test Cases ComparingAreaRatio Effect5

ComparisonI Comparison2_Comparison 3u

CASE I CASE5 CASE 6

1 3 3 (Cir)
0.5 0.5 0.5

26.4 26.4 26.4

0.5 0.5 0.5

0.25 0.25 0.25
OO 00 OO

Single Single Single
Uniform Uniform Uniform

Inf. Inf. 0.202!

0 0 0

0.1016 0.1016 0.1016

5-5 5-8 5-9

CASE 7 CASE8

I 3

0.5 0.5

6.6 6.6

0.5 0.5

0.25 0.25

OD O0

Single Single
Uniform Uniform

Inf. Inf.

0 0

0.I016 O.IOIb

5-10 5-II

CASE I0 CASE II

I 3

0.5 0.5

6.6 b,6

0.5 0.5
0.25 0.25

OO/IO O01IP

Opposed Opposed

Uniform Uniform

Inf. Inf.

0 0

0.1016 0.1016

5-13 5-14

PARAMETER OESCRIPTION UNITS
...........................

AR Ref. AreaRatio ---

RcitHo Curvature Ratio ---

J Bom.FluxRatio ---

S/Ho SpacingRatio ---
DiHo JetDia, Ratio ---

lside InjectionSide ---

Type InjectionType ---

Tprof InletProfile ---
Rt LinerRadius Meters

Phi inj.Pos*hon Oeg's

Ho OuctHeight Meters

FigureNumber ---

_Comparison 4

CASE 27 CASE34

I 3

O.25 O.25

6.6 6.6

0.5 0.5

0.25 0.25

I0 I0

Single Single
Umform Unlform

Inf. Inf.

0 0

0.1016 0.I016

5-30 5-37

Comparison5

CASE 29 CASE 33 CASE35 CASE36
........................

I 3 3 (Cir) 3 (Mix.)
0.25 0.25 o.25 0.25

6,6 6.6 b.6 6.6

0.5 0.5 0.5 0.5
0.25 0.25 0.25 0.25

O0/ID OO/IO O011D OI)/IO

Opposed Opposed Opposed Opposed
Uniform Unlform Unlform Uniform

Inf. Inf. 0.2208 0.3623

0 ,} 0 0

O.1016 O. 1016 O. IOIb O.1016

5-32 5-36 5-38 5-39

Comparison6--

CASE30 CASE 31

1 3
Inf Inf

6.6 6.6

0.5 0.5

0.25 0.25

ODIID OO/IO

Opposed Opposed
Uniform Uniform

Inf. Inf.

0.1016 0.1016
5-33 5-34

termed a radial contraction. Alternately, the duct could

have a constant height in an axisymmetric geometry, wherein

the area ratio would have been achieved because the outlet

was at a smaller radius. Thus it would be the circumferen-

tial extent of the duct which would have been decreased. The

third possibility, of course, would have been a mixture of

the two methods.

88



Case 5, shown in Figure 5-8a, represents the former of

the two situations while Case 6, shown in Figure 5-9a repre-

sents the latter. In comparing Case 5 and Case i, there

would seem to be little difference in the jet characteristics

or the mixing as the distance to the apex of the Theta=0.4

contour island is similar. The circumferential contraction,

Case 6, does show some effect especially in the Theta=0.4

contour line. That island has been compressed circumferen-

tially and appears much broader when viewed in the jet cen-

terplane.

Cross-stream contours at a position 90 degrees through

the curved portion of the duct in Case 6 can be seen in Fig-

ure 5-9b. In this, as in all cross stream plots, the OD wall

is at the top of the figure. The jet, in this situation, was

located at the vertical centerline. This can be compared

with the corresponding plots from Case 1 and Case 5 in Fig-

ures 5-4c and 5-8b. It would appear that there is a slight

degradation in mixing when circumferential contraction is
used.

The next pair of cases which represent changes in the

area ratio are 7 and 8. In 7 the i:i ratio is used along

with the 6.6 momentum flux ratio jet and the resulting con-

tour plot was presented in Figure 5-10a. Case 8, shown in

Figure 5-11, uses the same jet but has a 3:1 area ratio with

radial contraction. In these cases both the ultimate pene-

tration and the mixing rate appear little effected by the

area ratio change. The jet characteristics have already been

determined before a significant change in the duct area

occurs since the jets are positioned at the start of the

curved portion of the duct. This orientation was chosen

because it represents the typical arrangement of dilution

jets in reverse flow combustion systems.

Case i0 and Ii bear the same relationship in area ratio

as 7 and 8 but opposed injection was used with the same 6.6

momentum flux ratio jets. Again, there would appear to be

little effect of the area ratio change as evidenced by Fig-
ures 5-13 and 5-14.

If the opposed jet Cases i0 and ii show little effect of

area ratio, it would be reasonable that when the ID jets were

used by themselves, there would also be little effect. That

can be confirmed by observing the contour plots of Cases 27

and 34 which can been found in Figures 5-30 and 5-37.
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A series of four cases, each with the 6.6 momentum flux
ratio opposed injection used in Case l0 but with the 0.25
curvature ratio are used to further illustrate the effect of
area ratio. These Cases are 29, shown in Figure 5-32 which
used the i:i area ratio, 33, shown in Figure 5-36, which used
the 3:1 radial contraction, 35, shown in Figure 5-38, which
used the 3:1 circumferential contraction and finally, 36,
shown in Figure 5-39, which used a 3:1 combination of radial
and circumferential contraction such that the ratio of inlet
to outlet duct height was approximately the same as the ratio
of the inlet to outlet sector arc length. There would again
appear to be minimal effect of area ratio.

Finally, two straight duct cases, 30 and 31, shown in
Figure 5-33 and 5-34 show the effect of area ratio without
any radius curvature influences. As with the curved duct
cases, there appears to be very little effect due to the Area
Ratio.

5.7 Effect of Momentum Flux Ratio

Table 5-IV lists the values of the defining parameters

for those cases which deal with the effect of differing

momentum flux ratio.

The first pair of Cases 1 and 7 have been shown in Fig-

ures 5-4a and 5-10a and they compare the 26.4 and 6.6 momen-

tum flux ratio jets respectively for identical orifice and

duct configurations. The expected result of lower penetra-
tion with lower momentum flux ratio is observed.

Table 5-IV. Test Cases Comparing Momentum Flux Ratio Effects

PARAMETER DESCRIPTION UNITS

...........................

J Mum. Flux Ratio ---

RcilHo Curvature Ratio ---

AR Ref. Area Ratio ---

SIHo Spacing Rat,o ---

D/Ho Jet Oia. Ratio ---

[side Injectlon Side ---

Type Injection Type ---

Tprof Inlet Profile ---

Rt Liner Radius Meters

Phi In]. Position Oeg's

Ho Duct Height Meters

Figure Number ---

_Comparison Im

CASE I CASE 7

26.4 6.6

0.5 0.5

I I

0.5 0.5

0.25 0,25

O0 09

Single Single

Uniform Uniform

Inf. Inf.

0 0

0.1016 0.1016

5-4 5-10

--Comparison 2--

CASE 2 CASE 28

26.4 6.6

0.25 0.25

I I

0.5 0.5

0.25 0.25

OD OD

Single Single

Uniform Uniform

Inf. Inf.

0 0

0.1016 0,1016

5-5 5-31

_Comparison 3m

CASE 4 CASE 20

26.4 105.6

0.5 0.5

I I

0.5 0.5

O.125 O.125

IO I0

Single Single

Uniform Uniform

Inf. Inf

0 0

0.1016 0.1016

5-7 5-23

_Comparison 4_

CASE 5 CASE 8

26.4 6,6

0.5 0.5

3 3

0.5 0.5

0.25 0.25

OD OD

Single Single

Uniform Uniform

Inf. Inf.

0 0

0.1016 0.1016

5-8 5-11
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Reducing the curvature ratio from the baseline 0.50 to

0.25 for Cases 2 and 28 produced the same result. As the

contour plots in Figures 5-5 and 5-31 show, the 6.6 momentum

flux ratio jet penetrated to only 55 percent of the duct
height while the 26.4 jet reached 80 percent.

ID injection and 0.125-diameter ratio jets are used in

Cases 4 and 20 with momentum flux ratios of 26.4 and 105.6

respectively. Figure 5-7a shows the contours for Case 4 from

which the penetration at a position 90 degrees into the bend

was 65 percent of the duct height. However, the jet in Case
20 penetrates almost immediately to the opposite duct wall as
shown in Figure 5-23.

With a 3:1 area ratio duct, the results are again as
would be expected. Case 5, shown in Figure 5-8a and Case 8,

shown in Figure 5-11, have the 26.4 and 6.6 momentum flux
ratio jets respectively. Again the penetration for the lower

momentum flux ratio is 55 percent while the higher ratio
reaches 75 percent.

5.8 Effect of Jet Diameter Ratio

Four cases were used to address the effect of varying
the jet diameter ratio. Table 5-V lists those cases and
their associated parameters.

Case 1 and 3 are OD injection with 0.25- and 0.125-

diameter ratio jets respectively with the same orifice spac-

ing (S/Ho). Contours for Case 1 were presented in Figure
5-4a and show a jet penetration of about 80 percent of the

duct height. Case 3, shown in Figure 6a, exhibits approxi-
mately the same penetration as Case i, even though smaller
diameter ratio jets are used.

When the jets are moved to the ID wall, the penetration
results are similar. In Case 9, shown in Figure 5-12a, the

penetration reached 77 percent of the duct height at a posi-

tion 90 degrees through the bend. It's counter part, Case 4,

shown in Figure 5-7a, reached 65 percent of the duct height
at the same position, however the overall character of the
two jets is very similar.

5.9 Effect of Spacing Ratio

Five cases were used to address the effect of varying
the jet spacing ratio. They are listed in Table 5-VI along
with their associated parameters. It should be noted that

throughout this report, the term spacing ratio refers to the
jet spacing to duct height ratio.
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Table 5-V. Test Cases Comparing Jet Diameter Ratio Effects.

PARAMETER DESCRIPTION UNITS
...........................

D/Ho Jet Dia. Ratio ---

Rci/Ho CurvatureRatio ---

AR Ref. Area Ratio ---

J Mom. Flux Ratio ---

S/Ho SpacingRatio ---

Iside InjectionSide ---

Type InjectionType ---

Tprof Inlet Profile ---
Rt LinerRadius Meters

Phi Inj.Position Deg'z

Ho Duct Height Meters

FigureNumber ---

_Comparison I

CASE I CASE 3

0.25 O,125

0.5 0.5

I I

26.& 26,4

0.5 0.5

OD OD

Single Single

Uniform Uniform

Inf. Inf.

0.1016 0.1016

5-4 5-6

Comparison2_

CASE 4 CASE 9

0.125 0.25

0.5 0.5

! I

26.4 26.4

0,5 0,5

ID 10

Single Single

Uniform Uniform

Inf. Inf.

0 0

0.1.016 0.1016

5-7 5-12

Table 5-VI. Test Cases Comparing Spacing Ratio Effects.

PARAMETER DESCRIPTION UNITS
...........................

S/Ho SpacingRatio ---

RcilHo CurvatureRatio ---

AR Ref, Area Ratio ---

J Mom. Flux Raho ---

D/Ho Jet Oia.Ratio ---

Iside InjectionSide ---

Type Injection Type ---

Tprof InletProhle ---
Rt Liner Radius Meters

Phi Inj. Position Deg's

Ho Duct Height Meters

Figure Number ---

•ComparisonI

CASE _ CASE 19 CASE 7

0.5 0.25 0.5

0.5 0.5 0.5

i I I

26,4 26.4 6.6

0,i25 0.125 0.25

OO OD DO

Single Single Single

Uniform Uniform Uniform

inf. Inf, inf.

0 0 C,

O.lOlb 0,I016 0.1016

5-b 5-22 5-10

Comparison2--

CASE I0 CASE 37

0.5 0.25

0.5 0.5

I I

6.6 26.4

O.25 O,125

OD/ID OO/ID

Opposed Opposed
Uniform Uniform

Inf. Inf.

0 0

0.I016 0.1016

5-t3 5-40
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In Case 3, shown in Figure 5-6a, a spacing to height

ratio of 0.5 was used while in 19, shown in Figure 5-22, the

spacing ratio was 0.25. As expected, decreasing the spacing

decreases the penetration of the jets. It is also interest-

ing to compare Case 19 (0.25 spacing ratio and 26.4 momentum

flux ratio) with Case 7, shown in Figure 5-10a, (0.5 spacing

ratio and 6.6 momentum flux ratio) as the higher momentum

flux ratio in 19 offsets the effect of the larger spacing

ratio in 7 resulting in jet characteristics which are very

similar.

The coupling of spacing ratio and momentum flux ratio

can also be observed for opposed injection by considering

Cases 37, shown in Figure 5-40 (0.25 spacing ratio and 26.4

momentum flux ratio) and i0 shown in Figure 5-13 (0.5 spacing

ratio and 6.6 momentum flux ratio).

Both Case 19 and 37 used a smaller 76x28x10 grid network

since, in each case, the physical spacing was half of the

normal value and although more nodes were available than were

used, it was decided to use approximately the same cross

stream node spacing so that any numerical effects present
would be similar to the other cases.

5.10 Effect of Injection Side

The effect of injection side will be discussed in this
section. Table 5-VII lists each of the relevant cases and

the values of the defining parameters.

Table 5-VII. Test Cases Comparing Injection Side Effects.

PARAMETER

[side

RcilHo

AR

0

S/Ho

D/Ho

Type

Tprof
Rt

Phi

Ho

DESCRIPTION UNITS

InjectionSide ---

CurvatureRatio ---

Ref, Area Ratio ---

Mom, Flux Ratio ---

SpacingRatio ---
Jet Dim. Ratio ---

InjectionType ---
Inlet Profile ---

Liner Radius Meters

inj. Position Deg's

Duct Height Meters

FigureNumber ....

.Comparison1

CASE I CASE 9 CASE IB

OD IO OD/ID

0.5 0.5 0,5

l 1 i

26,4 26,4 2b,4

0.5 0,5 1

O.25 O.25 O.25

Single Single Staggard
Uniform Uniform Uniform

Inf. Inf. [nf.

0.1016 ¢.1010 0.1016

5-4 5-!_ 5-2!

Comparison2'

CASE 3 CASE 4

OD [D

0.5 0.5

1 i

26.4 26.4

0.5 0.5

0.125 0.125

Single Single

Uniform Uniform

IF,f, [nf.

(?' 0

0,iv16 0.!016

5-6 5-7

Comparison3_

CASE7 CASE15

OO [D

0.5 0,5

i I

6.6 6,6

0.5 0,5

0,25 0.25

Single Single

Uniform Uniform

Inf. Inf.

0 0

0,[0[6 0,1016

5-I0 5-[8
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The first triad of Cases to be compared are i, 9 and 18.
The baseline, Case i, was presented in Figure 5-4a. Case 9
is the ID injection counterpart and was shown in Figure 5-12a
while 18 is shown in Figures 5-21a and 5-21b and represents a
configuration in which every other OD orifice in Case 1 was
moved to the ID wall, thus the spacing ratio in Case 18 is
double of that of Case i.

A clearer perspective of these three cases can be seen
from the cross stream contour plots generated at a position
30 degrees into the turning section of the duct. These are
shown in Figures 5-4b, 5-12b and 5-21c respectively. In Fig-
ure 5-4c (Case I), the classic horse shoe shape in the jet
wake has developed as expected. In contrast, the contour
islands in Figure 5-12b (Case 9) are significantly different
as the wake development has been inhibited, while Figure
5-21c (Case 18) shows both types of characteristics.

Computations for Case 18 were performed for only half of
the region shown which was then reflected by the plot program
provide a clearer illustration of the jet development.

The radially inward (or downward in the figures) pres-
sure gradient generated by the duct curvature opposes the
roll-up of the wake vortices behind the ID jets and slows the
mixing rate but enhances the vortex development for OD jets.

Cases 3 and 4 represent the same OD/ID comparison as
Cases 1 and 9 above except that the smaller 0.125-diameter
ratio jets were used. Streamwise contours for Case 3 have
been presented in Figure 5-6a while Case 4 was shown in Fig-
ure 5-7a. Cross-stream contours were generated for these
cases, again at a position 30 degrees into the turning sec-
tion of the duct, and are shown in Figures 5-6b and 5-7b. As
with the previous cases, when the jet is located on the OD
wall a horseshoe wake region develops but when an ID location
is used, the character of the wake is markedly different.

Differences in the character of OD and ID injection are
also present when the 6.6 momentum flux ratio jets are used.
Case 7, shown in Figure 5-10a, used an OD injection while
Case 15, shown in 5-18a employed ID injection. Cross-stream
plots at the 30-degree position are provided in Figures 5-10b
and 5-18b.

5.11 Effect of Inlet Profile

The effect of the inlet temperature profile will be dis-
cussed in this section. Table 5-VIII lists each of the rele-

vant cases and the values of the defining parameters.
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For most of the cases analyzed, the inlet temperature
profile was taken to be uniform, however, Cases 14 and 16
were run with the profile shown in Figure 5-46, which peaked
at 80 percent of the inlet duct height but had the same mass
average inlet temperature as the uniform cases. In Case 14,
shown in Figure 5-17a, no jets were used so that little tem-
perature changes occur in the duct. This case also provided
an indication of the radial pressure gradient isolated from
jet effects. Contours of relative pressure can be seen in
Figure 5-17b and clearly show the radial gradient. The rela-
tive values were obtained by subtracting the centerline exit
pressure value for the rest of the field.

In Case 16 (shown in Figure 5-19), the same OD peaked
inlet temperature profile was used but a 6.6 momentum flux
ratio OD jet was added. Also, Figure 5-10a (Case 7), should
be considered as this case uses the same orifice conditions
as 16, but with a uniform inlet temperature profile.

These three cases provide an opportunity to test the
principle of superposition. Contour plots of Theta, shown in
Figure 5-47, have been generated in which the inlet Theta
distribution used in Case 14 was superimposed on the profiles
of Case 7 which had a uniform inlet. If this figure is com-
pared to Case 16, reasonable agreement is seen.

5.12 Effect of Injection Type

The effect of injection type will be discussed in this
section. Table 5-IX lists each of the relevant cases and the

values of the defining parameters.

The effect of multiple row injection was examined in a

series of three Cases, i, 17 and 25. Case 1 has been pre-

sented earlier in Figure 5-4a and was the baseline configura-

tion with a single row of 0.25 diameter ratio OD orifices.

In Case 17, shown in Figure 5-20a, the single row was

replaced with a double row of 0.1768 diameter ratio orifices

whose combined geometric area was the same as the single row.

The orientation of the second row is such that the holes were

inline with the leading row and positioned at 20 degrees into

the turning section of the duct as opposed to 0 degrees for

the leading row or the single row of Case I. It is apparent

that the leading row in Figure 5-20a acts as a shield allow-

ing the second row to penetrate further than either the lead-

ing row or the single row case.
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Table 5-VIII. Test Cases Comparing Inlet Profile Effects.

PARAMETERDESCRIPTIONUNITS
............................

Tprof InletProfile ....
Rci/Ho CurvatureRatio ---

AR Ref. Area Ratio ---

J Mom. Flux 8atio ---

S/Ho SpacingRatio ---

D/Ho Jet Oia. Ratio ---

]side InjectionSide ---

Type InjectionType ---

Rt Lzner Radius Meters

Phi In_,Position Oeg's

Ho Duct Height Meters

FigureNumber ---

Comparison1,

CASE 7 CASE 14 CASE 16

Uniform OO Peak. O.DPeak,

0,5 0.5 0.5

I I J

6.6 --- 6.6

0.5 --- 0.5

0.25 .... 0.25

OD --- OD

5ingle --- Single

Inf. inf. Inf.

0 --- 0

0.1016 0,I016 0.1016

5-10 5-17 5-L9

Table 5-IX. Test Cases Comparing Injection Type Effects.

PARAMETER DESCRIPTION UNITS

Type InjectionType ---

Rci/Ho CurvatureRatio ---

nrAR Ref.,.ea Ratio ---

J Mom,Flux Ratio ---

S/Ho SpacingRatio ---

O/Ho JetOia. Ratio ---

Is]de InjectionSide ---

Tprof InletProfile ---

Rt Liner Radius Meters

Phi Inj,Position Deg's

Ho Duct Height Meters

FigureNumber ....

ComparlsonI

CASE i CASE 17 CASE 25

Single Double Oou/Off

(Row) (Row) (Row)

0.5 0.5 0,5

1 I I

26.4 26.4 26.4

0,5 0.5 0.5

0.25 O.176B 0.1768

OD OD OD

Uniform Ur'.,iforI Uniform

Inf. Inf. inf,

C, 0/20 0/20

0.1016 0.1016 0.1016

5-4 5-20 5-28

Comparison2

CASE 38 CASE 39 CASE _0

OpptAlgn OppiCross Opposed
(Slots) (Slots) (Holes)

Inf Inf lnf

I ! I

6,6 6,b 6.6

0.5 0.5 0.5

S!ot SIot O,25

ODilD OO/IO OD/ID

Uniform Uniform UniforI

Inf Inf Inf

0.1016 0.1016 0.1016

5-41 5-42 5-33
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In Case 25, the same double row orifice pattern is used
as 17 but the second row was staggered from the leading by
one-half of the spacing. The resulting contours through the

leading and trailing rows can be found in Figures 5-28a and

5-28b respectively. The penetration of the trailing row is

now significantly less than the single row case rather than

greater. Other views of Case 17 and 25 can be seen in the

cross stream contours for the 30 degree station shown in Fig-
ures 5-20b and 5-28c.

Case 25 used a smaller 76x28x10 grid network in order to

obtain the correct circumferential boundary conditions while

maintaining node spacings similar to other cases. The actual

computations were performed for only the center third of the

region shown in Figure 5-28c and the results were then

reflected both right and left by the plot program to obtain

the figure shown.

Two opposed injection Cases, 38 and 39, were run which

used slots rather than the round holes employed for all other

Cases in this study. Figure 5-48 is a drawing of the slots

which have the same geometric area as a 0.25 diameter ratio

hole. The major axis of each slot was orientated at a 45

degree angle with respect to the incoming mainstream flow.

In Case 38, the 45 degree orientation was the same for the

upper and lower jet rows while in 39 the lower orientation

was opposite the upper so that the slots appeared to be
crossed when viewed for above.

The streamwise contours for these cases are shown in

Figures 5-41a and 5-42a respectively and can be compared to

Case 30, shown in Figure 5-33a, which used the normal round

holes. A better perspective of the characteristics can be

seen in Figures 5-41b, 5-42b and 5-33b. Each figure shows

cross-stream contours at three distances, X/H of 0.5, 1.0 and

2.0, downstream from the center of the orifice. Also shown

are oblique plots at the same stations. The calculations were

performed for only half of the region shown in the figures

and was then duplicated by the plot program to produce the

figures shown.

5.13 Effect of Iniection Position

The effect of injection position will be discussed in

this section. Table 5-X lists each of the relevant cases and

the values of the defining parameters.

In the baseline, Case i, the injection position was 0

degrees or at the start of the turning section of the duct.

The contours for this case have been shown in Figure 5-4a

previously. Case 13 is identical in every aspect except that

the injection position was specified as 20 degrees into the
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Table 5-X. Test Cases Comparing Injection Position Effects.

PARAMETER DESCRIPTION UNITS

Phi Inj.Position Oeg's
RciiHo CurvatureRatio ---

AR Ref. Area Ratio ---

J Mom. Flux Ratio ....

SIHo SpacingRatio ---
D/Ho Jet Dia. Ratio ---

Iside l_jectionSide ---

Type InjectionType ---

Tprof Inlet Proiiie ---
Rt Liner Radius Meters

Ho Duct Height Meters

Figure Number ---

_Comp_rison I-

CASE I CASE 13

0 2O

0.5 0,5

! !

26.& 26.4

0.5 0.5

0.25 0,25

OD OD

Single Single
Unlform Unifore

Inf, Inf.

0.1016 O,lOlb

5-$ 5-17

Comparison2_

CASE 4 CASE 24

0 60

0,5 0.5

l 1

2b.$ 2b,4

0.5 0.5

O.125 O.125

ID ID

Single Sinqle

Onlform Uniform

Inf, Inf.

0,.I016 ¢,.101_

5-7 5-27

turning section. This position was selected since it corres-

ponds to the trailing orifice row of Cases 17 and 25. Con-

tours for this case can be seen in Figure 5-16 which shows

nearly identical jet characteristics as Case 1 except for a

slight elongation of some of the contour islands. Obviously

the conditions in the mainstream which control the jet tra-

jectory and penetration have changed little in the first 20

degrees of the duct turn.

The second pair of Cases is 4, shown in Figure 5-7a and

24, shown in Figure 5-27. A 0 degree injection position was

used in Case 4 which has a penetration of 65 percent of the

duct height. For Case 24, however, a 60 degree position was

used resulting in very different jet characteristics with the

penetration being only 35 percent. Clearly, the radial pres-

sure gradient has developed further by the 60 degree position

and is opposing the movement of the jet into the mainstream.

It should be remembered that in these cases the duct area

ratio is i:i so that the average velocity upstream of the jet

is the same in both cases.

5.14 Comparison of Can s Channel and Annular Characteristics

As part of the numerical experiment, several cases were

run that were used to investigate the relationship between

mixing characteristics in rectangular, annular and can geom-
etries. Table 5-XI lists the relevant cases and the values

of the defining parameters.
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Table 5-XI. Test Cases Comparing Can Annular/Channel Effects.

PARAMETER OESCRIPTION UNITS
...........................

Rt Liner Radius Meters
Rci/Ho Curvature Ratio ---

AR Ref. Area Ratio ---

a Mum.Flux Ratio ---

Si½o Spacing Ratio ---
O/Ho Jet Dia. Ratio ---

Iside InJection Side ---

Type Injection Type ---

Tprof Inlet Profile ---

Phi [nj. Position Oeg's
Ho Ouct Height Beters

FigureNumber ---

ComparisonI Comparison2.. Comparison3_

CASE12 CASE22 CASE23

Inf. 0.1016 0
lnf [nf Inf

I i I

26.4 26.4 26.6
0.5 0.3535 0.25

0.25 0.1768 0.125

OD OD 00

Single Single Single
Uniform Uniform Uniforl

0.1016 0.1437 0.2032

5-15 5-25 5-26

CASE21 CASE30

0.1016 Inf.
lnf Inf

I 1

6.6 6.6
0.5 0.5

0.25 0.25

00/I0 ODiID

Double Opposed
OnzforJ Uniform

O.lOl6 0.1016

5-24 5-33

CASE 12 CASE 40 CASE 41

Inf. O 0

Inf Inf Inf

I I l

26.4 26.4 26.4

0.5 I 0.707

0.25 0.25 0.25

00 00 00

Single Single Single

Unzform Uniform Uniform

0.1016 0.1016 0.1016

5-15 5-43 5-44

The first set of Cases are 12, 22 and 23. Case 12

represents a straight rectangular duct with single sided

injection with a momentum flux ratio of 26.4 and has been

shown in Figure 5-15a. Case 22 has the same jet configura-

tion and jet physical spacing but is an annular geometry,
while Case 23 also used the same jet and spacing but was a

straight can. The height of the annulus in Case 22 and the
radius of the can in Case 23 were selected such that the

volume into which each orifice discharged was the same as the

volume of the rectangular duct in Case 12. This criteria

resulted in an annulus height of 14.37 cm and a can radius of

20.32 cm. The relative cross stream shapes for these three

cases is illustrated in Figure 5-49.

If the Case 12 results are compared to those of Case 22,

shown in Figure 5-25 and Case 23, shown in Figure 5-26, it
can be seen that the jet trajectories are almost identical

even though the ratios of the orifice spacing to duct height

are quite different. As the jet penetrates toward the cen-
terline in an annular or can geometry configuration, the nar-

rowing of the circumferential extent of the duct retards the

jet movement. However, additional work with these configura-
tions is recommended before any significant conclusions can

be made.
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The next pair of comparison Cases are 21 and 30.

Streamwise contours of Case 30, that is the opposed injection

in a straight rectangular duct, were shown in Figure 5-33a.

These can be compared to Figure 5-24a that shows the same

streamwise contour for Case 21 which is an opposed injection

into an annular duct. The orifice spacing to height ratio in

this case was selected such that the same 0.5 value was

obtained at the annulus radius which divided the annulus into

two equal areas. Cross-stream plots for these two cases can
be seen in Figures 5-24b and 5-33c.

Finally, the equivalency between a can and a rectangular

duct was investigated by Cases 12, 40 and 41. Case 12, pre-

sent earlier in Figure 5-15a, was again used as a reference.

In Case 40, a can with a radius equal to the duct height in

Case 12 and with the same spacing ratio as Case 12, was used,

but the spacing was based on the sector arc length at the can

half radius, or 5.08 cm. In 41, also a can of the same

radius and spacing, the spacing was based on the sector arc

length at the radius which divided the cross sectional area

of the can into two equal parts. Streamwise contours for

these cases can be seen in Figures 5-43 and 5-44a. It is

quite evident that the trajectory of the jet in Case 41

almost exactly duplicates that in Case 12 while 40 over pene-
trates. The equivalency of 12 and 41 can also be seen in the

cross stream contours shown in Figures 5-15b and 5-44b.
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Figure 5-4a. Streamwise Theta Contours for Case i.
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Figure 5-10b. Cross-Stream Theta Contours at Phi=30 Degrees

for Case 7.

118



CONTOUR VALUE

l 0.0500

2 0.1000
3 0.1500
4 0.2000

5 0.2500
6 0.3000

T 0.3500

8 0.4000

9 0.5000
10 0.6000

11 O.TO00

J = E6

S/Ho =0.5

WHO = _25

Figure 5-11. Streaswise Theta Contours for Case 8.
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Figure 5-12a. Streamwise Theta Contours for Case 9.
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for Case 9.
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Figure 5-14. Streamwise Theta Contours for Case ii.
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Figure 5-16. Streamwise Theta Contours for Case 13.
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Figure 5-17a. Streamwise Theta Contours for Case 14.
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Figure 5-17b.
Streamwise Relative Pressure Contours for Case 14.
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Figure 5-18a. Streamwise Theta Contours for Case 15.
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Figure 5-18b.
Cross-Stream Theta Contours at Phi=30 Degrees
for Case 15.

130



CONTOUR VALUE
i ii

I 0.0500

2 0.1000

3 0.1500

4 0.2000

5 0.2500

6 0.3000

7 0.3500

8 0.4000

9 0.5000
10 0.6000

11 0.7000

J = 6.6

S/Ho = 0.5

D/Ho = 0.25

/
8

Figure 5-19.
Streamwise Theta Contours for Case 16.
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Figure 5-20a. Streamwise Theta Contours for Case 17.
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Figure 5-21b. Streamwise Theta Contours for Case 18, ID Jet.
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Figure 5-22. Streamwise Theta Contours for Case 19.
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Figure 5-23. Streamwise Theta Contours for Case 20.
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Figure 5-24b. Cross-Stream Theta Contours at X/I_=l.0 for Case 21.
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Figure 5-27. Streamwise Theta Contours for Case 24.
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Figure 5-28b. Streamwise Theta Contours for Case 25, Trailing Row.
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Figure 5-29. Streamwise Theta Contours for Case 26.
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Figure 5-30. Streamwise Theta Contours for Case 27.
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Figure 5-31. Streamwise Theta Contours for Case 28.
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Figure 5-32. Streamwise Theta Contours for Case 29.
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Figure 5-33b. Cross-Stream Theta Contours at X/H=1.0 for Case 30.
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Figure 5-35. Streamwise Theta Contours for Case 32.

155



CONTOUR VALUE
j ,= i

I 0.0500

2 0.1000

3 0.1500

4 0.2000

5 0.2500
6 0.3000

7 0.3500

8 0.4000

g 0.5000
10 0.6000
11 O.TO00

J = _6

S/Ho = 0.5

D/Ho = 0.25

Figure 5-36. Streamwise Theta Contours for Case 33.
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Figure 5-37. Streamvise Theta Contours Eor Case 34.
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Figure 5-39. Streamwise Theta Contours for Case 36.
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Figure 5-40. Streamwise Theta Contours for Case 37.
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Figure 5-44b. Cross-StreamTheta Contours at X/H=0.75
for Case 41.
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Figure 5-47. Streamwise Theta Contours for Superposition of
Case 7 and Case 14.
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6.0 CONCLUSIONS AND RECOMMENDATIONS

The TMM has been assembled from existing codes and

physical submodels and has shown no operational difficulties.

The model has been used to analyze a number of flow situa-

tions which possess some or all of the characteristics found

in transition liner flows. The flow field predictions have

been compared with available experimental data and based on

that comparison and general observations while running the
program, the following conclusions can be made.

o The good agreement for the laminar case indicates

that the basic numerical procedure is operating
correctly.

o The SIMPLER algorithm reduces the execution time

required to achieve a specified level of

convergence.

o The ARSM computes Reynolds stress levels which are

reasonable when compared to the measured data for

turning duct flows.

o The predicted mixing rate using the k-E model for

dilution jet flow situations is considerably less
than that indicated by the measurements.

o The ARSM enhances the mixing rate but not to the

degree indicated by the data.

o
The DFR model has demonstrated improved accuracy

over the typical six-flux model; however the

geometrical complexity incurred in extending the

model to 3 dimensions is significant and the model

is not recommended for use without further accurate

radiation measurements and detailed validation of
the DFR model.

o
The slight improvement in the predicted velocity

profiles when using the ARSM does not justify the

added computation and memory requirements.

o In the current form, the TMM is capable of predic-

ting trends and qualitative results for transition
liner flows.

Since it appears that the turbulence model contains

deficiencies, it is recommended that additional effort be

directed at formulating models which can predict the levels

of cross stream mixing exhibited by the experimental data.

Although not addressed in this study, it is also suspected

that numerical effects contribute to some of the measurement-
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prediction discrepencies and therefore additional effort is

required in this area.

The TMM has also been used to perform a numerical

experiment to illustrate the effect of transition liner

curvature on the mixing process of dilution jets and hot

mainstream gas. The following conclusions can be made from

the analysis of the results:

o Transition liner curvature causes a drift of the

jet trajectories toward the inner wall that must be

accounted for in any jet mixing correlations.

o The radial pressure gradient induced by the curva-

ture opposes the entrainment of the cross-flow

caused by the vortices in the wake region of jets

injected from transition liner inner walls and

enhances the entrainment for jets injected from

outer walls. This produces very different charac-

teristics for the two types of injection resulting

in slower mixing for ID jets than those located on
the OD.

o Jet trajectories in a pipe are similar to that in a

rectangular duct if the same orifice momentum flux

ratios and spacing-to-height (or radius) ratios are

used. However, the spacing ratio for the pipe must

be computed using the arc length at the radius

given by Rm//2, where Rm is the maximum pipe radius.

Thus jet mixing correlations derived for rectangu-

lar ducts can also be used for pipes.

o The use of angled slots is approximately equivalent

to round holes of the same open area.
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