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Abstract 

Initial calculations o f  a redesign o* the 
solid rocket booster joint that *ailed durtng 
the shuttle tragedy showed that the design had a 
weight penalty associated with It. Optimizatton 
techniques were to be applted to determine t f  
there was any way to reduce the weight while 
keeping the joint opening closed and limiting 
the stresses. To allow engineers to examine as 
many alternattves as possible, a system was 
developed consisting of existing software that 
coupled structural analysts with optimizatton 
which would execute on a network of computer 
workstations. To increase turnaround thts 
system took advantage of the parallelism offered 
by the finite difference techntque of computing 
gradients to allow several workstations to 
contribute to the solution or the problem 
simultaneously. The resulting system reduced 
the amount or time to complete one opttalzation 
cycle from two hours to one-half hour with a 
potential of reducing it to fifteen minutes. 
The current distributed system, which contains 
numerous extensions, requires one hour 
turnaround per optimization cycle. This would 
take four hours for the sequential system. 

Introduction 

After the shuttle tragedy ln January 1986, 
NASA began evaluating changes In the existing 
design as well as new designs for the solid 
rocket booster (SRB) joint. NASA Langley's team 
of researchers designed a candidate whtch might 
be used i* no method of fixlng the current SRB 

joint proved feasible.' Initial calculations 
determined that this new design would have a 
signi*icant weight penalty. Optimizatton 
techniques were therefore applied to this design 
to determine the optimal shape of the model 
while keeping the wetght as low as possible, as 
well as keeping the jolnt opening closed and 

2 ltmiting the stresses of the structure. 
For engineers to analyze the numerous 

alternatives available through optimizatton, a 
software and hardware system had to be developed 
that would provide fast turnaround wlth the 
least amount of  development time. In response 
to this, an existing software sy9tem combining 
structural analysis and optimization was 
modi~ied to execute on a dtstrlbuted network of 
workstations. Thts paper describes this system 
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In terms of tools and how the system was 
dtstrlbuted and tested. 
problems encountered when distrtbuting the 
system. 

Also discussed are 

The major tools used for this project were 
the hardware (DEC MicroVAX computer 
workstations), the software (PROSSS. Programmtng 
System ror Structural Synthesis3' 'I5), and the 

networks (DECnet and LaRCNET ). This section 
detalls each tool and the reasons for thelr 
cho t ce. 

6 

Hardware 

Uork was begun on the project in late Hay, 
just when many Summer professors and students 
were beginntng to arrive. Hlstortcally. thts 
in*lux of summer researchers had caused a 
noticeable delay tn turnaround time of the 
central computer complex. Other alternatives 
tncluded a DEC 111785 minicomputer wtthin the 
building or a recently installed network o f  DEC 
MicroVAX workstattons. It was dectded that 
using the workstattons as the prtmary computer. 
with the mtnlcomputer and central complex a3 
backups, would be the most productive 
environment. 

Ortglnally, the workstattons each had 2 
million bytes (MB) of main memory with a 71MB 
hard disk executing wlth the VMS opersttng 
system. The *lntte element model oc the new 
destgn *or the SRB joint contained over 2200 
degrees-of-freedom with approximately 530 
elements. Although the workstatton was a 
vtrtual memory computer, the ttme penalty In 
excesstve pagtng between disk and main memory 
wa9 determined to be too great for the required 
turnaround tlme. Therefore, an upgrade to 6MB 
of main memory was necessary to mtnimtze pagtng 
when executing the analysts program Cor a modal 
this s1ze. 

Another feature provtded by the workstattons 
that proved to be useful was multiple windows. 
A text wtndow was used for edlttng ftles and 
word processtng; while a graphics window was 
used Cor dtsplaytng plots. Since multtple 
windows can be opened at one tlme. It was 
possible to view more than a stngle task at a 
ttme. For example, on numerous occastons the 
engtneer would view the output or  graphtcs from 
one executlon on one wtndow whtle edtting an 
tnput flle for the next execution on another. 

Soft ware 

PROSSS, a system o f  computer programs 
combining structural analysts and opttmtzation. 

1 



was chosen a s  t h e  sof tware t o o l  because t h e  
majority of t h e  code t n  PROSSS was tndependen 
of t h e  type  of problem being solved. 
a d d i t i o n ,  PROSSS had been converted t o  run  on 
t h e  w o r k s t a t t o n s  e a r l i e r  i n  t h e  year and had 
been v e r i f i e d  with t h e  s tandard  test c a s e s .  
There were f i v e  major components of PROSSS: ( 
t h e  s t r u c t u r a l  a n a l y s i s  program; ( 2 )  t h e  
o b t i m i z a t i o n  Drogram: (3) the f r o n t  processor  

In  

- -  
which conver ted  d a t a  output  from t h e  o p t i m i z e r  
i n t o  i n p u t  for t h e  s t r u c t u r a l  a n a l y s i s  program; 
(4) t h e  end processor  which conver ted  d a t a  
o u t p u t  from t h e  a n a l y s i s  program i n t o  i n p u t  for 
t h e  o p t i m i z e r  program; and (5) t h e  i n p u t  
runs t reams for t h e  a n a l y s i s  program ( f i g u r e  1 ) .  

For t h i s  p r o j e c t  EAL,  Engineer ing Analysis  
Language7. was chosen Cor t h e  s t r u c t u r a l  
a n a l y s i s .  An EAL input  runstream already 
e x i s t e d  for t h e  f i n i t e  element model, and t h e  
EAL d a t a  l i b r a r i e s  were u s e f u l  for p a s s i n g  d a t a  
between EAL and t h e  opt imizer .  P r e c i s i o n  was a 
aoncern when working with a 32 b i t  computer. 
EAL al lowed ror double p r e c i s i o n  i n  the 
p r o c e s s o r  for assembling t h e  system e l a s t i c  
s t i f f n e s s  m a t r i c e s  and t h e  processor  for 
f a c t o r i n g  t h i s  assembled sys t em s t i f f n e s s  
mat r ix .  The f a c t o r e d  system s t i f f n e s s  matrix, 
however, was t r u n c a t e d  t o  s i n g l e  p r e c i s i o n .  

d e s i g n  v a r i a b l e s  based on t h e  v a l u e s  of the 
o b j e c t i v e  f u n c t i o n ,  c o n s t r a i n t s ,  and t h e i r  
g r a d i e n t s .  I n  PROSSS, CONMIN was t r e a t e d  as a 
wblack-boxw. A problem-independent d r i v e r  
program read  data from EAL l ibrar ies  and called 
the o p t i m i z e r  a s  well a s  t h e  f r o n t  and end 
p r o c e s s o r s .  F i n i t e  d i f f e r e n c i n g  was selected 
from t h e  o p t i o n s  a v a i l a b l e  i n  PROSSS f o r  
computing g r a d i e n t s .  The des ign  variables were 
p e r t u r b e d  one a t  a ttme by an i n p u t  s t e p s i z e  i n  
a s u b r o u t i n e  also called by t h e  d r i v e r  program. 
S e v e r a l  tests were made t o  determine t h a t  a s t e p  
s i z e  of 20s was requi red  t o  minimize t h e  e f f e c t  

2 of roundoff e r r o r s  due t o  t h e  32-bi t  p r e c i s i o n .  
After each p e r t u r b a t t o n  a n  a n a l y s i s  was executed 
and the g r a d i e n t s  of t h e  c o n s t r a i n t s  and 
objective f u n c t t o n s  saved. After a l l  o f  t h e  
d e s i g n  v a r i a b l e s  had been per turbed  and a l l  
g r a d t e n t s  c a l c u l a t e d ,  t h e  da ta  were passed t o  
CONHIN f o r  op t imiza t ion .  This o p t i m t z a t i o n  was 
i n  a l o o p  w i t h  a subrout ine  f o r  f i r s t - o r d e r  
approximation t o  t h e  i n i t i a l  problem. R e s u l t s  
from the o p t i m i z a t i o n  and approximation were 
stored i n  EAL data s e t s  for t h e  f r o n t  processor .  

The f r o n t  processor  was a v e r y  important  
p i e c e  of s o f t w a r e  developed s p e c i f i c a l l y  for 
t h i s  p r o j e c t  t o  provide a n  au tomat ic  f i n i t e  
e lement  model genera t ing  c a p a b t l l t y . 2  I t  was 
programmed as a set or f u n c t i o n s  that  g e n e r a t e  
the c o o r d i n a t e s  of the  j o i n t s  based on changes 
in the d e s i g n  v a r i a b l e s  i n p u t  as parameters  t o  
the e q u a t t o n s .  
oonsls!ed o f  EAL runstreams r e f l e c t i n g  the  
changed model. 

speclrically f o r  t h i s  project. The input  t o  
t h i s  processor  cons ts ted  of the  des ign  
v a r i a b l e s ,  sthesses, d isp lacements ,  r e a c t i o n s ,  
and o b j e c t i v e  func t ion .  Fourteen des ign  
c o n s t r a i n t s  were ca lcu la ted :  t e n  maxtmum 
stresses a t  c r i t t c a l  P a r t s  of t h e  j o l n t ,  one t o  
keep the  gap between t h e  boos te r  segments c l o s e d  

The o p t i m i z e r .  COHHIN’. computed a new set  of 

Output from t he  f r o n t  processor  

The end processor  was also developed 

a t  the O-ring, one t o  main ta tn  the  t n t e g r t t y  of 
t h e  f i n i t e  e lement  mesh, one t o  a l low sufficient 
room t o  t n s e r t  the s t u d ,  and one t o  a l low 
s u f r i c l e n t  room t o  t n s e r t  the n u t .  The 
c o n s t r a i n t s  and their g r a d i e n t s  were computed 
based on a l l o w a b l e  v a l u e s  and s t o r e d  i n t o  a r r a y s  
uhich  were used i n  c o n s t r u c t i n g  t h e  f i r s t - o r d e r  
approximat tons .  

There were two EAL runstreams used  a s  t n p u t ,  
a non-repea tab le  runstream and a r e p e a t a b l e  
runstream. The non-repea tab le  runstream was 
executed  o n l y  one time t o  t n i t l a l i z e  t h e  system 
w i t h  r e s p e c t  t o  i n i t i a l  model j o t n t  l o c a t i o n s .  
t he  element  c o n n e c t i v i t i e s ,  t h e  loading  
c o n d i t i o n s ,  t h e  c o n s t r a i n t s ,  and data tables  for  
use i n  t h e  o p t i m i z e r  and f r o n t  and end 
processors .  The r e p e a t a b l e  runstream was 
executed  for each a n a l y s i s  ( b a s e l i n e  and 
p e r t u r b e d  des ign  v a r i a b l e s )  t o  compute t h e  
o b j e c t i v e  f u n c t i o n ,  stresses, d isp lacements .  and 
r e a c t i o n s ;  and to  s t o r e  these d a t a  i n t o  t h e  EAL 
d a t a  base.  

Ne t u o r  k s  

The w o r k s t a t t o n s  and a DEC VU 11/785 were 
connected by two networks. DECnet and LaRCNET 
( f i g u r e  2 ) .  Normally, t h e  networks were seldom 
used w h i l e  t h e  s y s t e m  was e x e c u t i n g  on a s i n g l e  
w o r k s t a t i o n ,  however t h e y  were c r i t i c a l  f o r  t h e  
d i s t r i b u t e d  system. I n  s e v e r a l  i n s t a n c e s ,  
having two networks a v a i l a b l e  was a n e c e s s i t y  
because of problems o c c u r r i n g  on one of them. 

DECnet, t h e  name for  t h e  DEC s o f t w a r e  and 
hardware products  t h a t  a l low d i f f e r e n t  D i g t t a l  
o p e r a t t n g  s y s t e m s  t o  o p e r a t e  as network. 
connected t h e  works ta t tons  through an Etherne t  
c i r c u t t .  Although t h e  maximum d a t a  t ransmtss ion  
r a t e  on an Etherne t  c i r c u i t  was 10 m t l l i o n  b l t s  
per  second (Mbps), DECnet’s d a t a  throughput  r a t a  
was much l e s s .  

LaRCNET was t h e  l o c a l  area network developed 
s p e c i f i c a l l y  for N A S A ‘ s  Langley Research Center  
t o  provtde a centerwtde  c a p a b t l t t y  f o r  
t r a n s f e r r i n g  d a t a  f i les  among mult i -vendor  
d i s t r i b u t e d  computer systems.  Thts  packet-  
switched network was based on t h e  lOMbps 
Etherne t  ( i n t r a b u i l d t n g )  and Pronet  ‘ i b e r o p t i c  
token-passlng ring ( i n t e r b u i l d i n g )  t e c h n o l o g t e s .  
I t  a l lowed any connected d e v t c e  t o  a c c e s s  any 
o t h e r  connected devtce  a t  speeds  g e n e r a l l y  
l t m t t e d  by t h e  end d e v i c e s ,  normally up t o  
0.5Mbps e f f e c t t v e  throughput .  

D E C n e t  and LaRCNET should have been t h e  same 
because t h e y  were us tng  t h e  same hardware 
c i r c u i  t .  However, because o f  s o f t w a r e  
d i f f e r e n c e s  I n  a c c e s s i n g  t h e  network, LaRCNET 
required l e s s  d a t a  t ransmjss ton  t tme and became 
t h e  maln network tool f o r  t h t s  p r o j e c t .  

In theory  t h e  t ransmtss ton  r a t e  for  both 

D l s t r l b u t i n g  t h e  System 

I n i t i a l l y ,  PROSSS executed s e q u e n t i a l l y  on a 
s t n g l e  w o r k s t a t i o n .  A s i n g l e  a n a l y s t s  of  t h e  
f l n l t e  element model r e q u i r e d  f i f t e e n  mtnutes  
f o r  execut ton. Seven des tgn  v a r i a b l e s  ( f i g u r e  

2 3 )  were chosen Cor the  o p t i m i z a t t o n  process .  
Computing t h e  g r a d t e n t s  us ing  f l n l t e  d i f f e r e n c e s  
r e q u t r e d  a basellne a n a l y s t s  and an  a n a l y s t s  f o r  
each per turbed  des tgn  v a r i a b l e  b e f o r e  t h e  
o p t t m i z a t i o n  could begin.  When t h e  des lgn  



vartables were perturbed sequentially, seven 
destgn variables (plus a baseltne analysts) at 
fifteen minutes per analysis, would take tu0 
hours to complete 3 s t n g l e  optimizatton cycle . 
Much of the intttal optimtzatton work needed 
only a stngle cycle to gtve the engineers a 'eel 
for what would work, what would not work, and 
what was needed to opttmize the model. However, 
five to seven cycles were needed to obtain 
refined optimizatton results, thus the 
sequential system would require from ten to 
fourteen hours to complete executton. A tight 
schedule to produce results required raster 
turnaround, so It was decided to distribute the 
system among several of the workstattons. 

The obvious advantage, and the whole purpose 
behind dtstributtng the system, was to decrease 
turnaround time. With the four workstation 
system, time was decreased by approximately a 
factor o f  four. (Note: the current distributed 
system, whlch contains numerous extensions, now 
requires one hour turnaround per optimizatton 
cycle. This would take four hours per 
optimlzatton cycle for the sequenttal system, 
and 20-28 hours for a complete optimization.) 
The reduction of the tlme required for a 
complete optimtzatton of 5-7 cycles yielded 
results once or twice per day rather than 
overnight. By reduclng the time lor testing 
concepts in a single cycle, many diflerent i d e a  
were tested in a much shorter tlmt. 

Distribution P r o m s  

Distributing the system rcquired minor 
modifications to PROSSS. One Workstation was 
used as the controlling system. 
processor was removed from th& optlmlz8tion 
driver and run an a stand-alone program. The 
non-repeatable analysis and the r r m t  processor 
were run on the controlling workstatton. The 
front processor was modiftad to loop through the 
deslgn variables, perturbing them one at a tlme 

' and creating a separate file for each design 
variable with the changed shape In the form of 
updated joint locattons. These files, along 
with the EAL ltbraries from the non-repeatable 
analysis. were then distributed to separate 
workstattons Cor analysts. The baseltne 
analysis, the one with no change in the shape, 
was also executed on the controlltng 
workstation. All workstations were sent a 
command ftle wtth checks to prevent them from 
executing unttl all of the requtred data were 
avallable. Once the analysts o f  the model with - 
a perturbed shape completed execution, an EAL 
library file containing the objective runctton, 
stresses. and reactions was sent to the 
controlling workstatton. The controlling 
workstation executed with a command ftle that 
prevented optimlzatton from begtnnlng until all 
of the required data had been returned from the 
other workstations. The end processor, called 
by the optimtzation driver program, was modified 
to read the objective functton, stresses, and 
reactions from the various EAL libraries 
returned from the other workstat tons and compute 
the constrabts and gradtents before beginning 
the optimization. If the model was optimized. 
the system stopped, otherwise it looped back to 
the front processor to begln a new cycle with a 
new shape determined by the change in the design 
vartables. 

The W o n t  

The majority of the changes involved creating 
new command '(les to execute the system. The 
command flles used to execute the system were 
wrltten in the VAX/VMS DCL command language. 
There were 'tve of these command files, one 
tnteractive procedure and four batch procedures. 
The interactive procedure querled the user as to 
which network to use, the number of design 
variables, the number of optimization cycles, 
and the names o f  the workstattons to use. In 
addition, it executed the non-repeatable 
analysis and the 'ront processor to create the 
initial EAL librartes. These libraries, along 
with the batch procedures, were sent to each 
destgnated workstatton In the network. Ftnally, 
the tnteracttve procedure submitted the batch 
procedure files to the destgnated workstatton 
batch queues f o r  execution. Each batch 
procedure had a built-in loop that required all 
data to be available before starting the 
analysis. There were two methods for stopptng 
the batch jobs. One was the receipt of a 
speclfted file from another workstation and the 
other was a built tn tlme check to shut down t f  
data were not received in a specifted amount of 
tlme. 

Testing the System 

A simple finite element model o p  a beam 
composed of solid brick elements with three 
design variables was developed to test the 
sequential system. The first test of the 
distributed system was made ustng this model 
with four workstattons. This phase of testing 
was completed when the distributed results 
compared exactly with the sequential results. 
Work with the sequential system on the SRB 
design continued while the dlstrtbuted system 
was being tested. The software C o r  the 
Sequential system, along wtth the SRB model was 
frozen at a polnt to be used in testtng the 
distributed system, and the results from the 
sequential system were saved Cor compartson. 

Prior to distributed productton with the SRB 
model with seven destgn variables. a dectston 
had to be made as to how many workstattons were 
to be used for the dlstrtbuted system. Etght 
workstattons (Including the V A X  11/'785) were 
available, which meant one analysts could run on 
each workstatlon and one optimtzatlon cycle 
would be Completed In ftfteen mlnutes instead of 
two hours. However, since only etght 
workstattons were available and all eight, would 
be needed to execute the system w l  th seven 
destgn vartables, any cne workstatton not betng 
available would prevent the use o f  the 
distrtbuted system. Therefore t t  was decided to 
tnclude the optton to use etther four or etght 
workstattons, but the plan was that the majortty 
of the work would be done on 'our with the 
others to be available as backups. Ftgure 3 
shows the breakdown of the analyses based on the 
perturbed destgn variables across the four 
workstations. The chotce of relytng on only 
four workstattons at a time proved to be wise 
when. durtng the course of the project, several 
o f  the workstations were down at different times 
wtth hardware problems. 

In the dtstributed system wtth four 
workstattons, one workstatton was used as a 
controller m d  sequentlally executed the 
baseline analysls and one analysts wtth a 

3 



I per tu rbed  des ign  va r t ab le .  
Workstat ions executed t h e  a n a l y s i s  two times i n  
sequence,  each w i t h  a d i f f e r e n t  pe r tu rbed  d e s i g n  
v a r i a b l e .  T h i s  phase of t e s t l n g  was completed 
when the  answers compared e x a c t l y  w i t h  those of 
t h e  saved  r e s u l t s  from t h e  s e q u e n t i a l  system. 
Changes made t o  t h e  s e q u e n t i a l  system af te r  t h e  
'*freezen p o i n t  were added t o  t h e  d t s t r i b u t e d  
system t o  b r i n g  both t o  t h e  same l e v e l .  
i d e n t i c a l  results were o b t a i n e d  from both 
systems,  t h e  d i s t r i b u t e d  system was pu t  i n t o  
product  ion .  

The o t h e r  three 

After 

Problems Encountered 
When D i s t r i b u t i n g  t h e  System 

S e v e r a l  problems had t o  be s o l v e d  when 
d i s t r i b u t i n g  t h e  system. F i r s t  ib was 
datermined that t h e  c o n f i g u r a t i o n  Of the 
works t a t ions  would al low o n l y  one EAL e x e c u t i o n  
at a time. 
the  CW and d i s k  space ,  there was v i r t u a l l y  n o  
throughput .  Because s e v e r a l  e n g i n e e r s  n o t  
working on t h i s  p r o j e c t  executed EAL on t h e i r  
workstatlow dur ing  t h e  day, the Competition for 
t h e  Cpv had to  be r e so lved .  The s o l u t i o n  was t o  
create a nlockw f i l e  whenever EAL was i n  u s e  a0 
t h a t  o n l y  one EAL j o b  would run  a t  one time on 
one works t a t ion .  An op t ion  was added t o  t h e  
comand  f i l e  t o  allow t h e  u s e r  to choose t he  
w o r k s t a t i o n s  for execut ion of t h e  system. A 
manual check of each workstat ion was made for 
t h e  e x i s t e n c e  of the EAL nlockn f i l e  before the 
d i s t r i b u t e d  system began execu t ion .  and those 
works t a t ions  were avoided. L imi t ing  EAL t o  one 
execu t ion  a t  a time on a works t a t ion  was a n o t h e r  
r e a s o n  behind t h e  choice of us ing  four i n s t e a d  
o f  e i g h t  works t a t ions  as well as the  s e q u e n t i a l  
execu t ion  of t h e  two ana lyses  per works t a t ion .  

D i s k  s p a c e  had t o  managed c a r e f u l l y .  The 
71MB hard d i s k  on each works t a t lon  f i l l e d  up 
r a p i d l y  du r ing  t h e  l t e r a t i v e  o p t i m i z a t i o n  
p rocess ,  e s p e c i a l l y  wi th  t h e  l a r g e  EAL l ibrar ies  
and o u t p u t  f l l e s .  The EAL runs t r eams  nerd 
modif ied t o  remove a l l  b u t  t h e  most r e c e n t  data 
from t h e  l ibrar ies  during each pass .  The 
command f i l e s  were modified so t ha t  o n l y  t h e  two 
most r e c e n t  o u t p u t s  from t h e  a n a l y s e s  w t t h  
pe r tu rbed  d e s i g n  v a r i a b l e s  were r e t a i n e d .  
b a s e l i n e  a n a l y s e s  output  and a l l  o p t l m i z a t t o n  
o u t p u t  were r e t a i n e d .  Important  f i l e s  were 
backed up on t a p e  c a r t r i d g e s  a f te r  t h e  p rocess  
completed.  

The effect  on t h e  d i s t r i b u t e d  s y s t e m  when one 
of t h e  w o r k s t a t i o n s  f a i l e d  had t o  be cons ide red .  
System f a t l u r e  r e s u l t e d  from d i s k  (both capac i ty '  
and hardware), network, and a n a l y s i s  problems. 
I n i t i a l l y ,  each works t a t ion  con t inued  checking 
for r e q u i r e d  f i l e s  even though one or more of 
t h e  workstations had s topped p rocess ing  data. 
mls led t o  enormous l o g  f i les  tha t  would 
e v e n t u a l l y  f i l l  t h e  d i sk .  To s o l v e  t h i s  
problem, code was added t o  the  command f i l es  t o  
send  an error f i l e  t o  each works t a t ion  i f  a 
p r o b l b  occur red .  
modif ied t o  check for t h i s  e r r o r  f i l e  as well as  
the a n a l y s i s  data f i l e .  In  a d d i t i o n ,  t h e  
command f i l e  was modified t o  check  t h e  tlme, and 
ir n o  files' were found af ter  a c e r t a i n  amount of 
time t h e n  t h e  system would s t o p  on t h a t  
works t a t ion .  

I n i t i a l l y  a l l  data were passed among 

When two EAL jobs were competing for 

A l l  

The command f i l e s  were also 

The networks a l s o  caused a problem. 

w o r k s t a t i o n s  u s i n g  LaRCNET because i t  was much 
faster than  DECnet. However, because OF t h e  
newness o r  LaRCNET some problems. such  as 
t r a n s m i s s t o n  errors o r  t h e  network being down. 
s t i l l  e x i s t e d .  
was added t o  allow t h e  u s e r  t o  choose between 
L~RCNET and DECnet. 

purpose well and allowed t h e  t e c h n i c a l  t a s k  t o  
proceed t o  ComPletion wi thou t  major delays. 
This can  be P r i m a r i l y  a t t r i b u t e d  t o  t h e  
redundancy of a v a i l a b l e  networks and 
w o r k s t a t i o n s .  and t h e  f l e x i b i l t t y  of PROSSS. 

To s o l v e ' t h i s  problem an o p t i o n  

Desp i t e  these problems, t h e  system se rved  its 

Concluding Remarks 

A computer software system coup l ing  
s t r u c t u r a l  a n a l y s i s  and o p t i m i z a t t o n  has been 
3uCCessrul ly  d i s t r i b u t e d  ove r  a network of 
works t a t ions .  Because t h e  f i n i t e  d i f f e r e n c e  
t echn ique  of computing o p t i m i z a t i o n  g r a d i e n t s  
was well s u i t e d  for  p a r a l l e l  execu t ton ,  s e v e r a l  
Works t a t ions  c o n t r i b u t e d  t o  t h e  s o l u t i o n  of t h e  
problem s imul t aneous ly .  By d i s t r i b u t i n g  t h e  
workload ove r  f o u r  w o r k s t a t i o n s  i n s t e a d  of j u s t  
one. the  tu rna round  time *or a n  o p t i m i z a t t o n  
c y c l e  improved from two hours t o  one-half hour.  
The system w a s - a p p l i e d  t o  a f t n i t e  element model 
of an a l t e r n a t e  d e s i g n  of t h e  f a u l t y  SRB j o i n t .  
Th i s  a p p l i c a t i o n  was t o  a i d  e n g i n e e r s  i n  
de t e rmin ing  an op t ima l  shape  w i t h  minimum 
welght ,  wh i l e  keeping the gap between t h e  SRB 
j o i n t s  closed and l i m i t i n g  t h e  stress of t h e  
s t r u c t u r e .  Because of better turnaround time 
ach ieved  w i t h  the  d l s t r i b u t e d  system, e n g i n e e r s  
were able t o  test  more a l t e r n a t t v e s  In  a shorter 
time. The k e y  r e a t u r e s  were t h e  e f f e c t i v e  use  
of hardware redundancies  (more works t a t tons  
a v a i l a b l e  than  used i n  t h e  system and two 
networks)  and f l e x i b l e  software which  p e r m l t t e d  
the o p t i m i z a t i o n  t o  proceed wt th  mtnimal d e l a y  
and decreased turnaround ttme. 
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