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WORKSHOP ON STRUCTURAL DYNAMICS AND CONTROL
] INTERACTION OF FLEXIBLE STRUCTURES

MSFC, Morris Auditorium

April 22, 23, 24, 1986

A Workshop on Structural Dynamics and Control Interaction of
Flexible Structures was held at the Marshall Space Flight
Center to promote technical exchange between the structural
dynamics and control disciplines, foster joint technology,
and provide a forum for discussing and focusing critical
issues in the separate and combined areas. This workshop
was attended by approximately 150 people from Government,
industry, and universities. This document contains all the
papers presented. The workshop was closed by a panel
meeting. Panel members' viewpoints and their responses to
questions are included.
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Robert S. Rya#l Harold N. Sc6field
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THEME :

PURPOSE :

WORKSHOP ON STRUCTURAL DYNAMICS
AND
CONTROL INTERACTION OF FLEXIBLE STRUCTURES

INTERACTION

PROVIDE A FORUM FOR ENCOURAGING INTERACTION BETWEEN STRUCTURAL
DYNAMICS AND CONTROL DISCIPLINES

IDENTIFY ISSUES AND AREAS OF EMPHASIS IN STRUCTURE-CONTROL
INTERACTION FOR THE NEXT GENERATION OF FLEXIBLE SYSTEMS.
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QUESTIONS

PROCESS

O  HOW CAN WE BEST ENHANCE INTERACTION BETWEEN STRUCTURES
AND CONTROL DISCIPLINES?

O WHAT ARE COMSIDERATIONS FOR INTERACTION WITH OTHER DISCIPLINES
- OPTICS, THERMAL, MATERIALS, OTHERS?

O  WHAT ORGANIZATIONAL APPROACHES IMPROVE WORKABLE COMMUNICATION
PATHS AMONG DISCIPLINES?
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QUESTIONS

STRUCTURES INTERACTION

WHAT EFFECT DOES AN INTERACTIVE PERSPECTIVE HAVE ON
THE STRUCTURES DISCIPLINE?

O WHAT IS A SUITABLE APPROACH FOR TREATING NONLINEARITIES
OF MULTI-JOINTED SYSTEMS?

O WHAT IS TRADEOFF BETWEEN MODEL SIZE/COMPLEXITY AND
NECESSARY PARAMETER VARIATIONS?
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QUESTIONS

CONTROL INTERACTION

O  WHAT EFFECT DOES AN INTERACTIVE PERSPECTIVE HAVE ON THE
CONTROL DISCIPLINE?

0  WHAT IS THE REQUIREMENT/OUTLOOK FOR DEVELOPING “MON-INTRUSIVE”
CONTROL SENSORS AND EFFECTORS?

-- OR DELIBERATELY-INTRUSIVE EFFECTORS?

O  WHAT ARE PRACTICAL APPROACHES FOR BRINGING SOPHISTICATED
CONTROL SCHEMES TO APPLICATION ON REAL SYSTEMS?
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QUESTIONS

VERIFICATION

0 HOW DO WE VERIFY “UNTESTABLE” STRUCTURAL CONFIGURATIONS?

O WHAT IS BEST APPROACH TO TECHNICALLY-ADEQUATE, AFFORDABLE
VERIFICATION OF ADVANCED CONTROL CONCEPTS?

O  HOW DO WE INSURE SUFFICIENT LOCAL-EFFECT MODELING FOR
STRUCTURES WHICH WILL BE TESTED ON-ORBIT?



OVERVIEW OF OAST'S LARGE SPACE SYSTEMS CONTROLS
RESEARCH AND TECHNOLOGY PROGRAM

John DiBattista, NASA Headquarters

It's a pleasure to be here in Huntsville to talk about the
subject that's of quite a bit of interest to a few people in
the audience and to myself. As Bob said, I've been concerned
with this technology since about 1978 when we had the large
space systems technology program introduced into OAST and into
the agency. I think back then the biggest driver we had for a
system that would utilize this technology or a system that
really showed the need for such a technology was the old solar
powered satellite. Those days, we thought in 1986, oil would
be a $100 a barrel and we would have a need for it, but its
$10 a barrel.

At that time when we started with LSST, we had largely a
structures, materials, and assembly kind of technology program
with very little really in controls, and it was through the
solar powered satellite program and through our work in LSST
that we really developed a case for the controls portion of
the control of flexible structures. That was not an easy
thing to do as many of you remember in the period of time when
we were working the problem. We set up in those days a team
that still functions at four centers. Marshall has been a
member since the start, Langley has contributed a lot in
theoretical areas, with Johnson and, of course, JPL. That
team is still in place, and I've always thought that when we
combined the research center and the flight center, we had the
best mix of people and we would make the fastest progress in
the program. 1I'll probably talk a little more about this
later. '

I thought bringing on the controls portion with the structures
portion would enhance the ability of both programs. I think
that's been borne out to garner more funds for the-
disciplines. As I said, Marshall has been a major contributor
as have all of our centers. I'll probably talk more about
Marshall as I'm here in Huntsville than I will the other
cetners.

First chart please. This to my mind is the first large space
modern structure that we put in space. As Larry said it is an
OAST technology experiment program, or was. It features a
large solar array on the longeron mast. It was 100 feet long,
about 8 feet wide, and had a very low natural frequency of
0.03 Hz. It had very high damping. I can remember back in
like 1980 when Paul Holloway, who was the Deputy Director of
Langley, said, you know, we ought to get a measurement system

21
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on that. We found some bucks in Headquarters to fund Langley
to do basically the photogrammetry experiment, as Larry
pointed out to you that's what the dots are for. A little
later, Congress gave us another million or million and half
dollars specifically for research in large space structures,
and we funded Ball Brothers, or we funded Marshall who then
selected Ball Brothers to come up with another way, a CCD
array way, of monitoring behavior of that array. 1 thought
those measurements systems were a major contributor to the
success of the SAFE experiment and utilizing the data. Right
now, the centerpiece of our program is COFS. I think-Larry
showed it to you. Contrary to what he said, COFS is a major
controls experiment, and we will destructure the structural
dynamics work on it. We're still getting together. But, in
terms of a multi-center approach to this problem, I think and
I know, we are going to use and you're going to see it a
little later here at Marshall. We are going to be using the
vertical test facility which we built up down here and have
supported over a number of years to test out algorithms that
people propose for COFS I or COFS II. We'd use that along
with other ground facilities in the selection of the controls
algorithms that would be tested in space on the COFS I. I
think that's a very fine statement to say that the Centers can
come together, can cooperate in structures and controls as a
unit to formulate and advance this basic technology.

Next chart please. You hear about many systems that will be
the first users of control of flexible structures technology.
For me, I think this is one of the leading candidates. I
think it may be the pin hole occulter facility. In here, we
have to point this at the sun very stably, and we have to hold
or maintain this mass which has many holes in it to a very sub
arc second angle of relationship to the phase where we
basically have a focal plane. I think you can see where the
data that we generate from the COFS then can come back to
Marshall and can help them in doing a brand new, undoable
program with the current state of technology, a program that's
important to a lot of X-ray scientists in the world today.

Next chart please. You see the reason I've got this chart is
basically it gets me from this flight device on the Shuttle,
shows it on the Space Station, but it really gets me to this
particular device which I really think is going to require in
the end the control of flexible structure technology base that
we are developing and that the people in this room are
advancing. Maybe not for IOC but I still don't believe this
is the case. 1 think IOC may use some elements of our
technology because we will have flight data when I0C occurs.
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Certainly, the growth of Space Station will simply require
this technology. In looking at the current state of affairs,
if you look at 3DIO, Air Force, look at NASA systems that we
are talking about, and even looking at potential commercial
systems, like the large mobile communications satellite, I
think the field is burgeoning. It's kind of like, and I ran
into this with RF engineers in communications, they think RF
engineers drive the system concepts for large antennas, not
structures guys, and not controls guys. The offset
configuration you see for large antennas came from the RF
world, not from the controls or structures world. If those
guys think they can solve the RF problem, then why can't the
controls and structures guys support them using very few
resources so that they can optimize the payload portion of the
spacecraft in doing the job. So, we are going to be very
fortunate, because not only the RF guys but laser guys,
everybody is going to be designing systems where we have to
supply the know-how and really enable the systems.

That kind of leads me into the last two or three points. I
want everybody here to understand that the control of flexible
structures is not just an evolutionary technology. What we
are talking about here is a revolutionary technology. We need
breakthroughs in this technology if we are going to enable
some of the large space systems that are handily bandily shown
on the charts up here and not this one in particular but when
you look at that large, deployable reflector which is, I
guess, visible UV submillimeter system, 10 to 20 meters, but
when you look at the current concepts and configurations
people are showing, you recognize that what we are doing is
dragging technology from the '60's and the '70's out into the
'90's and the year 2000. When you really look at that
technology and you compare it to our Space Telescope
background and costing, where Space Telescope probably cost us
a billion and half dollars, you really like that LDR that is
shown in those configurations and those systems studies are
five billion dollars plus, plus machines. We're not going to
have those machines until we understand or we can figure out
how to do the controls problem and the structures problem
where we can implement those systems in a much cheaper
version. I think that's absolutely true.

Let me say a few words on dollars in the area. As I said, I

think it has been absolutely beneficial that the controls and
the structures people got together, or get together so that we
can get more funding in the area. I sometimes think that they
see each other as competitors for the dollars, and in reality,
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you are allies for the dollars against many other disciplines
like propulsion or like power in other places. I don't know
if I said it in my talk, but in 1978, NASA had, I believe, all
of $200,000 in controls and today we have $6 million. DARPA
had a much larger program at that time, but now SDIO has an
even larger program. So in 1978 to today, I would say the
program has grown probably three orders of magnitude at the
least. We are at least $20 million if you look at the
controls technology, the structures technology, flight
experiments technology, if you look at NASA, SDIO, and IRD in
industry. It's probably more than that. So, it's been a very
substantial growth. ‘

The last thing I would like to do is give a perspective on how
I've seen this field develop. I think we spent the last 10
years, and I really mark it I think from the time I really
became familiar with it or associated with it, but I'1l1l use
the word modern. When you're really addressing control of
flexible structures, I think the last 10 years have been 10
years of trying to define the problem, understand the problemn,
bring the structures and controls people together, to solve
the problem. The next 10 years I see as one where we are
going to carry out many, by the way, and in those 10 years, we
will still be working to bring the structures and controls
people together. Okay, the next 10 years, I see, as centered
on flight experiments in space, ground experiments supporting
those flight experiments, getting an empirical base to support
the analytical methods we are developing, and in turn,
enriching our analytical methods. I think COFS I, II, and III
are clearly going to be pathfinders to do that. I think that
even the other agencies, SDIO, the Air Force, other people
have got to come forth and get on that program because NASA
has to take rather clear direction, and I think they will
follow and support us.

We will still, by the way, in the next 10 years, be bringing
structures and controls people together. And in the third

10 years, say 1996-2006, I see as the time of implementation
of that technology in a limited form, because I don't believe
we are going to come to the end of the road in the technology
of control of flexible structures in 30 years. I think it's
going to be as viable technology for people to study and work
in as aeroelasticity has been for the last 40 years and
continues to be. So, I guess I would like to leave you with
the idea that you are working in a field that is clearly a
long term field that will take a lot of work, there are
breakthroughs in the field to be made. Let me say one last
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point (should have said this earlier). In the COFS program,
we found a very interesting thing. We found that in looking
at the algorithms, many of them that we were looking at exceed
the available capacity for the machines to do the computation.
I guess that's not unusual. If people are now coming up with-
new algorithms that were never needed on the old spacecraft
because they were rigid body, then nobody ever flight
qualified the machine to those specs. So, I guess what I'm
saying is over the next 10 years, 20°'years, we have a rich
field, there will be a lot of advancement made in computation
capability, a 1lot of advancement in getting the current
computation capability into space, and that might be an issue
you might talk about in your critical issues. How do you
formulate a program where we can advance the state of flight
qualified computers for controls systems, because I do believe
controls systems and control of flexible structures will be
the driver for a lot of different disciplines and hardware
that will go into space. Thanks,
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INTRODUCTION

The control of flexible structures is a research topic of high interest and importance in developing
future spacecraft, particularly very large or very rapidly maneuvered craft. It is an interdisciplinary
problem that involves combining advanced structural dynamics analysis and identification techniques with
advanced control methods. Many sophisticated mathematical control techniques for flexible structures have
been devised. The basic problem is that most of them require a relatively accurate mathematical model of
the system under control including the dynamics of both the structure and the control system components.-
Obtaining such a model for either subsystem traditionally has required great effort including a significant
validation step based on test data. This is complicated further in the interdisciplinary case by the fact
that the control system is using the mathematical model to decide where, when and how hard to apply forces,
in a fraction of a vibratory oscillation. Requirements on the accuracy and the computational speed of the
mathematical calculations in the control computer are far greater than, say, a dynamic loads analysis or a
rigid-body control maneuver. Iteration and updating based on measured responses becomes an on-line part of
the control process. Instability is a constant threat, especially for higher frequency modes or poorly
measured/modelled responses.

Because of the quantum increase in complexity over proven methods, promising techniques for the control
of flexible structures must be validated in actual hardware experiments before committing to their use in
actual spacecraft missions. The Mast experiment system serves as a focus for such validation. It is the
first in a series of experiments under the Control of Flexible Structures (COFS) Program at the NASA Langley
Research Center.
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THE CONTROL OF FLEXIBLE STRUCTURES (COFS) PROGRAM

The Mast hardware is being developed for the COFS-I Project under the COFS Program. The figure shows the
currently envisioned hardware foci for the first three projects under this program. Beginning with a 60m
shuttle-orbiter-attached, deployable beam for COFS I, the complexity of structures advances with each level.
COFS II adds a three-dimensional motion aspect with rigid-body slewing of a flexible body attached to the Mast
structure. Both COFS I and COFS II are planned for both ground and in-orbit tests to calibrate the usefulness
of ground tests in the validation process. The planned COFS III hardware is a ground test article which is a
scale model of Space Station. Refined calibration of the ground experiments is expected to be made using
orbital data obtained as a natural part of Space Station development rather than by special flight
experiments.
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CONTROL OF FLEXIBLE STRUCTURES - COFS I TECHNOLOGY GOALS

The COFS I hardware is intended to provide hardware for general experimentation by the Control Structures
‘Interaction (CSI) research community, including government, academia and industry. As such, it is designed to
accommodate a variety of potential research objectives and technology goals. The figure overviews the primary

goals.

Several facets of hardware testing and analysis are planned in order to achieve the desired research
results. The 60m beam shown on the previous figure is to be tested dynamically on the ground and in orbit.
Both excitation/identification and controls tests are planned using proof-mass actuators located at the tip of
the beam and at three locations along its length. A capability for exciting/measuring/controlling 10 flexible
modes is baselined. Tests on substructures, joints and control components are planned to assist in the
development of refined analyses. In addition, scale models will be tested (in ground tests only) to ascertain
the validity of using such models to reduce gravity effects in ground tests of proposed flight systems.
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CONTROL OF FLEXIBLE STRUCTURES

COFS | TECHNOLOGY GOALS |

e VALIDATE GROUND TEST METHODS

e DEVELOP & VALIDATE IN-SPACE TEST METHODS
® VERIFY CSI ANALYTICAL TOOLS

e ASSESS SCALING EFFECTS

e EVALUATE DISTRIBUTED CONTROLS METHODS



COFS I (MAST) FLIGHT SYSTEM

The Mast flight hardware is currently being designed under contract with Harris Corporation, overviewed
in the accompanying figure. The beam, being developed under a subcontract to Astro Aerospace Corporation, is
a foldable~longeron graphite epoxy structure with titanium joints. It is of statically determinate design and
is intended to be unaffected structurally by temperature changes. A control system consisting of distributed
sensors, actuators, control computer and associated data handling equipment is being designed to allow
experiments in structural dynamics and a wide variety of vibration control methods. Detailed design has been
under way for about six months with a final design completion expected in 1987.
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COFS I (MAST) FLIGHT SYSTEM

CONTRACT - AWARDED NOVEMBER 25, 1985

PRIME CONTRACTOR - HARRIS CORP., MELBOURNE, FL

SUB CONTRACTORS

® ASTRO AEROSPACE — BEAM/DEPLOYER

® DELCO — EXCITATION/CONTROL
COMPUTER
® SCISYSTEMS INC. — GROUND SUPPORT EQUIPMENT

- HOUSEKEEPING COMPUTER
DURATION* - 36 MONTHS + 12 MONTHS POST-DELIVERY

SUPPORT
PRODUCTS - FLIGHT SYSTEM INCLUDING BEAM, SENSORS,

ACTUATORS AND ELECTRONICS; MATHEMATI-
CAL MODELS AND SIMULATOR; GROUND
SUPPORT EQUIPMENT

*MAY BE AFFECTED BY RECENT 10-MONTH SLIP OF LAUNCH
DATE TO OCTOBER 1990.



MAST FLIGHT SYSTEM SIMULATOR (MFSS)

In order to develop algorithms for excitation and control of the COFS I system, a dedicated ground
simulator is being developed. Real time simulation of all significant dynamic effects including actuators,
structure and computer delays is to be included. This simulator will serve for determining the best candidate

algorithms as well as for validating software during development.
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MAST FLIGHT SYSTEM SIMULATOR (MFSS)

OBJECTIVE:

PROVIDE A DEDICATED COMPUTER WHICH PERMITS
REAL-TIME SIMULATION OF STRUCTURAL DYNAMIC
RESPONSE TO ACTIVE CONTROLS

PURPOSE:

® VALIDATE CONTROLS ALGORITHM SOFTWARE
e SUPPORT FLIGHT ALGORITHM SELECTIVE PROCESS



MAST GROUND TEST CHALLENGES STATE OF THE ART

Validation of mathematical models and control designs by ground tests has been a traditional standard.
However, as lightweight space structures become large in dimension, gravity effects combined with low-
frequency/high-amplitude response combine to significantly degrade the quality of the test. Traditional soft
suspensions used to support the structure for test must have combined properties of low mass, low stiffness
and large displacement excursions which are well beyond the state of the art. The alternative is to conduct
tests to validate mathematical models which include suspension system dynamics and to analytically remove the
suspension system effects to predict on-orbit performance. This too is not a well-developed technology. The
Mast systems will be dynamically ground tested as shown in the figure using a relatively interactive
suspension which requires careful modeling to extract its effects. Thus ground testing technology develop-

ment is an integral part of the program.
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20M LABORATORY BEAM (MINI MAST)

In order to develop mathematical modeling and test techniques for the Mast hardware in advance of flight
hardware delivery, a 20m laboratory beam called the Mini Mast is being built. It is based on an early design
and is similar to the flight Mast in geometry but has somewhat different joint kinematies. Early static,
dynamic and controls tests using this beam in various test configurations will be conducted. Also tests of

joints and suspension techniques will be conducted to better understand the importance of these factors in
mathematical modeling.
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20M LABORATORY BEAM (MINI-MAST)

® DEPLOYABLE; GRAPHITE & TITANIUM; SIMILAR TO
FLIGHT BEAM

® BEING BUILT BY ASTRO AEROSPACE.

@ TO BE USED FOR PRELIMINARY DEVELOPMENT OF
ANALYSIS, CONTROL & TEST METHODS



COFS I - BEAM DYNAMICS & CONTROLS TECHNOLOGY SCHEDULE

The attached figure shows the preliminary schedule for the COFS I Program as of May 1986. This schedule
is likely to be modified as further information on the space shuttle flight schedule becomes available. As
currently planned, the Mast hardware would be delivered to NASA, where the ground model tests will be
conducted, in mid-1989. The first flight would occur in late 1990 with a second to follow one year later.
The first flight would emphasize structural dynamics and system identification with relatively simple controls
experiments. The second flight would permit more advanced control algorithms to be tested on the same
hardware, taking advantage of the improved knowledge of the system dynamics obtained from the first flight.
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CONTROL OF FLEXIBLE STRUCTURES

COFS | - BEAM DYNAMICS & CONTROLS TECHNOLOGY

MAJOR TASKS
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® EXPERIMENT MODELING,
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GUEST INVESTIGATOR PROGRAM

Because the Mast is an experimental apparatus for testing/validating analytically developed tools, the

opportunity for participation by the research community is being made available.

This program is overviewed

in the figure. Participation is possible in a variety of roles ranging from receiving and analyzing data to

development of control algorithms for on-orbit experiments.
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| GUEST INVESTIGATOR PROGRAM l

OBJECTIVE:

TO PROVIDE OPPORTUNITIES FOR AND PROMOTION OF GENERIC
RESEARCH BOTH GROUND AND IN-SPACE AMONG INDUSTRY/
UNIVERSITY AND GOVERNMENT FOR THE DEVELOPMENT OF
CONTROLS/ STRUCTURES INTERAC TION TECHNOLOGY

APPROACH:

ESTABLISH GROUND AND IN-SPACE FACILITIES WHICH PROVIDE FOR
IND!VIDUAL AND/OR COMPANY EXPERIMENTS AT MINIMUM COST

PAYOFF:

® BROAD BASE FOR ADVANCED CSI METHODOLOGIES

® DISSEMINATION OF PROGRAM DATA & FINDINGS WITHIN
CSI COMMUNITY

6 IN-SPACE RESEARCH AWARENESS
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GUEST INVESTIGATOR OPPORTUNITIES

Some examples of typical guest investigator studies as listed in the figure. Potential studies are not
limited to these activities. Studies which do not require hardware changes are most likely to be acceptable
because of the cost and schedule impact involved in changing space qualified hardware. A Call for Proposals
has been issued with final proposals due on August 29, 1986. These proposals are technically "unsolicited"
and hence discussion of their nature and objectives, as well as possible implementation problems, with NASA
investigators is allowed on an individual basis.
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GUEST INVESTIGATOR OPPORTUNITIES
(TYPICAL)

e STRUCTURAL DYNAMICS |

® FLEX-BODY CONTROL ALGORITHMS

e SYSTEM IDENTIFICATION ALGORITHMS

e FLIGHT & GROUND TEST METHODS

e MATH MODELLING

e VIBRATION SUPPRESSION

e ANALYSIS OF GROUND & IN-SPACE TEST DATA

e FLIGHT TESTING OF UNIQUE HARDWARE



COFS I GUEST INVESTIGATOR (GI) PROGRAM
PROPOSAL EVALUATION CRITERIA .

The primary factor in selection of proposals for the GI program is technical merit. The figure shows,
however, that other factors are important in order to keep the activity manageable and to maximize benefit to

the technical community.
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COFS | GUEST INVESTIGATOR PROGRAM

l PROPOSAL EVALUATION CRITERIA'

1. TECHNICAL MERIT
2. RELEVANCE TO COFS GOALS

3. PROGRAMMATIC ISSUES
- COST
- ACCOMMODATIONS
- MIX OF EXPERIMENTS
- TECHNOLOGY NEEDS

4. INVESTIGATOR/ORGANIZATION EXPERIENCE



GUEST INVESTIGATOR SELECTION PROCESS
COMMITTEE STRUCTURE

The selection of participants in the GI program will be made by four committees as shown in the figure.
Initial ratings of all proposals and suggested selections will be made by a Technical Evaluation Committee
comprised of nine members from four NASA Centers and the Jet Propulsion Laboratory. No more than two voting
members from any one Center will be involved. After the initial technical selection, the proposals will be
reviewed for cost and management factors by a Business Evaluation Committee. Also, an Accommodations
Committee will screen the selected proposals for possible adverse safety, hardware integration and schedule
incompatibility factors which may require changes or rejection of the proposal. Finally, an Experiments
Evaluation Committee will review findings and recommendations of the other committees and make a final
prioritized recommendation to the NASA Headquarters Control Structures Interaction Steering Committee, which
makes final selections. This selection process is due to be completed in the first quarter of 1987 with final

contract/grant awards made approximately four months later.
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GUEST INVESTIGATOR SELECTION PROCESS

| COMMITTEE STRUCTURE'

COMMITTEE MEMBERS RESPONSIBILITIES
® TECHNICAL CHAIRMAN: COFS PI . ®TECHNICAL ASSESSMENT
EVALUATION Jsc ~I'_PL e CATEGORIZE
cope —oRC ®PRIORITIZE
© BUSINESS CHAIRMAN: COFS BUSINESS ~ #EXPERIMENT COST
EVALUATION ®PRICING CONTROL

LANGLEY STAFF

PRICING ®MANAGEMENT STRUCTURE
COST ANALYSIS '
CONTRACTS
® ACCOMMODATIONS CHAIRMAN: COFS PROJECT e ACCOMMODATIONS
EVALUATION MSH:IC\NAGER ¢ INTEGRATION
JSC ® SAFETY
® EXPERIMENTS CHAIRMAN: LaRC DIRECTOR eoFINDINGS TO CSI
EVALUATION FOR SPACE STEERING COMMITTEE
MSFC LaRC
JSC JPL
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COFS GI PROGRAM-FUNDING PLAN

The funding plan for the COFS I GI program, as of May 1986, is shown in the accompanying chart. This
plan is based on the original expected flight date in late 1989. However, some spreading out of the funding
to cover the expected October 1990 flight date is likely to occur. In any case, the total funds available is
about $4M. This will be distributed among investigators and will undoubtedly control the total number of

investigators supported. Opportunities for cost-sharing through memorandums of understanding will be explored
where mutual benefit warrants.
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COFS GUEST INVESTIGATOR PROGRAM

| FUNDING PLAN"I

INVESTIGATOR FUNDS, $,K

FY87 88 89 90 BTC | TOTAL

COFS | 400 850 | 1250 | 1300 | 200 | 4000

FLIGHT SOFTWARE DEVELOPMENT FUNDS, $,K
COFS | | - I 1400 | 2400 I 200 l - |4000

*MAY BE AFFECTED BY RECENT 10-MONTH SLIP OF LAUNCH
DATE TO OCTOBER 1990.



SUMMARY

A flight experiment apparatus for the in-orbit study of structural dynamics and control issues is being
built under contract. This apparatus, a 60M-long deployable truss—-beam with distributed proof-mass actuators,
is planned for flight on board the space shuttle in the early 1990's. It is being designed to accommodate
structural dynamics, system identification and active vibration suppression experiments and is backed by a
comprehensive ground test program. Participation as experiments by members of the research community is being
made available in a Guest Investigator program. Opportunities exist in a variety of specific technical areas
including structural modeling, test techniques, control algorithm design and parameter estimation as well as
many others. The ultimate goal is the validation and/or verification of critical analytical developments to
the point that they may be considered flight ready.
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SUMMARY

® MAST EXPERIMENT IS COMBINED GROUND TEST, ORBITAL
FLIGHT TEST AND ANALYSIS OF A DEPLOYABLE BEAM

UNDER THE COFS PROGRAM

® PROVIDES VEHICLE FOR RESEARCH IN STRUCTURES
STRUCTURAL DYNAMICS, AND CONTROL ISSUES

® CONTRACT FOR FLIGHT SYSTEM IS UNDER WAY

® GUEST INVESTIGATOR PROPOSALS BEING ACCEPTED FROM
UNIVERSITIES, INDUSTRY, AND GOVERNMENT



N87-22704 :

LARGE SPACE STRUCTURES
GROUND EXPERIMENT CHECKOUT

HENRY B. WAITES
NASA/MARSHALL SPACE FLIGHT CENTER
HUNTSVILLE, AL

WORKSHOP ON STRUCTURAL
DYNAMICS AND CONTROL INTERACTION
OF FLEXIBLE STRUCTURES

APRIL 22-24, 1986
MSFC, AL
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NASA Marshall Space Flight Center has developed a facility in
which <closed 1loop control of Large Space Structures (LSS) can
be demonstrated and verified. The main objective of the facil-
ity is to verify LSS control system techniques so that on-orbit
performance can be ensured. The facility consists of an LSS
test article or payload which is connected to a 3-axis angular
pointing mount assembly that provides control torque commands.
The angular pointing mount assembly is attached to a base exci-
tation system which will simulate disturbances most likely to
occur for Orbiter and DOD payloads. The control computer con-
tains the calibration software, the reference systems, the
alignment procedures, the telemetry software, and the control
algorithms. The total system is suspended in such a fashion
triat the LSS test article has the characteristics common to all
.85, :

The first version of the LSS/GTV facility 1is shown schemati-
celly on the facing page. It consisted of an ASTROMAST beam
mounted to the faceplate of the Angular Pointing System (APS).
The APS, in turn, 1is mounted to the Base Excitation Table
(BET). Six separately packaged inertial measurement assemblies
comprise the control system sensors. The signals from these
sensors are received and processed in the COSMEC-I data gather-
ing system. The COSMEC-I interfaces with a Hewlett Packard
HP9020 desktop computer which processes the control algorithms,
transmits control actuator commands to the COSMEC-I system, and
stores data as they are collected during test runs; it then
provides post-experiment data reduction and off-line displays.
The COSMEC-I processes the control command from the HP9020 to
the associated effector(s) to complete the closed loop system.
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3ix separately packaged inertial measurement assemblies com-~
prise the control system sensors, Two of the packages,
containing 3-axis translational accelerometers, are identical.
One is mounted on the mast tip and the other on the lower sur-
face of the BET. Three other packages contain Skylab ATM
(Apollo Telescope Mount) rate gyroscopes and are mounted on the
APS faceplate (see top of facing page). The sixth package, the
Kearfott Attitude Reference System (KARS), is located on the
mast tip along with the remaining accelerometer package.

The Kearfott Attitude Reference System (KARS) includes three
rate gyros and three accelerometers. The KARS unit is mounted
to the test article tip as shown on the bottom of facing page,
so that the sensors provide information about the tip motion.
The rate gyros have a resolution of approximately 50 arc-
sec/sec about two axes and 90 arc-sec/sec about the third axis.
The KARS rate gyro bandwidth is about 70 Hz.

The ATM rate gyros are mounted to the APS payload mounting
plate. The minimum resolution for the ATM gyros is approxi-
mately two arc-sec/sec. The gyros operate in a fine mode,
which has a bandwidth of 12 Hz, and a coarse mode which has a
bandwidth of 40 Hz.

The two 3~axis accelerometer packages incorporate six Kearfott
2401 accelerometers. The minimum resolution for each of these
units is 11 microg's, and their bandwidth is 25 Hz.

The signals from these instruments are read by the COSMEC-I
data gathering system and are processed by the HP9020 according
to the particular control strategy under scrutiny. The control
actuator signals are then transmitted to the APS as inputs to
the dynamical system.
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The signals from the sensors are utilized by the control com-
puter and processed according to the control law under
consideration. The COSMEC~I is the I/0 .computer which is used
for data acquisition for the sensors and command output pro-
cessing for the effectors. The COSMEC-I is a highly modified
AIM-65 microcomputer system. It was developed originally by
MSFC for the solar heating and cooling progranm. As a result,
the development cost was not underwritten by the LSS/GTV
facility.

The main purposes of the HP9020 control computer are to acquire
the sensor inputs from the COSMEC-I, keep up with +the 1labora-
tory coordinate system, process the control algorithm commands
for the APS, and store <control and sensor data for post-
processing. The COSMEC~I and the HP9020 performs these tasks
with twelve sensor inputs and three torque outputs, while
maintaining a 50 Hz sampling rate. With the addition of the
ANLKLOGIC array processor for the HP9020, the computational
efficiency will increase by twenty-fold.
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The test structure 1s mounted to the payload mounting plate of an
Angular Pointing System (APS). The APS provides the control inputs

for the initial configuration system and the cruciform-modified

system. The APS actuators are the Advanced Gimbal System engineering
model, produced by Sperry for the Spacelab program, and a third (roll)
gimbal designed and built inhouse (as were the amplifiers used to drive
the gimbal torquers). The roll gimbal, serving the vertical axis, is
suspended by an air bearing which requires approximately 85 psi to
operate. The roll gimbal provides a means of rotating the entire system
to produce different test scenarios. The air bearing is connected to a
Base Excitation Table (BET) which is free to translate in two directioms.
This actuator assembly setup, with its low friction torques, permits
control in three angular directions. With the added roll gimbal, the
test article can be rotated about its center line so that different test
setups can be achieved.

In the initial research and technology task, the effectors for the LSS/GTV
control system are three torque motors which are capable of providing
control torques about three axes. The bottom two gimbals can generate up
to 51 N-M of torque, and the roll or azimuth gimbal can generate up to

10 N-M of torque. The bandwidth limitation for all three gimbals is 100 Hz.
The APS amplifiers receive torque commands from the COSMEC-1 digital
processor in the form of analog inputs over the range of -10 to +10 volts.
This saturation represents the current limit of 27 amps which is built
into the APS servo amplifiers. Because the APS servo amplifier outputs a
current which is proportional to torque, the control law algorithm was
designed to produce torque command signals. The gimbal torquers are

shown on the facing page.

65



ORIGINAL PAGE IS
OF POOR QUALITY

66




All of the GTV configurations need a device to excite the system in a
consistent manner so that the effectiveness of the different control
methodologies can be determined. Initially, these disturbances will
represent either an astronaut pushoff, or a Reaction Control System
thruster firing, or a free flyer .disturbance. The Base Excitation

Table (BET) which is attached to the building support structure, is

shown on the facing page. It provides a means of producing such
disturbance inputs. The BET is comprised of signal generators
(deterministic or random noise), DC conditioriing amplifiers, hydraulic
servo controllers, and an oscillograph. The DC conditioning amplifiers
are used to scale the signal generator while the signal conditioners are
used to condition the electronic deflection indicator motion monitors for
display. The oscillograph is used for recording the actual motion of the
BET.

The precise motion of the BET is obtained by supplying a commanded voltage
input to the BET servo control system. The BET movements are monitored

by the directional feedback electronic deflection indicators which are

fed back to the servo controllers. The servo controllers compare the
commanded input voltage to the electronic deflection indicators and
automatically adjust the position of the BET. The closed loop controller
allows any type of BET movement within the frequency limitations of the
hydraulic system.
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One of the important aspects of the LSS/GTV is to verify the analytical
model of the test article. The procedure is to describe the structure
mathematically as well as possible, then perform structural tests on
the test article, and finally to factor these results into the
mathematical modela. .

One of several modeling efforts included the APS, BET, and instrument
packages. This model was used as an aid in conducting the modal test

~on the structure in this configuration. Again, the test data were used

to refine the corresponding structural model. The table, in the upper
facing page, provides the corresponding synopsis of the modal frequencies
as predicted pre-test, measured, and "tuned." Turning was accomplished

by varying the inertial properties which were poorly known and the bending
and torsional stiffness which change with the different gravity loading

in this configuration. Examination of ‘the percentage errors in table
previously mentioned shows the refinement of the model.

The modeling was then expanded to include the cruciform structure at the
ASTROMAST tip which was added to obtain more LSS-like pathologies, 1i.e.,
closely spaced modal frequencies. The "model-test-tune' procedure
described in the previous paragraph was carried out for this configuration
in order to produce a high fidelity model of the LSS/GTV experiment
structure. The modal frequencies and damping for the two previous measured
models are shown in bottom facing page table. The results described as
"local modes," in this table primarily involve deformation of the cruciform
arms.

The last modal test that was performed was to determine the effects of
connecting cables to the various components on the test structure. All
the cabling was stripped off the stiff external wrapping and sufficient
length and coiling was provided to reduce any cabling effect on the
structural dynamics. The acquired test data conclusion is that no
significant modal shifts occurred when the cables were connected.
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TAOLE 1. Structural Matural Frequencies Without Cructform

oot ¢ DESCRIPTION ORIGINAL measwmed As) TUnED D)
ANALTTICAL NALYTICAL

1 28 (zy-plane) © 0.00
2 R8 (yz-plane) 0.00
3 22 (torsion) 0.00
4 15t Bend (y1-plane) L 0.14 0.14 0.0 0.14 []
L 15t Bend (xz-plane) 0.1§ 0.1$ 0.0 0.18 0
(1 1st Torsfon 1.18 0.99 12.0 1.02 3
! 2d Bend (x1-plane) 1.27 1.3 4.8 1.29 3
(] 26 Bend (yz-plane) 1.40 1.80 22.0 1.6¢ ’
] 3d Bend (xz-plane) 3.02 3.3 8.5 3. 1
10 3¢ Bend (yz-plane) 3.9 EX TS 0.0 4.3 1
1 4th Bend (xz-plane) .69 8.0¢ 17.0 810 °
12 4th Bend (y2-plane) 7.03 8.13 14.0 .21 ]
13 2d Torsion 8.2 .60 12.0 .61 0

TABLE 2. Summary of LSS/GTV Modal Test Results

Description W/o Cruciform . o e e .N/Q\:CL!' orm
Systen Mode , Freq Hz ‘A Dero | °TSS Freq Hz~ A Derp © TSS
ist Br:dg {x) 0.144 0.35 002 Yo Data | No Data NA
) No Data No Data NA, No Data | No Data NA
2nd Bndg {x) 1.33 1.33 002B 1.36 1.9 005
) 1.83 1.88 002a 1.83 1.9 004
3rd m.dg (x) 3.38 1.76 002 | 3.4 1.7 005
2} 3.9 2.2 002a 3.4 2.0 004
4th Bz:ag (x) 8.06 2.9 003 €.36 1.1 005
) 8.13 4.5- 003 6.67 1.85 004
1st Torsion 0.991 0.44 001 0.377 0.56 006
2nd Torsion 9.6 1.1 001 3.02 0.34 . 007
local Modes
Y Brig N/A N/A N/A 0.38 0.53 " 008
3 - - - 1.149 0.53 008
: . - - €.418 0.70 008
. - - - 6.876 0.44 - 008
. . . - 7.326 0.415 008
* - 2.706 0.156¢ | oos
1Bndg N/A N/A N/A 1.143 0.79 008
: - - 6.756 1.09 008
- . 7.062 | .1.23 " ] 008
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The original test configuration had all the desired LSS characteristics
except the densely-packed vibrational modes. Several design config-
uration changes were considered so that this important missing structural
constraint could be implemented. The configuration change which could
effect the densely-packed modes was the addition of a cruciform structure
at the tip of the ASTROMAST. To a degree, the new configuration
approximates an antenna or a radar system.

71



72

/ASTRO-'.’.AST

THE CRUCIFORM STRUCTURE

FOR SIMULATION PURPOSES, THE 4 ALUMINUM BARS WERE PLACED AT THE TIP OF THE
BEAM, IIN ACTUALITY, THEY ARE TO BE LOCATED AT THE END OF THE TIP BRACKET.
THE RODS VARY IN LENGTH FROM 2.00m 70 2.15m. THEY ALL HAVE A CONSTANT CROSS—-

SECTION OF 1/4" x 1/4".

MODE = FREQ. (Hz)
1-5 D 0 (RIGID BODY)
6 . .382°
7 1.052-
8 1.149:
9 1154 7
10 1.157 ..
N 1.219
12 1.254-
13 1.266
14 1.287
15 1.409
16 2.973
17 3.520
18 3.870

MODES, MODAL, FREQUENCIES FOR CONBINED STRUCTURE




The first test article is a spare Voyager ASTROMAST built by ASTRO
Research, Inc. It was supplied to MSFC by the Jet Propulsion -
Laboratory (JPL). The ASTROMAST is extremely lighweight (about five
pounds) and approximately 45 feet in length. It is comstructed almost
entirely of S-GLASS. It is of the type flown on the Solar Array Flight
Experiment-1 (SAFE-I).

When fully developed, the ASTROMAST exhibits a longitudinal twist of
about 280°. This twist contributes to the coupling between the torsional
-and bending modes.

As previously stated, the second test article consists of the ASTROMAST
with a cruciform attached to the tip. The cruciform structure, which is
made of aluminum, weighs eight pounds and is shown on the facing page.
The cruciform rods vary in length from.2.00m to 2.15m. They all have
constant cross-section of 1/4" X 1/4".
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The initial control design for the Ground Facility for Large
Space Structures Control Verification (GF/LSSCV) was a central-
ized control system. The 'initial centralized control system
uses .a triad of ATM rate gyros as sensors and the APS as the
effectors. The closed loop block diagram is shown in the fac-
ing page viewgraph, The quaternions are input to filters which
are used to "smooth"™ the position coordinates and derive a
"smooth" rate. The 'position and rate are multiplied by con-
stant gains to form the effector commands. The effector
commands torque the APS gimbals so as to reduce the ATM rate
gyro signals in an asymptotic manner. The generic control
equations are also shown on the same facing page viewgraph.
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ASTROMAST
—_— WITH - AGS N
CRUCIFORM EFFECTORS

z(1+41) = pz(1) + EQ(I)

6z(1)

W)

u(r) =k w(r)
WHERE a(1) : 3x1 QUATERNION VECTOR AT THE I'H cycLE
Z(1) : 6x1 FILTER STATE AT THE I1'H cycLE

W(I) : 6Xx1 FILTER OUTPUTS

u(1) : 3x1 EFFECTOR COMMANDS




The modal control verification is tabularized on the facing
page viewgraph. The table consists of the following: (1) axis
(X,Y) .see viewgraph 1 for axis identification, (2) open loop
test giving modal frequency and damping, (3) analytic. closed
loop in terms of modal frequency and damping, and (4) closed
loop tests which comprise modal frequency and damping.

The open loop test can be compared with the previous modal ver-
ification viewgraph. The open loop test was included with the
modal control verification to show the amount of damping
increase in both the analytical predictions and the actual test
results. As can be seen from the table, the control system
increases the damping in all of the modes that were tested.
These results should not be too surprising. The pleasant
results of the table are in the agreements in the analytically
closed loop model and the test article. The worst error |in
frequency is 6.25% at 4,01 Hz and the worst error in damping is
60% at 0.139 Hz. Although the damping error is large, it is in
the right direction i.e., more damping than predicted. Typical
open and closed loop test plots are shown after the modal con-~
trol verification table.
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MODAL CONTROL VERIFICATION
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AXIS OPEN LOOP (T) CLOSED LOOP (A) . CLOSED LOOP (T)
X,Y Hz 4 Hz 4 Hz .

X 0.138 0.0187 0.135 0.023 0.138 0.0567
Y 0.138 0.0187 0.135 0.023 0.138 0.029
X 0.1515 0.041 0.139 0.028 0.1515 0.064
Y 0.1515 0.0167 0.139 0.028 0.1515 0.0567
X 1,33 0.0233 1.38 0.0933 1.6 0.085
Y 1.33 0.0233 1.38 0.0933 1,33 0.11

X 1.66 0.0355 1.85 0.051 1.83 0.085
Y 1.66 0.0258 1.85 0.051 1.739 0.11

Y 3 0.01 3.04 0.096 3 0.045
X 3.75 0.032 4,01 0.066 4.25 0.065
T  IMPLIES TEST

IMPLIES ANALYTIC
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A future configuration change will be the addition of a three
meter offset antenna to the ASTROMAST tip and an antenna feed
located on the payload mounting plate. In addition, the
Vibrational Control of Space Structures (VC0SS)-II Linear
Momentum Exchange Devices will be placed on the ASTROMAST at
two different locations. These additions will facilitate both
decentralized and distributive control methodologies. Also, a
bi-directional 1linear thruster system is planned for location
at the ASTROMAST tip so that active vibration suppression can
be tested using these thrusters. The integration of the previ-
ously mentioned LSS/GTV modifications will provide adequate
sensors, effectors, and LSS dynamic pathologies so that the
test facility can encompass many facets of dynamics and control
verification.




LIGHT PATH

3 METER ANTENNA/ 6

FIGURE FUTURE LSS/GTV SETUP

1. SHAKE TABLE 7. OPTICAL DETECTOR
2. 3 AXISBASE ACCELEROMETERS 8. REFLECTORS

3. 3 AXIS BASE RATE GYROS 9. LASER

4. 3AXISTIP RATE GYROS 10. 2 GIMBAL SYSTEM
5. 3AXISTIP ACCELEROMETERS 11. N BOTTLES

6. BIDIRECTIONAL THRUSTERS
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IDENTIFICATION OF LARGE STRUCTURES
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Lt. E. Dale, USAF., Edwards AFB, Monitor
Mr. E. Kippel, ASCE NY, Monitor
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SIMPLIFIED ILLUSTRATION OF THE IDENTIFICATION PROCESS

(A) SCHEMATIC FLOW DIAGRAM

= — —— =77
INPUT : SYSTEM | ouTPUT
|
L _____T____ _ ]
- SYSTEM .

IDENTIFICATION

(B) LOGICAL FLOW DIAGRAM

PHYSICAL

EXPERIMENT




LOGICAL FLOW DIAGRAM ILLUSTRATING
IDENTIFICATION PROCESS FOR LARGE SPACE STRUCTURES

MISSION
OBJ.
PHYSICAL
SYSTEM

ANALYTICAL
MODEL

PHYSICAL
EXPERIMENTS

ESTIMATION
ALGORITHMS

— — — — —
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Task Definition:
I. Structure Model Definition.

Discrete Spatial Structure Model Variables.
z(t)=Structure node displacement (n X 1 ve?:tor)
y(t)=Measui'ed displacement (I x 1 vector)
f(t)=Applied force (m x 1 vector)

B=Force actuator matrix (B € R"*™)

C=Displacement sensor matrix (C € R'*")

D=Damping matrix (D € R"*")

K =Stiffness matrix (K € R™*n)
M=Mass matrix (M € R"*")




A. Matrix polynomial formulation.

Node Displacement Equation.
d’x(t) da:(t)

Measurement Equation.

y(t) = C =(t)
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B

t
L

B. State variable formulafion.

Node displacements and velocities.

;] = [-MQ-IK —MI-lp] [223] + [M‘l%f(t)

3(t) = Az(t) + Bf(¢)
Measurement equation.

y(t) = C=(t)




Controllability and Observability.
Controllability.
System must be controllable for the 2n modes to be excited.
- Controllability matrix: Q. = [B 48 A%B e ]
Q. must span the 2n algebf.aic space
Observability.
System musﬁ be observable for the 2n modes té be measured.
| Observa.bﬂity matrix: Q, = [CT ATCT (AT)2CT ]

Q; must span the 2n algebraic space.
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II. Identification of Large Space Structure on Orbit.
A. Identify mass, damping and stiffness Matrices.
B. Identify mechanical properties:
1. Shear rigidity.
2. Bending rigidity.
3. Mass per unit length.
4. Inertia of structure.
HI. Verification and Validation of Model.
A. Compars'ion to mathematical model.
B. Comparsion to gi'ound testing data.
C. Comparsion of structure dynamics to simulations.

D. Comparsion of dynamics with structure control.




Modelling Errors, and Uncertainities.

L. Modelling errors.
A. Exact knowledge of properties of materials.
B. Order of the structure model.
C. Joint mechanics.
D. Nonlinearities.
E. Lack of full structure ground testing.
II. Environment.
- A. Radiation, thermal effects, etc. on structure.

B. Change of mechanical properties of materials.
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Noige, Computations, and Data Collection.
L. Noise.
A. Uncertain forces due to environment.
B. Measurement errors due to finite word length.

C. Noise in data transmission.

II. Computations.

A. Limitation of algorithms for identification.

B. Cbmputa.tional errors, i. e. finite word length.

III. Data Collection.

A. Frequency response of sensors and actuators.
B. Inaccurate location of sensors and actuators.

C. Finite word length of A/D convertors in data collection.
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MICROPROCESSOR CONTROLLED PROOF-MASS ACTUATOR

The objective of the microprocessor controlled proof-mass
actuator is to develop the capability to mount a small
programmable device on laboratory models. This capability will
allow research in the active control of flexible structures.

The approach in developing the actuator will be to mount all
components as a single unit. All sensors, electronic and control
devices will be mounted with the actuator. The goal for the
force output capability of the actuator will be one pound force.
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MICROPROCESSOR CONTROLLED PROOF-MASS ACTUATOR

OBIJECTIVE:

TO DEVELOP A SMALL PROGRAMMABLE ACTUATOR
THAT CAN BE MOUNTED ON LABORTORY MODELS FOR
THE PURPOSE OF CONDUCTING CONTROL RESEARCH.

APPROACH:
TO MOUNT AS A UNIT:
—~ A ONE POUND FORCE ACTUATOR
~ A MICROCONTROLLER CIRCUIT
- A POWER AMPLIFIER
—~ COLOCATED ACCELEROMETER
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PROOF-MASS ACTUATOR

The proof-mass actuator consists of a cylindrical section
approximately 3 inches in length. Internal to this section is
the proof-mass which is a small cylinder of magnet iron. The
proof-mass rides on linear ball bearings and contains two small
samarium cobalt ‘donut' magnets. There is also a wound copper
coil that energizes the proof-mass. The electerical leads to the
coil can be seen on the extreme right. The small hub on the
right is the structural attachment point.

The two smaller cylindrical sections protruding to the left of
the actuator are the colocated sensors. The longer of the two is
a linear variable differential transformer (LVDT) that measures
the position of the proof-mass. The smaller cylinder is an
accelerometer that measures acceleration of the structure.
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ROOF-MASS ACTUATOR
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MICROPROCESSOR CONTROLLER BOARD

The microprocessor controller board contains three primary
components. The analog-to-digital converter (ADC) and a
switching circuit that selects one of three analog inputs. The
output of the ADC connects to two of the ports of the
microprocessor which is an Intel 8751. The output of the 8751
goes to a digital~to-analog converter (DAC) which in turn
connects to the input of the power amplifer.

The 8751 has erasable/programmable memory which contains the
program that accepts the analog inputs and constructs the output
command. The output command controls the position of the proof-
mass to produce a force of a prescribed magnitude and phase.
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POWER AMPLIFIER BOARD

The power amplifer board is fairly simple in design because
there are few conponents. The main component is the Burr-Brown
operational amplifier. The amplifier accepts a £10 volt input
and outputs %1 ampere. )
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MODEL OF PROOF MASS ACTUATOR

The model of the actuator is assumed to be single degree-of-
freedom dynamic system. The mass of the proof-mass is
represented by mp, the stiffness of the actuator is k_, the

back-emf is denoted by cp, and the control force is fg. The

other spring and mass simply represent a structural mode to be
controlled.
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MODEL OF PROOF-MASS ACTUATOR

'
ey

— AW
K *"f

\\\\é\\\
<
17,




112

DYNAMIC CHARACTERISTICS

The dynamic characteristics of the proof-mass actuator are
described in the transfer function. Here the transfer function
is defined as the ratio of the output force to the input
voltage as a function frequency. The plot of the magnitude of
the transfer function shows that the usable range of the

actuator is approximately above 2 Hertz. Beyond 4 Hertz the
transfer function is nearly flat. :
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DYNAMIC CHARACTERISTICS - continued

The phase angle of the transfer function is shown is this
figure. The erratic response below .4 Hertz is due to the

inability of the instrumentation to properly respond to these
low frequencies.
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CONCLUSIONS

The major conclusions of the research are that a programmable
force actuator has been developed. The actuator has

approximately a one pound force capability over the usable
frequency range which is above 2 Hertz.
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CONCLUSIONS
® PROGRAMMABLE FORCE ACTUATOR DEVELOPED
® ONE POUND CONTROL FORCE CAPABILITY

® LOW FREQUENCY RESPONSE LIMIT APPROXIMATELY
2 HERTZ

® NEARLY FLAT RESPONSE FROM 2 HERTZ TO 1000 AND
ABOVE -
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A _General Method for Dynamic_Analysis of Structures

I. Definition of the Term “Element”

An element is defined as any structural unit whose degrees of freedom (DOFS) can be categorized
as either interfacc DOFS or non-interface (internal) DOFS.

Interface DOFS are those DOFS through which the element is connected to one or more neigh-
boring elements. Non-interface DOFS are internal to the element and do not directly couple to
neighboring elements.

The term “element” then, has a rather broad meaning. An element could be a fundamental
structural unit such as a rod, a beam, a plate, etc. or it could be an entire structural componcnt.
Furthermore, the parameters of the element could be distributed or lumped. Figure 1 schematically
illustrates the element concept.

Any structural system can now be thought of as a composite of n such elements. The choice of
elements is totally arbitrary and is a matter of user convenience. In particular, the user does not
have to worry about the “size” of the element as is the case for example when using a standard
finite element approach. This means that in general n is relatively small and little bookkeeping is
necessary.

Spatial penodluty of structures can be taken into account in a natural manner. These important
advantages will be further clarified in the next few sections.

II. Modeling of an Element

Each element will be modeled using a set of assumed modes. In particular, a combination of
interface constraint modes (ICM) and a set of interface restrained normal modes (IRNM) can be
employed. Note that other types of assumed modes can be selected and should be investigated. The
above choice is motivated by the Craig/Bampton approach to component modes synthesis and has
several important advantages.

1. Interface Constraint Modes (ICM)

Let us assume the element has.g interface DOFS XI (7=42-.9)-The ICM corresponding to l)()l-’/\:r-
is defined as the static deformation pattern of the elemenL for Xp; and Xz; =0 (for all I..*] ).
Note that many “shape functions” used in the finite element metgod are actually {CM.

2. Interface Restrained Normal Modes {IRNM)
IRNM are the regular mass normalized mode shapes for the element with fixed interface DOFS.

3. Displacement of an_Element
The displacement vector of a discrete element can be partitioned as:

~X
X= {7 (1)
X
’ . . -
T'he non-interface displacement can be written as
X, =35 + X (2)
~N NI I "N
where the first term S X represents a static deformation due to the interface displacements. The
term X is best described as the difference
X = X, =S, X (3)

~N ~N NI ~xr
The displacement vector is now written as a lincar combination of the IRNM

e

éN-

@i

g, ()
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Structyra/

L= Ipterfacc
N = Non- inTe/face

Figure 1: A Schematic Representation of the Element Concept.

Figure 2:

zl

z2

Schematic Representation of

Three Elements
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where iN is a set of modal coordinates. ORIGINAL PAGE IS
The displacement vector x can now be written as OF POOR QUALITY

x
x=[t | 1°®,] Q-i (5)

N
with
t é[l ¢4 [0
Sl 7 I (6)

The columns of matrix € clearly represent the ICM of the element. The actual general form of the
matrix 5~ will be given shortly.
The elements of the vectors £ and 4,, will be the generalized coordinates used to model a

Equation (5) indicates why the elements can be chosen with a large degree of freedom. If the
matrices € and 79@, can be determined with enough accuracy then a legitimate element is found
regardless of its size. For example entire beams, rods and plates can be considered as one element.
Even large components could be considered as single elements as long as Eq. (5) can be adequately
written. As a consequence, a considerable amount of bookkeeping can be avoided, thereby reducing
the cost of the analysis.

In the next section we will introduce the element equations of motion.

[lI. The Element Equations of Motion

From here on we will work with discrete systems because relationships can be shown more
explicitly. [t should be kept in mind however, that all results are equally valid for distributed-
parameter systems.

The most general form of the element displacement vector X is:

2z
X -
Xra (7)
X = :
~ . —~4 = number of distinct
51-4 / interfaces of the element
’}'- For Example: -
~N A=3 forelement € '
with 2
~x/ 3| e
A
‘{I = ~rz
: (%)
X14
X can be written as: X
~e ~Tr
‘)S = - -
X v
~N

Because distinct interfaces by definition do not connect directly to each other, the element
stiffness matrix corresponding to vector X in kiq. (7) is:

... 0
K=| ¢ Kum S s (T (10)
0 0 ' Krp| Krey Xr4
L Rur Kuzzs -+ Kwzal iy 402 Xy J
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The mass matrix has a sitmilar form. AnotiQFiPRQBRPAIKTY to vector X in lq. (9) is:

Mea [”xx"xu] K-[K"- KIN] (11)
Mvz Mun / Knr K
with partitioning corresponding to Eq. (9). NI NN
The form of Eq. (10) suggcsts that

SnT s-K N , (12)
nd I}, NI/
" T o ce. 0
(/] I c e 0
X =l: 13)
0 0 . (
or, L Sz Sm o .o SNI«
L= Il i (14)
S| By
with .

where @ are [RNM and the partitions in Eq. (14) correspond to Eq. (13).
Using Eqgs. (11), (12) and (14) the mass and stiffness matrices for an element corresponding to

coordinates X 'q are:
P
{ prid } (16)
n

Ao (354
(53] {5

Me I

where -
My = Mep+ My S + STCMEL, +M,,S) (18)
My = (M::N + SW,W) Py (19)
Ky = Kzr (20}

and where we ma«lo use of me fact that
iﬁ. My Dy =T

IRNM orthonormality conditions (22)
By Knny By = a*

The approach followed Lo model the element reveals a unique perspective on a serious shortcom-
ing of the standard finite element techniques when used to construet element mass matrices, ludeed,
i is clear that a standard finite element mass matrix (consistent) represents a Guyan reduction in
which the internal degrees of freedom (non-inteeface) are eliminated, i.e. all coordinates aee
neglected. As will be seen later, such an approximation is valid only when the clements are “small”
enough so that indced the coordinates have no effect on the response of the structure.

In the next section we will discuss the formation of the system equations.

(21)
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V. The System Equations OF POOR QUALITY

1. Coupling of Two_Elements

In this section we will demonstrate how elements are assembled into global components. As an
example, consider the three elements in Figure 2. l',quat.mm (16-20) represent the general form of
the element equations, The displacement vector for element ¢ can be written as

-l 4 (23)
In general, the vector X! represents a set of local displacement coordinates. In order to enforce
displacement compa.tnblhty between the element mterfaces it is necessary to transform ,)5; into a set

of global coordinates Z . xc' )
z <r ar 07X,

7t [~ ¢ (24)
2w o (|14,
« where Q is a geometric transformation matrix. Note that no transformation is necessary for
because elements only connect through interfaces. Using equations of the type Eq. (24) we can
N . . .
rewrite Egs. (16-20) in the following form

= . L o 4 A (."')
My T ‘ 2
?’.‘
. ¢ ’
=L 0
K = [ a" _z] <> { & (26)
a; =(
oo ¢ In
whereM,,, M, and K,, are easily found.
The first step in the assembly process is to connect clement 1 to element 2 by requiring that

' 2
2£I = "'X'xl r for all times (27)

The uncounled equations of motion for the 1-2 component can be written as follows

- .l' -l ’
My Myl 0 (X, K, 0 0 (Xx
l OI' Ez
i "I I 0 O L { Z, —o (%)
“'f; "'ni m/i *KII + E"‘r e, O X;l -
m: m o o
37 33 \i: i o 0 5’-1. 1 aa.

-
where the damping and forcing terms are omitted since we are only interested in the cigenvalue
problem. Note that for clement 2 we have two interfaces and we denoted
L

M2 My, ‘“I: ME M” 3_ kll »
"=\ms wy |, n= , b A, 29)

Taking into account Eq. (27) we can write the coupled equations of motion for component -2 as

»
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Z 2 T | 2
m: wmE, o M ?%tz kaz Ky 0 0 (X
! 2 4
Mg My+mp My omy D-:-.g.r + /;,z K tles 02- g 2 (30)
- oM
o, M, I 0|y o A 917,
W;z m;, o I qk’ o a 0 Ez 2

At this point, element 3 should be connected to the 1-2 component. Before doing this, Equation
(30) will be manipulated into a form identical to Equations (16-17). This is an important feature of
the presented technique. Indeed, it will allow us to consider the 1-2 component as a standard element.
as defined in Section L. [n other words, the resulting equations will represent the dynamics of ¢lement
1-2. In addition, the equations will be in a form suitable to apply an escalator type eigensolver to be
discussed later.

2. Transformation of the Interface Displacement Vector
The first step in reducing the 1-2 component into a single element is to introduce the following
transformation

X’-:.S‘ Xz'f'j(-'

(31)
with
] -/
S:t.tz = - [l<” +k17] k/i (32)

This transformation is entirely equivalent to Eq. (2). The term 5",:3 X:.zrcpresents that part
of JS' which is due to the displacement of the interface I2. The term X% s the displacement of X
with respect to the interface [2 as seen by an absolute observer. Note that the matrix[K‘#lﬂis never
singular because it represents the stiffness matrix of a rigid body restrained system.
The displacement vector '_X.I' can be written as a linear combination of IRNM as follows
~

] L ]
zz‘ = 51. 9, (33)

where the eigenvalue problem solved is

&, [ +mi 1B = [+ 31 &

(34)
The following transformation - 2
( 2.{;2 T 0 o 0 ~I2
/ ’ 34
< x: = %rz 51 o 0 7; ("")
'
iu (o] o Ir o q:v
\Iy) Lo 0 0 I](7
can now be substituted into Fq. (30), yielding N 1 2
rMn M,y W, M,; X;z k,, /4 _0 0 Xaz
m . 2 - 26
2 I My oy, g 0, lo G, 0’- 0 1‘1 (536)
My, w3 1 0 ?‘-' 0 o @ 0 ‘:’
N
. -2 -
My myy, o0 I 114, 0 0 0 “2](q,

where My,Mpy w3 Moy and &, can be casily found.
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3. The IRNM FEigenvalue Problem
The second step in reducing Eq. (30) to a form identical to Eqs. (16-17) is the solution of the
eigenvalue problem

_a| T Mz My, Z 01 o -
My, o f =l o & o X Z (37)
Using the transformation
1
T -
7, 1=®1 (38)
2
in Eq. (36) yields 2
~ .3 q ~ X
ﬁlr M'l 2{-4172 -+ ’<" 0 ~I2\ = 2
[ —‘
g;‘ T 9 0 Z (39)

with —_
P
dy=my , Hy= [m, g Miy] P

R’ = k,/ (-10)
"

Equation (39) is now equivalent in form to Eqs. (16-17). It essentially represents the equations of
motion for the 1-2 component viewed as one single element. If along the way no modes are truncated
then Eq. (39) involves no unusual approximations. In particular, for the continuous cquivalent. the
equations corresponding to Eq. (39) are still “exact”.

The eigenvalue problem (37) has a very special form and an optimum solution will be discussed
in Section V.

An important aspect of the present technique is the truncation of the mode set @ according to a
preset frequency. This preset frequency must reflect the frequency content in an element necessary to
obtain the desired fidelity in the overall system model. How the “clement” cut-off frequency compares
to the “system” cut-off frequency is still a matter of rescarch or “experience™.

Once the appropriate truncation is performed, a third clement can be added through interface
(2. Note that the number of degrees of freedom is already reduced. The cigenvalue problem (37) is
small and can be solved very efficiently as will be shown.

It is also important to note that because of the transformation (31) we do not loose any accuracy
in the rigid body and static propertics of the system when modes are truncated.

4. Coupling of Element 1-2 and Element 3.
The next step is to couple element 3 to element 142, This process is very similar to the one
alrcady deseribed. From kigs. (25-26) we can obtain for £=3

3 3 _ 3 ' 3
P 3 [M;, Mu] Kig[/(n _ﬂ_z] <> f_% (8
M, T J / 0 w 7.

The uncoupled equations of motion for the 12-3 component can be written as
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[Pl . 1 g_gn s o1, 1(X., _ "
M, I gz L. |o &7 7 o -
, M\ X , K 0 <,}_g;,
I M, I | 72 ) | Vi zg’_ jz

where we used Egs. (39) and (11). Note that the interface 12 of element 3 is part of the model if no
other elements are to be connected. However, if other elements are to be connected, this interface
must be made explicit.
We now must impose the compatibility condition
3
X* =X
~I2 —~Zxi
Because this is the last element, no further transformations of the interface displacement vector is
necessary. Using Eq. (34) we can write

(43)

. 3 ~ 3 L | p o~ 3 -
He+M [, M (X)) [t 0 0 (XL,
LK z L
ﬂ;l I 0 ({9 }+ 0 w- 0 g =0
~ o~
M2, o I ||% a2l 7 (1)
X . L g 4 3 J "q'N
which represent the coupled equations for elements 1-2 and 3.
Next, we can solve the small eigenvalue problem.
2 >4 3 2 = 3 2 =
wi, L4, +M;] ?1 = [K,+ K] &! (45)
so that
3 > 2 .
X =& 42 (46)

Note that no “bar” is necessary over the above quantities, because if the system is [ree. the rigid
body properties will be incorporated in Eqs. (43) and (16).
' Incorporating Fq. (16) into Eq. (14) yields

5 - M ’?“/3 "_: Wez az o Q:
w,_.'._ T 0 5 r+| 0o @ 0 g =20 (47)
o~ 2 [ 4
: Wy 0 I Jdlzs o o U i’
with zN N
T~ -~ T 3
W = ¢ M. ,; M= ¢r Mz (1)

Finally, note the simple form of this system of equation (47). First, generally truncation will reduce
the size significantly. ln addition, the specific form will allow for application of the escalator algorithm
as discussed in Section V. This cigenvalue solver will yield a set of system (requencies D%und system
modcs$ with a minimum of effort and cost.
Before we discuss the special eigenvalue solver, remarks are in order:
(1) So far, we described how the clements are coupled together. It is a matter of repeating the
same procedure for cach added element. Each time truncation is used on the element lovel as
well as on the level of the current system. A series of relatively small cigenvalue problems is
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solved using a very cfficient eigenvalue problem solver. The entire system is gradually built
up, keeping only the necessary frequency fidelity at cach stage. Several interesting questions
arise, for example: (a) what is the ideal tradc-off between clement frequency truncation and
current system frequency truncation, and how do both relate to the overall desired fidelity? (b)
Which is the optimum way of solving the successive eigenvalue problems? Should we wait until
several elements are collected before a current system eigenvalue problem is solved? This is an
important question since it affects storage, cost and accuracy.

(2) The manner in which the elements are coupled together makes this technique ideally suited to
handle spatial periodicity. Indeed, Eq. (39) shows that each current system can be considered as
an “element”. If care is taken, it is possible to use the same element over again, without adding
significantly to the cost. For example, a periodic truss can be started with one element which
is truncated according to a desired frequency. This model can now be doubled and truncated
again. This truncated 2-element model can now be doubled again, to yield a t-element truss,
etc.

V. The Eigenvalue Problem Solver

In this section we will describe an eigenvalue problem solution technique which is particularly
suited for our purposes.
First, let us consider the following special eigenvalue problem:

1 m, V;t === Mp] (%o ko 0 ---0 ja
m, 1 ~=- 0 ---0

Mwo 1 Lo =] § (1)
wa0 0 ---41 1w ) b---'e,, &,

This problem has a diagonal stiffness matrix and a unit mass matrix except for the first row and
column. The #; values are such that the mass matrix is positive definite.
The characteristic equation of this problem can be written as follows

N t
2 m;
Cor Ak
This assumes implicitly that k.fk (forl.ﬁjand ‘,/ 4,4 and also that k #o. Ifkg; = then it can be
shown that there is a root 3 & . [t can also be shown that all roots satisfy the inequality

Ao € Ro< R €A gy €--. <Ay <Ry <Ay, Lkhpcdy (51

In other words, we have isolated the ecigenvalues of the system represented by Eq. (19). Note that
property (57) again shows that fork: kbccom(‘a a root of the system. Property {§7) allows us to use
for example the Newton-Raphson tec mquv to find the actual N{.,vmalm-s/\t This iteration scheme
converges quadratically provided a good initial value is found. Without going into detail, at this
point we can say that property 67) allows for a very accurate initial value for cach of the cigenvalues
. Therefore, convergence is extremely fast, often after two or three iterations.

Once the eigenvalues are determined, it is computationally a trivial matter to obtain the cor-
responding cigenvectors. Also, multiple roots are no problem. This algorithm was programumed b
not yet optimized. Nevertheless, on a VAX/T780, it requires only 10 seconds of CIPU time 1o solve
a problem with n - 150, which is a size far beyond our needs. As part of the presented dynamic
analysis technique this eigenvalue problem must be solved for cach interface dof.

VI. Summary and Conclusions

The presented rescarch deals with the development of a dynamic analysis method for structural
systems. The modeling approach is essentially a finite clement method in the sense that the structure
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is divided into n “clements”. An “clement” is defined as ahy structural unit whose dofs. can be
categorized as cither interface or non-interface dofs. The term “clement™ then, has a rather broad
meaning. An element could be a fundamental unit such as a rod, a beam, a plate etc. or it could be
an entire structural cormponent. Furthermore, the parameters for the element could be distributed or
lumped. The choice of elements is totally arbitrary and is a matter of user convenience. In particular,
issues of accuracy and convergence do not enter on the level of element choice as is the case in a
standard finite element method. This means for example that bookkeeping is reduced to a minimum.

Each element will be modeled using a set of interface constraint modes (ICM) combined with a
set of interface restrained normal modes (IRNM). If the [CM and [RNM can be found with enough
accuracy, then a legitimate “element” is defined. For example, entire beams, rods and plates can be
considered as one element. Entire components can be made into onec element in an off-line manner.
Moreover, the entire system can be modeled as if it was represented by partial differential equations.
Note that standard finite element techniques in general only use ICM (= shape functions) which
leads to very interesting and useful insights into important shortcomings of these techniques. In
particular, the problem of an accurate mass distribution is addressed by this new approach.

The element assembly process is essentially the same as in the standard finite element method.
However, each combination of elements is automatically converted into a single element. This pro-
cedure is based on static condensation without loss of accuracy. This feature is very important and
allows for each structural unit to be interpreted as an “eclement”. [t also allows for the stiffness
matrix to remain diagonal.

The next step is the solution of the system eigenvalue problem. The procedure calls for the
sequential solution of a number of small cigenvalue problems based on a truncation principle for
IRNM. In addition, the form of these eigenvalue problems is very simple such that an escalator type
of eigenvalue problem solver can be used which is extremely cost-effective and fast. The response.
loads. etc. calculations are rather standard, but also benefit from the approach in terins of accuracy
and cost-effectiveness. The groundwork for this technique is in place and is currently supported by
the AFWL/ARBH Kirtland AFB, NM. Some of the advantages of the new technique are: (1) The
problem of Order Reduction is believed to be solved. The technique implicitly reduces the system
order. Whenever an element is added only information necessary to obtain a prescribed fidelity in the
system model is retained. (2) Very accurate. [n fact, if desired, “exact” solutions in the distributed
parameter sense can be obtained for any structure. (3) Fast and cost-effective. This is duc to the
small number of elements; the solution of a serics of small eigenvalue problems instead of one large
problem; the special nature of these small eigenvalue problems combined with the cost-effectiveness
of the escalator eigenvalue problem solver. (1) Applicable in general. In particular, extremely large
structures do not pose a problem. Once a model is agreed upon, any number of modes and frequencies
with any degree of accuracy can be computed. (5) It is anticipated that Micro Computers can be used
to solve even the largest of problems. This is due to the small bookkeeping cifort and the sequential
nature of the solution. (6) Spatial periodicity can be taken into account in a natural manner. (7)
It is anticipated that this method will be useful in arcas like control optimization, identification
and possibly non-linear phenomena. The feasibility of this technique as well as several of the above
advantages have been demonstrated with several examples.
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VI. EXAMPLE  (CONT)

EREQUENCY COMPARISONS
N EXACT MSC-NASTRAN Z ERROR MSC-NASTRAN % ERROR
1 15,13 15.05 0.5 15.13 -0.002
2 39.28 38.60 1.7 39,28 -0,01
3 72.08 69,72 3.3 72.10 -0.04
4 79.51 79.37 0.2 79.55 -0.06
5 111.2 105.6 5.1 111.3 -0.1
6 155.1 144.2 7 155.4 -0.2
7 159.2 158.1 0.7 159.5 -0.2
8 202.8 184.2 9.1 203.4 -0.3
9 239.1 224,5 6.1 240.3 -0.5
10 253.3 235.4 7.1 254,7 -0-5
40 788.1 - 691.0 - 12.3 823.4 -4,5
50 850.9 75¢1.3 11.7 893.4 -5.0
PRESENTED  TAKING PINS TAKING PINS
TECHNIQUE  AS NODES . AS NODES Lp2
A
mw~é= fAL[ . ML0N6= aé—[ ! 2]
L %z 773 |
L 0 M = ) 2
Mrgans = pAL [2; L TRANS A
2

USUVAL VERS/ION
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VI. EXAMPLE  (CONT)

O g I i
OO O

EREQUENCY COMPARISONS
N EXACT  MSC-NASTRAN % ERROR  MSC-NASTRAN % ERROR
1 15.13 15.05 0.5 15,12 0.07
2 39,28 38.59 1.8 39,21 0.1
3 72.08 69.67 3.3 71.92 0.2
4 79.51 79.31 0.3 79.49 0.03
5 111.2 105.4 5.2 110.8 0.4
6 155.1 143.7 7.4 154.3 0.5
7 159.2 157.6 1 159.1 0.06
g 202.8 183.2 9.7 201.4 0.7
9 239.1 222.6 8.1 238.8 0.1
253.3 233.9 7.7 251.0 0.9
788.1 649.4 17.6 777.0 1.4
850.9 700.1 17.7 837.1 1.6
v
l ! ¥ USE BEAM THEORY  NOTE, HAS
PRESENTED  Wigng = PP [Z , ] TO SIMULATE NOT CONVERGED
TECHN 1 QUE 0% TRUSS ELEMENTS  YET IN HIGH
Lo 277 NODES FREQS
Mrgans = AL[Z’ L] 534 DOFS
(4 SEGMENT-

ELEMENT)
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SPACE STATION/SHUTTLE ORBITER
DYNAMICS DURING DOCKING

N. G. Fitz-Coy* and J. E. Cochran, Jr.*
Auburn University, AL 36849-3501

Mathematical models of a reference Space Station
configuration ("Power Tower'") and a Space Shuttle
Orbiter are developed and used to study the dynamic
behavior of the Space Station/Orbiter system just
prior to and subsequent to an impulsive docking of

the two spacecraft., The physical model of the Space
Station is a collection of rigid and flexible bodies.
The orbiter is modeled as a rigid body. An algorhthm
developed for use in digitally simulating the dynamics
of the system is described and results of its applica-
tion are presented.

INTRODUCTION

Placing a permanently manned space station in low earth orbit has
been identified as the next major goal of the United States civilian
space program.! This station will serve as a multifunctional base for
scientific and commercial advances in space. It will coatain
laboratories for research in such areas as communication, solar system
development, material processing, and astrophysics. The station will
also serve as a platform for satellite repair, thus expanding the life
span of these expensive space assets and reducing repair costs.

In-orbit
assuring

satellite equipment updating will also be possible, thus
that technological developments are quickly incorporated.

Additionally, the Space Station will serve as a base for the assembly of
other space structures which are too large to be first assembled on
earth and then placed into orbit by the Space Shuttle.

The
assigned
Station.
selected

National Aeronautics and Space Administration (NASA) has been
the task of defining a reference configuration for the Space
From a field of five candidate configurations, NASA has

the "Power Tower" arrangement (see Fig. 1) as the reference

* Graduate Research Assistant.

+ Professor of Aerospace Engineering.
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Fig. 1 "Power Tower" Space Station Configuration
(Without Payload).
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configuration.2 One of the reasons cited by NASA for selecting the
Power Tower counfiguration is its extraordinary expansion capabilities.
This configuration will consist of pressurized modules for habitation
and work areas, solar arrays for power acquisition, radiators for heat
dispersion, a docking port for the Space Shuttle, and a light-weight
truss constructed of carbon epoxy to which all the above are attached.
Due to the large size and the expected growth of the Space Statiom, it
is not reasonable to assume that the structure can be analyzed as a
rigid body.

The transfer of crew, supplies, and equipment to the Space Station
will require frequent docking of a Space Shuttle orbiter with the
station. It is therefore important that an understanding of the effects
of docking on the motion of the Space Station/Space Shuttle system be
developed. Estimates of these effects on the motion of the proposed
Space Station configuration are needed to adequately design its attitude
and translational control systems. Careful investigation of the docking
process should result in improvements in the reference configuration.

It is expected that the closing rate of an orbiter with the Space
Station will be small (on the order of 1.0 ft/sec). However, due to the
high degree of flexibility of the station, the docking of the orbiter
may still produce significant deflections of parts of the station. The
rare possibility of a Space Station control systems malfunction requires
that docking of the orbiter with an uncontrolled Space Station be
congidered. Furthermore, the dynamic response of an uncoantrolled Space
Station/Orbiter system during docking is of considerable importance from
the standpoint of control system design.

Early studies on docking involved investigators such as Wiliiams,3
Grubin,“ Chiarappa,> Brayton,® and Cochran and Henderson.’ With the
exception of the work done by Cochran and Henderson, these early studies
were not concerned with the effects of flexibility on docking. 1In
considering the effects of flexibility, Cochran and Henderson analyzed a
system consisting of a rigid target vehicle to which two point masses
are connected by massless, flexible, extensible rods. A rigid
rendezvous vehicle was allowed to dock with the target vehicle and the
effects of the flexibility of the appendages were then analyzed.

Recently, the problem of spacecraft flexibility has received
renewed attention. In particular, Levinson and Kane,8:9:10 nhave
congsidered the planar docking dynamics of bodies consisting of flexible
and rigid components. Some of the work done by Levinson and Kane
involves the docking dynamics of (1) a spacecraft modeled as a
cantilever beam and a rigid rendezvous vehicle, and (2) a spacecraft
modeled as a free-free beam and a rigid rendezvous vehicle.3>10 In
these analyses, the deformation of the structure was represented by
unconstrained mode shapes which were obtained using a finite element
approach. It was shown by Hablanil! that unconstrained mode shapes
portray the deformation of the structure more accurately than
constrained mode shapes. Here, "constrained mode shapes" refers to mode
shapes obtained when one end of the structure is constrained and the
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structure is then caused to vibrate at its natural frequencies. On the
other hand, unconstrained mode shapes are obtained when the structure is
completely free. Many other investigators such as Likins,!2 Hughes and
Skelton!3 and Ho and Herberl“ have developed simulation routines and
modal truncation methods to analyze the effects of flexibility on large
spacecraft,

The docking problem considered in this paper differs from the work
done by Levinson and Kane. Herein, the motion is three-dimensional
rather than planar and a more complex model of one of the bodies is
developed and utilized. Uncounstrained mode shapes are used to define
the motion of the structure. These mode shapes were obtained from the
MacNeal-Schwendler (MSC) Nastranl!® finite-element modal analysis
routine. They were incorporated in a computer program developed to
simulate the dynamics of the Space Station before and after docking. A
particular docking mechanism is not considered; instead, the docking is
modeled as an impulsive interaction between the Space Station and an
Orbiter.

In the following sectiomns the governing equations of the Space
Station/Orbiter system are derived and simulation results are presented.
The motions of the Space Station and Space Station plus Orbiter system
are considered first. Next, the equations governing the impulsive
interaction between the Station and an Orbiter are derived. Use of the
complete set of equations to simulate the motion of the Space Station
before and after docking with an Orbiter occurs is then discussed.
Representative simulation results are presented and interpreted.
Finally, conclusions are stated along with suggestions for additional
research,

EQUATIONS OF MOTION

The station is modeled as a hybrid of flexible and rigid components
in which the base section (lower section containing the modules and the
docking port) is modeled as a system of rigid bodies and the remaining
structure (upper and lower keels, booms, and solar arrays) is modeled as
a collection of flexible bodies. The center of mass of the undeformed
station is assumed to move in a circular orbit about the earth. Because
impulsive docking is assumed, the presence in the system of the Orbiter
after docking is modeled by adding a rigid body to the base section of
the original Station model.

As shown in Fig. 2, the inertial position vector gp of a generic

mass element, P, of mass, dm, can be written as

s (1)

where r includes vectors for both the deformed and undeformed structure.
If the structure is assumed to be flexible, the vector r can be
expressed as




r=r +u. (2)

As shown in Fig. 3, I, is the vector locating the point P in the

SXgYgZg system when the structure is undeformed; and u defines the

deformation of the structure in the stYszs system. The SXSYSZs

system is tied to the station in such a way that S coincides with the
station's mass center when the structure is undeformed. The nominal
orientation of this coordinate system is such that the Xg-axis is
tangent to the orbit, the Yg-axis is parallel to the boom and points
towards starboard, and the Zg-axis is parallel to the keel and is
directed radially towards the center of the earth. When docking occurs,
the SXsYsZs system rotates with the Space Station. If the deformation

is defined in terms of unconstrained mode shape vectors, - then u can

be written as

N
g= 1 49 (3)
L e
where & is the mode shape of the ktP mode, and 9 is the generalized
coordinate associated with the ktP mode. Substitution of Eq. (2) iato
Eq. (1) results in

= R. + r + u, (&)
The translational equations of motion are obtained from

jgdm-jadm-fgpdm, (5)

M M P M
8 S S

where f is the force per unit mass acting on the differential element of
mass, dm, and Mg is the total station mass.

From Eq. (4), §p can be expressed as

R = E +wx (r+u) + wxlw x (r +u)] + 2w x
p =-s =8 '=u - -8 -8 -u - =5

(6)

o
+
Ic8

where w. is the angular velocity of the SX Y Z_  system and a "°" over

a vector. denotes time differentiation of that vector's Xg-, Yg- and
Zg-components only. Substituting Eqs. (3) and (6) into Eq. (5), the
resulting equation can be evaluated to obtain the following matrix form
of the tramslational equations of motion:
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Fig. 2. Inertial Position Vector of Differential
Elenent, dm.

deformation '
(p'4P)

Body before
defornation
(P'=p) -

Fig.. 3. Description of Space Station's
Deformation in the SX‘Y‘Z’ System.
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where m_is the modal momentum coefficient!!l defined as

o = g 4 dm , (8)

and Eex is theé total external force. The direction cosine matrix, QT,

is also introduced to accommodate the different coordinate systems used
in writing Eq. (6). Here, CT transforms vector components in SXKgYgZg4
»

system to corresponding components in the EXYZ system. Thus, Eq. (7)
represents the translational equations of motion written in the EXYZ
system.

The rotational equations of motion about the station's mass center
are obtained from

[ 7dm = [ x a_dnm, 9)

where T is the torque per unit mass about S due to the force per unit
mass f. The left side of Eq. (12) is the total external torque about
the station's mass center; that is,

[ T1dm=7T%%, (10)

By substituting Eqs. (2), (6), and (10) into Eq. (9), and evaluating the
integrals which appear in the resulting equation, one may rewrite Eq.
(9) in the matrix form,

N - ~
™" = killquksss + v, *+ ule,
. N had
* Ut t Rt et L Byl ] (n

i=1
where I is the inertia dyadic of the station. The flexibility

coefficient, !l B» of Eq. (11) is defined as
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B 5[z ¢dn (12)

and

ﬁkj £ é ;ij dm .

Again, the direction cosine matrix, C, has been used to transform the
=

components of vectors to a common reference coordinate system (i.e., the
SXg¥gZg system in this case).

Equations (7) and (11) constitute six of the six plus N (6+N)

equations needed to define the motion. The remaining N equations are
obtained from the equations

[ «fdm=[ 9 «adm , j=1,2,...,N, (13)
i M3 TP
s s
where gp is given by Eq. (6). Generalized forces, Qj, j=1,2,3,...,N,

may be defined by

Q. = [ 9. *fdm=[ ¢ « £%m+ [ 4. o £%n , (14)
it B b=

where f€X and fl0 are the "external" and "internal" parts of f. Thus,

Eq. (13) can be rewritten as

Q; = I{ (8 « B+ 5+ o x (4w + 95 * uy x (o x(g rw)}
]
+ 2§j © ex ; + Qj . ;]dm . (15)

The integrals on the right-~hand side of Eq. (15) may be evaluated to
obtain the following matrix form for Eq. (15):

N
o T = T T . T
Qj E‘j_g_gs + (Ek + _]Zl 'gk_] Qj)“’s + S’sgj‘_"s
s I fed + ) aa
+ WP wq +2 ) wB.q + m. q , (16)
k=] ~STIkTS Tk ka1 87 Jk k=1 JEK
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where

B, A}{ 5L, 9 (17a)
S
bt
Bk 1{9591( dm , (17b)
8
T
LT 2 4 jﬁjk dm . (17¢)
s

Since the elastic deformations are assumed small (i.e., less than
102 of the structural length), then all terms second-order and
higher-order in q, are dropped from Eqgs. (7), (11), and (16). Similar

action is taken regarding the angular velocity, > of the station.

Also, all products of Qe and w, are neglected.

By dropping the appropriate terms from Egqs. (7), (11), and (16),

one may rewrite these equations as follows:

N

ex o T ~ P9 e

Fo=MR +¢ kzll- m Q@ * maq,l, (18)
N - (1] Ll

ex .

o= kzllqukggs + 1o+ pads (19)
T . Te .5 =

QJ = EJQBS + Ekgs +k,§l mjqu . (20)

Explicit expressions for the forces and torques expressed in Egs.
(18), (19), and (20) are now developed.

Forces and Torques

A satellite in a low earth orbit (nominally 300 km altitude) is
affected by several forces. For example, the important external forces
and torques may include those due to gravity, the atmosphere, thrusters,
other control devices, and solar radiation. In this paper, gravita-
tional forces and gravity-gradient torques are the only external forces
and torques considered.

The gravitational force acting on a differential element of mass,
dm, is expressed as
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(21)

where u is the gravitational constant of the earth and gp is the vector

shown in Fig. 4.

By recalling Eq. (1), one can approximate R;3 by (Ref. 17)

R;3 z% [1 —%.z L e Bs + H,O.T.] . (22)
s S

By substituting Eqs. (1) and (22) iato Eq. (21), and then integrating,
one may show that

+ 320 c't (1)DR -3 " R CTI + H.O0.T (23)
7’5 & E(DR RO =¥ = I

Next, the contribution by terms containing R;s may be neglected and

the external force expressed (in the EXYZ system) as

ex uo T N
F = —R1' [Msgs +§ Z gqu] . (24)
s k=1

It was noted by Kaplanl® that gravity-gradient torques provide
excellent directional stability for spacecraft in eccentric orbits.
Thus, in comnsidering a circular orbit (eccentricity equals zero), it is
reasonable to assume that gravity-gradient torques may be used to
provide stabilization for the Space Station. The gravity-gradient
torque can be obtained by crossing the vector r with the external forces
defined in Eq. (21) (Ref. 17, pp. 112-119) and is presented here as
ex ~ N

u
IV wg (R, L omea + 7 RIR, (25)

Equation (25) represents a set of differential equations, written
in the SXgY¥gZg system, that governs the rotational motion of the Space
Station,




Fig. 4 Gravitational Force Acting on dm.
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The generalized force, Qj» associated with the jth mode of
vibration can be decomposed into two parts. One part contains the
contribution due to internal forces, and the other contains the
contribution due to external forces. Each coatribution can be
formulated as shown in the following set of equations.

in ex

. = Q. + Q. (26a)
QJ QJ QJ

in % o N ° g
Q. = m. q, + 2 €. q.* k., q (26b)

SO LIRS L SO L

. u N
ex o . T.T
Q - 3 [RG mo Yyt kzl mjqu] (26¢)

In Eqs. (26), cjx and kjk represent the jkth element of the structural
damping and stilfness matrices. The quantity Yj in Eq. (26) is defined

as follows:

A T
Y; = }{ 9 (¢, )dm. (27)
8

The complete linearized equations of motion are obtained by
combining Eqs. (18), (19), and (20) with Eqs. (24), (25), and (26).
From these expressions, one may show that the equations that govern the

translation motion may be expressed as

u N
" w3 M ¢ ¢ mayl

k=1
e T N - P Ll
= MR+ kzlh mqu +mal, (28)
whereas, the rotational motion is governed by
H N
o (7™ 3 =~
&3 lgsskglequ f Rz BRI,
(29)

N - . . .
B kgllquksgs * lgs * Equ]

The generalized coordinates are governed by the following

expression:




T T LANUROL TPt Y
—z3l)lm q +RCm +vy.] +Jm. q +Jec.q +) k. q
Rs k=1 Jk 7k s A J k=1 jk 7k k=1 Jk 'k k=1 Jk 7k
N
T" T' .o
= m. . + . .
DR, * uy u kgl LI (30)

The 6+N linearized differential equations expressed in Eqs. (28),
(29), and (30) are sufficient to simulate the motion of the station
before and after docking. To simulate motion after docking, Mg and I

must be adjusted to account for the presence of the orbiter that is now
attached to the station.

DOCKING

As stated previously, a particular docking mechanism is not
considered in this paper. Instead, the docking of the orbiter with the
Space Station is assumed to produce impulsive changes in the kinematical
variables. In what follows, the docking of the orbiter with the Space
Station is modeled as rigid body docking with a cantilever beam/rigid
body assembly. A similar problem was addressed by Levinson and Kane in
Ref. 10 where they analyzed the planar case of a rigid body docking with
a free beam.

The system to be analyzed (see Fig. 5) counsists of a single rigid
body (orbiter) and a cantilever beam/rigid body assembly (Station). The
system of Fig. 5 can be subdivided into the systems of Fig. 6.

The Space Station (bodies A and B) is assumed to have linear and
angular velocities, ug and (1 before docking occurs. After docking,
these velocities become Ve and Qs, respectively. The orbiter's linear

velocity will change from 4, to v due to docking. Also, the angular

velocity of the orbiter will change from @, to Q.. As stated above, the

| orbiter and the Space Station are assumed to couple rigidly during
docking, and then to rotate together.

Equations for Docking

The law of conservation of linear momentum for body A can be
expressed as

t
[ Cy, = u)dm = [ 2([£ am)ae , (31)
m

A |

where m, is the mass of body A. The quantities u, and v_ are the

"before" and "after" velocities of a differential element of mass, dm,
and are defined here as
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Fig. 5. Schematic of Orbiter/Space Station Assembly.
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Fig. 6(a). Free-Body Diagram for Flexible Section of
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Fig. 6(b). Free-Body Diagram for Rigid Section of
the Space Station (Body B).
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Fig. 6(c). Free-Body Diagram for the Orbiter (Body 0).
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v, = Es + E)sx gA + 2)3 X E* + kzl 'quk (323)
and
N
o4
*
v, T Y, + gs X BA + gs X r* + kzl gqu (32b)

where a; and a; are the "before'" and "after" time rate of change of the

generalized coordinates. Equation (32) may be substituted into Eq.
(31), and the result integrated to obtain the following form of the
statement of the law of conservation of linear momentum for body A:

N

o% 0=
m, (¢, ~u) +m (@ -w) xR +1.)+ kzl P (q - q)
ty
=~ [ g% de . (33)
t

The quantity gk shown in Eq. (33) represents the momentum flexibility

coefficient!! for body A and is defined as
4
P 2[4 .
TA

The law of comservation of linear momentum may also be applied to
bodies B and 0. For body B, one has

t

me(y, - u) = / 2 (F + f*)dt, (34)
s t,
and for body O,
t 2 A
m (v, - u) =~ | °F dt (35)
t
1

Equations (33), (34), and (35) may be combined to give

N
m (v, - u) +m,(2-u) x (R, +1r,)+ kzlgsz - q)
* (v = ug) +m (v, = ug) = 0 (36)




The dot product of gj with Eqs. (31) and (32) combined provides an

. o4 L
expression for Qe = Q-

i [(gg = ug) » & + (8- w) x (R, + *) « 45

N t
+ 1 8 4 - q) dm= - f 2$5 . £* de (37)
k=1 cl

The right-hand side of Eq. (37) is zero because at the point at which f*
is applied, the deformation is zero. Thus, Eq. (37) can be rewritten 1in
matrix form as

T T S T
2ilyg -8 - By BB - w) +6:(8 - )
N o4 0=
- -kzl m, (ay - ) (38)
where
G. = [ t* ¢. 39
G n{z 1’3 (39a)
A
and
- T
mjk i Jﬁjk dm . (39b)
A

To account for the N modes of vibration, Eq. (38) can be rewritten in
the following form:

T, T °
B'(y, - u) - BB (8- w) + 6" (2~ w) =3, (40)

The Nx3 matrices, gT and QT, are defined as:

s ——y ~
T T
Bl €
T T T T
P* = By | » ¢ = G, . (41a)
T T
PN SN
— - -
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o4 0=
™1 M2 R ) 4 - 9
° o4 0=
M=- 1 H 9 = "9, (41b)
* o4 ; 0w
™1 ... TN Ay ~ 9y

The law of conservation of angular momentum yields three
additional expressions. These expressions are obtained from the
following equations by applying the law of conservation of angular
momentum to bodies A and B combined (Space Station), and to body O
(Orbiter). Equation (42) is obtained when the law of comservation is
applied to the Space Station.

N
(Is + Ix) . (“28 = 98) + [mA(gA + SCA) + kzl gqu] X (!8 ‘Es)
N . N . t2
+Rox ] Ba+ [ Ga = [ [T +R xFlde (42)
k=] k=1 tl
A similar expression is obtained for body O (Orbiter).

€2

Lo+ (8 w) = - [T+ Ry xFl de (43)
1

If one combines Eqs. (35), (42) and (43), then the statement of
conservation of angular momentum can be expressed in the following
matrix form:

(I, + I+ 1) 8, + [m (R, + 1) +Bally, -u)+[RE+Glg

-~

+m(Ry - Ry, = u) = (I + I u * I, u (44)

Equations (36), (40), and (44) represent six plus N (6+N) equations

in nine plus N (9+N) unknowns. The relationship between v, and v,

accounts for the remaining three equations. This relationship is
written here as

v, =y, - Ry - R) g, (45)

It can be shown that Eqs. (36), (40), (44), and (45), when combined,
yield the following equations that govern the impulsive interaction
between the Station and the Orbiter.




-B'R) -m, (R, + ;) -m (R -R)IgQ

-1pT
* [(my +m +m)E+ PMIR] v

= (my +m) E+ 2Ry, +my
+ [pM~! (gT - BTE. ) - m (ﬁ - )] w (46)
2= x =A A '-A =CA =8

(I, + I+ I, ~m (R - BQ)(I_(D - _RQ)

+ (R2+ 8 M1 (g - 2RI g,

+

[m, (R, + Zg)) * 23 +m) (Ry = Rp) + (R2+ @M7IRT] v,

~ ~ ~J ~
-1pT -

+

L, + 1%, + R2+ @ 0l T -ER)I w + I g D)

(vo -u) +¥l g - PRI - u) (48)

One may obtain from Eqs. (46), (47) and (48) the changes in the
state variables which occur during docking. Consideration is now given
to the simulation of the motion of the Space Station before and after
docking occurs.

SOLUTION TECHNIQUES

Computer programs were developed and used in conjunction with the
Harris H-800 minicomputer at Auburn University to simulate the motion of
the Space Station. The computer programs comnsist of three steps, the
first of which simulates the motion of the station prior to docking.

The second step encompasses the determination of the changes in the
kinematical variables due to the docking of an Orbiter with the Space
Station. Finally, the third step simulates the motion of the Space
Station/Orbiter system after docking has occurred.

In the following sections, the details of the numerical simulation
of the Space Station before and after docking are discussed.
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Mode Shages

To describe the deformations of the flexible structure,
unconstrained mode shape vectors (eigenvectors) were obtained from a MSC
Finite Element program available at Auburn University on the IBM 3033
computer. These mode shape vectors were obtained using the Givens
(tridiagonal) method, and were normalized with respect to the mass of
the Station.

The truss structure of Fig. 1 was modeled as a structure consisting
of "equivalent" beam elements (see Fig. 7). The equivalence was
obtained by modeling a section of the truss structure and subjecting it
to known forces and torques. With the deformations (both linear and
angular) obtained from this model, the stiffness of an equivalent beam
was computed using standard beam theory equations.

Using the equivalent beam model for the station, two sets of
eigenvectors were obtained. One set contains the eigenvectors for the
station without the Orbiter and the other set contains the eigenvectors
for the Space Station/Orbiter system. To obtain the eigenvectors for
the Space Station/Orbiter system, the Orbiter was modeled as a rigid
body attached to the rigid base of the Station.

Numerical Simulation

Equations (28), (29), and (30) represent a set of six plus N (6+N)
coupled, second-order differential equations. In the simulation
process, these equations are numerically integrated using a fourth-order
Runge-Kutta scheme. 1In order to efficiently utilize the Runge-Kutta
scheme, Eqs. (28), (29), and (30) were manipulated to give the following
expressions. The expression associated with the generalized coordinates
is shown here as

[MIg + [Cl§ + [K] g = F (49)

where

- - 1
(Ml = -5 x'x
S

(50a)

S|
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%
+
=
_:]
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z|~
1] z
IIE

[c] = - 2z{w Iy (50b)
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Fig. 7 NASTRAN Equivalent Beam Model.
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The angular acceleration of the Station is obtained from
u u
- 0~ 1 o
o =1 l{3?85 B,IER, * % 73 M
1 ~
R WS TURTE 2

and the linear acceleration of the ceanter of mass of the station is
obtained from

. u u o
o 1 o T 1 T o 1 T
L Al vl I U B vl R ¢ (53)
8 [ ) S 8
In Eqs. (51), (52), and (53),
x= (@ o, m ... ol (54a)
il = [El 22 E3 o HN] » (Sab)
p— — r— -
1 12 cc M 1
o= (myy my, ceomy |, g=]q, , (54¢c,d)
By Byz oo Ty qNJ
i [ T ] K3
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During the simulatiom, Eq. (49) is solved for the highest

derivative, g, and then integrated to obtain the time rate of change of
. . b . . -
the generalized coordinates, g. During each time increment, the

calculated values of q are substituted into Eq. (51), which is
integrated numerically to obtain the angular velocity and angular
displacements. A similar process is applied to Eq. (52) to obtain the
linear velocity components and linear displacements of the station's
mass ceater. :

The process described above is continued until docking occurs. At
the instant of "docking," the changes in kinematical variables are
obtained by solving Eqs. (46) and (47) simultaneously for the angular
velocity, gs, and the linear velocity, Vo of the station's mass center.

These results are then substituted into Eq. (48) to obtain the time rate
of change of the generalized coordinates.

Motion after docking is simulated exactly as that before docking,
with the exception of accounting for the presence of the Orbiter.

Before any simulation may be accomplished, the initial conditions
on w_, Bs’ 9 > ak and the Orbiter's linear and angular velocity must be

s
given or calculated. This process is considered in the next section.

Initial Conditions

The Space Station's center of mass is assumed to be initially in a
500 km circular orbit inclined at 28.5° (see Fig. 8). Initially, the
Station rotates at the mean motion for that orbit. For simplicity, the
angle of the ascending node, §}, was assumed to be zero, and simulation
began when the Station occupies the ascending node position. The
initial conditions of the generalized coordinate were obtained by
assuming a state of dynamic equilibrium for the Space Station. Using
these assumptions, the initial conditions on the Space Station state
variables were calculated and are shown here in Table 1.

The results discussed in the following sections were obtained using
these initial coanditions.

RESULTS AND DISCUSSION

An algorithm was developed to numerically integrate the equations
of motion of the Space Station and the Space Station/Orbiter system. In
this algorithm, a fourth—order Runge-Kutta integration scheme with an
integration time increment of 0.0l seconds was used. The motion was
simulated over a real time interval of 200 seconds during which docking
occurred. A separate algorithm was developed to compute changes that
occur in the kinematical variables of the Station due to impulsive
docking with the Orbiter. In both algorithms, the structural
deformations were calculated using the first eight vibrational modes. A
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Fig. 8 Orbit Description.




TABLE 1

INITIAL CONDITIONS

Parameter
R, (EXYZ system)
x-component
" y~component
z-component
gs (EXYZ system)
x-component
y~component

z-component

w, (SX Y Z_ systen)

8 8 8

x-component
y-component
z-component

qj» j=1,2,...,N

qj, j=1,2,...,N

Initial Value

6878 km
0 km

0 km

0
7.6127 km/s

0 km/s

0 rad/s

0 rad/s
1.1068x1073 rad/s
-0.19623, -0.41874
0.25247, -0.52811
0.23838, -0.13866
0.10141, 0.22680

0, 0, 0,..., 0
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third algorithm was developed to compute the mass properties of the
Space Station, which are shown in Table 2.

To investigate the effects of docking on motion of the Space
Station, three approach orientations of the Orbiter were considered.
These are as follows: (1) An approach along the X-axis in the positive
X-direction, (2) an approach at 45° to the X-axis in the XY-plane (see
Fig. 9), and (3) an approach at 45° to the X-axis in the XZ-plane (see
Fig. 9). For each approach orientation, the closing rate of the Orbiter
was varied between 0.5 ft/sec and 1.5 ft/sec.

A comparison was made of the changes that occur in the magnitude of
the Station's angular velocity when the Station is modeled as a hybrid
of flexible and rigid bodies to that of the Station when modeled as a
single rigid body. Figures 10 through 14 show this comparison for
various approach orientations. It can be observed from these figures
that flexibility does affect the angular motion of the Station. The
primary effect is due to the time required for the flexible bodies to
respond to the impact of the Orbiter with the rigid body to which they
are attached. This can be called an "inertia" contribution. Although
the cases of Y-axis or Z-axis approach are probably not realistic, it is
observed that with either approach the "inertia" contribution of the
flexible bodies does not produce significant changes in the angular
velocity of the Station's mass center. Thus, for these approaches, the
rigid body model yields the larger changes in angular velocity.

However, for an approach along the X-axis it is observed that the
inertia countribution of the flexible bodies does significantly affect
the angular velocity of the Station. Thus, with an X-axis approach, the
hybrid model predicts a greater change in angular velocity.

Figure 15 shows the changes in the magnitude of the angular
velocity of the hybrid model for approaches (1) along the X-axis, (2) at
45° to the X-axis in the XY-plane, and (3) at 45° to the X-axis in the
XZ-plane. 1t can be observed that the XZ-plane approach produces the
smallest changes in the Station's angular velocity.

The simulation results of Figs. 16 through 18 were obtained by
numerically integrating the equations of motion of the Station and the
Station/Orbiter system. In Eq. (50b), a proportional damping
coefficient of 0.01 was assumed. Simulation began when the Station
occupied the ascending node position (see Fig. 8); fifty seconds later,
docking of the Orbiter occurs. The motion of the Station/Orbiter system
after docking is simulated for an additional 150 seconds. The results
represented in these figures are the total displacements of the tip of
the upper keel (point A) and the center of mass of an upper outboard
panel (point B). The deformations of points A and B after docking are
observed to be in-phase when the Orbiter approaches along either X-axis
or at 45° to the X-axis in the XZ-plane. However, when the the
Orbiter's approach is at 45° to the X-axis in the XY-plane, the motion
after docking is no longer in-phase. This is probably due to the
combined transverse and longitudinal motion of the panels when the
approach is in the XY-plane.




TABLE 2

STATION MASS PROPERTIES

WEIGHT 2.6612x10° lbs

MOMENTS AND PRODUCTS

OF INERTIA
IXX 2.0318x10°
1YY 1.8704x10°
122 2.5434x108
IXY 2 0
IXZ 7.4644x108
1Yz 2 0

1b-ft2
lb-ft2
1b-ft2
lb-ft2
lb-ft2

1b-ft2
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Figures 16 through 18 also indicate that the maximum deformation of
point B is substantially greater than the deformation of point A
(approximately twice as large). Figures 19 and 20 show the maximum
deformations of points A and B for the various approach orientations and
closing rates. An approach along the X-axis produces the greatest
maximum deformations, whereas an approach in the XY~plane produces the
smallest maximum deformation.

CONCLUSIONS AND RECOMMENDATIONS

The results obtained reveal that flexibility is a significant
factor in the dynamics of the docking of an Orbiter with the proposed
Space Station. 1In particular, the changes in the angular velocity of
the more rigid part of the Station are greatly affected by flexibility.

Only the first eight modes of vibration were modeled in this
analysis. Additional modes of vibrations should be considered in
further studies. However, increasing the number of vibrational modes
will result in increased computational requirements.

More general results could have been obtained if the Station's
payload was considered. In addition, the motion of the crew may have a
significant effect on the docking dynamics of the Space Station/Orbiter
system.

Finally, a suitable control system must be designed to stabilize
the rotational motion of the Station/Orbiter system. Realistically,
this can only be done after, or during, a dynamic analysis of a Station
model that incorporates payload and crew motion.
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TRANSIENT RESPONSE FOR INTERACTION OF TWO DYNAMIC BODIES
by
A. Prabhakar & L.G. Palermo
Martin Marietta Michoud Aerospace, New Orleans, Louisiana

ABSTRACT

During the launch sequence of any space vehicle complicated boundary interactions occur between the
vehicle and the launch stand. At the start of the sequence large forces exist between the two; contact is
then broken in a short but finite time which depends on the release mechanism. The resulting vehicle
response produces loads which are very high and often form the design case. It is known that the
treatment of the launch pad as a second dynamic body is significant for an accurate prediction of launch
response.

A technique has been developed for obtaining loads generated by the launch transient with the effect of
pad dynamics included. The method solves uncoupled vehicle and pad equations of motion. The use of
uncoupled models allows the simulation of vehicle launch in a single computer run. There is no need for a
second computer run to introduce compensating forces that are required to simulate detachment for
coupled models. Modal formulation allows a closed-form solution to be written, eliminating any need for a
numerical integration algorithm.

When the vehicle is on the pad the uncoupled pad and vehicle equations have to be modified to account
for the constraints they impose on each other. This necessitates the use of an iterative procedure to
converge to a solution, using Lagrange multipliers to apply the required constraints . As the vehicle lifts off
the pad the coupling between the vehicle and the pad is eliminated point by point until the vehicle flies
free.

Results obtained by this method have been shown to be in good agreement with observed loads and
other analysis methods.

The resulting computer program is general, and has been used without modification to solve a variety of
contact problems. The contact point description could be made more elaborate to include effects of
friction, geometry, etc. By allowing the second body (it need not be a pad) to have rigid body free-free
modes other problems, such as berthing/docking dynamics, could be tackled.
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TRANSIENT RESPONSE FOR INTERACTION OF TWO DYNAMIC BODIES
by
A Prabhakar & L.G. Palermo
Martin Marietta Michoud Aerospace, New Orleans, Louisiana

1.0 INTRODUCTION

This paper describes a method of obtaining the transient response of two interacting dynamic bodies. The
technique was developed originally to obtain the response during the launch sequence of the Space
Shuttle Vehicle (SSV) from a dynamic launch pad. Because of the historical association with the SSV
launch problem this paper presents the development from that particular viewpoint but it must be

-emphasised that the method is generally applicable, and the resulting computer code has been used in

solving a variety of contact problems.

The launch event of any space vehicle causes complicated boundary interactions between the vehicle
and the launch stand. At the start of the sequence large forces exist between the two; contact is then
broken in a short but finite time which depends on the release mechanism. During this time the two may
recontact as the loads are redistributed in the system. The vehicle response resulting from this non-linear
transient phenomenon produces loads which often form the design case. It is known from experience that
the use of a non-dynamic launch pad predicts loads that are too high. Therefore the treatment of the
launch pad as a second dynamic body is significant for an accurate prediction of launch response.

A technique has been developed for obtaining loads generated by the launch transient with the effect of
pad dynamics included (ref. 1). The method solves uncoupled vehicle and pad equations of motion. The
use of uncoupled models allows the simulation of vehicle launch in a single computer run. There is no
need for a second computer run to introduce compensating forces that are required to simulate
detachment for coupled models. Modal formulation allows a closed-form solution to be written, eliminating
any need for a numerical integration algorithm. However, an iterative procedure is required to solve the
equations of motion when the two bodies are in contact.

Several other factors influence the response from the launch transient. A control system maintains a
vertical vehicle attitude, zeroing out angular accelerations, by changing the direction of the thrust vector of
the Solid Rocket Boosters (SRBs). Another source of large loads is from the constraints imposed on the
cryogenic shrinkage of the External Tank (ET); these loads are relieved as the vehicle separates from the
launch pad. Also important is a second order effect resulting from the offset centre of gravity of the vehicle.
This offset ¢.g. would tend to induce greater structural deflection than can be obtained normally; we have
termed this etfect "gravity softening™. Techniques for the proper simulation of these effects are discussed
in the paper. An area for further development is to make the contact point description more elaborate to
include the effects of friction, geometry, misalignment, etc.

Although in the development presented in this paper the pad is a grounded body, it could be made more
general and have rigid body modes allowed. This would enable the technique to be used in calculating the
berthing/docking dynamic response for the Space Station.




NOMENCLATURE

Cm Coupling mass term in Craig-Bampton formulation of analysis models.
F Generalised force.
F(t) Discrete time variant applied force.
o] Gravitational acceleration.
h Integration interval.
| Identity matrix
K Stiffness matrix.
M Mass matrix.
Mg.Kg Boundary mass and stiffness terms in Craig-Bampton formulation.
q Modal freedoms.
RB Geometric rigid body modeshape.
x Discrete freedoms.
Xg Freedoms of the centre of gravity of the vehicle.
1)) Modeshapes matrix.
n Error between successive iterations.
T Time variation during an integration interval.
o, Natural frequency (radians/sec).
4 Ratio of critical damping.
Subscripts
A Applied
v Vehicle
s Launch stand
C Contact
0 Values at time zero (initial values)
rscri
T Transpose
-1 Inverse
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20 THEORETICAL DEVELOPMENT

The development presented in this paper uses equations of motion of the two bodies (vehicle and pad )
which are uncoupled from one another. The use of such uncoupled equations is more natural
conceptually as it allows the two bodies to be treated independently. The free-free vehicle can thus fly off
the pad without inducing the compensating forces that are required when a coupled system model is
used, and the solution can be obtained in one computer run. However, when the vehicle is on the pad the
uncoupled pad and vehicle equations have to be modified to account for the constraints they impose on
each other. This necessitates the use of an iterative procedure to converge to a solution, effectively using
Lagrange multipliers to apply the required constraints . As the vehicle lifts off the pad the coupling
between the vehicle and the pad is eliminated point by point until the vehicle flies free.

2.1 EQUATIONS OF MOTION

Wirite the uncoupled vehicle and stand equations as

rmo 0 T(XY) « T, 0 1(x) = (Fo) (1)
Lo MsJixs) Lo Ks Ilxs) o)

Assume that the coupling between the vehicle and the main launch pad (MLP) equations is a pure
stiffness i.e. the coupling is massless. This coupling stiffness K¢ would overlay the relevant vehicle and

stand degrees of freedom when the two are in contact. Equations of motion can now be written as

™, 0 1(%) + Tk, 01 +TKe1l(x) =  (F®) @
lo Mglilxs) Lo K L Jjlxs) Lo)

The coupling matrix K¢ can be partitioned out and taken to the right hand side of (2) giving

™M, 01(x) +TK, 01x) = (FO) - Kc I x) 3)
Lo M%) Lo Kll) Lo ) L Jlxs)
i.e. the coupled system equations have been written in terms of the uncoupled degrees of freedom with a
correction term (force) for the effect of interaction between vehicle and stand. This constraint imposed by
the interaction of the pad and vehicle now makes the problem suitable for an iterative procedure such as

Lagrange multipliers (ref. 2). Application of Lagrange multipliers to the lift-off problem was developed in ref.
3. In the development presented here, because of the very simple assumed nature of K¢ (see section

2.2) Lagrange multipliers do not occur explicitly.
¥ @ and q are defined such that
x = Pq (4)

where QTM D = |




and KO - n)n2

then the modal form of the equations of motion (3) can be written as

M olfg,) + Te,2 01(q) = T®T 0 1(Fp) (5)
Lo 1 Ngg) Lo o2\ ag) Lo @TI){o )
-fo,T 0 MKk M, 0 g
Lo oTiL Jlo &Jlas)

The second term on the right hand side of the above equation is the contact force term Fg. Assuming a
modal damping ratio of { the equations can thus be written as

4 + 20w + ©2q = Fa + Fg (6)

If the two bodies are allowed free body motions then the values of W, corresponding to the rigid body
modes are obviously zero. This formulation allows computer core savings because of the diagonalisation
of the mass and stiffness matrices. Only small partitions of <Dv and <Ds corresponding to the coupling
points are retained in core.

As the vehicle lifts off from the stand and contact is broken point by point, the coupling stiffness Kg is
reduced until, finally, it becomes zero and the vehicle flies free.

22 COUPLING STIFFNESS MATRIX K¢

When the two bodies (vehicle and pad) are in contact they impose constraints on their coupled motion
which may be stated as :

a) Vehicle and pad displacements at the points of contact are equal.

b) Contact forces have values only at points which are in contact.
These constraints are most easily applied using Lagrange multipliers (refs. 1,3). Their application becomes
straightforward if a simple coupling stiffness K¢ is assumed.

Contact points between the vehicle and the pad are shown in figure 1. The function of the coupling
stiffness K¢ is merely to constrain the degrees of freedom in contact to move together. A 6 DoF stiffness

matrix (3 freedoms each for the SRB and MLP ends of the contact) can serve to provide the required
constraints for each contact point. Greater simplification of K¢ is possible if no cross-coupling between the

X,y.z freedoms at each end is allowed.

An uncoupled stiffness matrix K¢ automatically satisfies the constraint requirements stated above, and
Lagrange multipliers do not occur explicitly in the formulation. Values of Kg must be chosen to be high

relative to the local stiffness values of the two bodies, but yet not so high as to induce spurious responses.
The use of an uncoupled stifiness matrix K¢ has an additional advantage in that the reduction of K¢, as

the vehicle lifts off the pad, simply involves zeroing the relevant stiffness terms.
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23 [TERATIVE SOLUTION OF EQUATIONS OF MOTION

Suppose at a giventime t=t, the solution has been obtained i.e. we know qo, &o and the contact force
Fco foragivenapplied force Fag -

If h is the integration interval then attime t=t,+h the new value of applied force Fp is known.
Suppose the stand force needed to satisfy the equations of motion attime t=ty+h is Fc. Overthe

interval h we may approximate the forcing functionto A + BT , and the equations of motion become
a + 2§mnﬁ+mn2q-A + Bt 7)

The coefficients A and B can be obtained by comparing the above to (6).

Attime Tt = O theforcingfunctionis Fag andthe contactforceis Fgp.

Hence A = Fpo + Foo (8a)

Sirﬁilarly a T = h, fortheassumed contactforce Fc we can obtain B as

B = Fp-Fpg + Fo-Foo (8b)
h h

Closed form solution of equations (7) can be obtained easily in terms of constants A and B. For the rigid
body modes ( o, = 0 ) the equations of motion simply are

q = A + Bt (9)
Successive integration gives q andq.

For the vibration modes of the vehicle the general solution is more complicated; it can be written as

q = e'Cfﬂn“[mcosmdt + Kgsnwyt] + C + D7 (10)

where @y = @V 1- §2

D = B/?2

C = (A - 20w, D)/al

Kt = g - C

Ko = (60 + ?;mnK1 - D)/ay
Modal velocity and acceleration can be obtained from (10).

The iterative solution procedure, therefore, is to estimate a value for the contact force at the end of the




integration interval T = h. Coefficients A, B can then be calculated from (8). These coefficients are
used in (9) and (10) to obtain estimated values of q. Forces and displacements at vehicle-stand interface
can then be calculated. Separation of vehicle from the stand is tested for, and a modified coupling stiffness
matrix generated. Contact force consistent with the modified coupling stiffness matrix and vehicle
displacements is used to obtain new values for constants B which intum yield improved estimates for q ;
the process is repeated until the stand force obtained between successive iterations is within a specified
tolerance, indicating that the solution has converged to the required accuracy.

24 TESTFOR CONVERGENCE

if the solution has converged, the right hand side of equation (6) has to be equal to its left side. If the two
are not equal then the error is

M =Fa+F-4d-20aq- g2

if Fcj denotes the stand force estimate from the previous tteration, and Fg; the stand force from the

current iteration then, substituting for q,q, andq intermsof Aand B gives the eror between
successive iterations as .

n - Fg - Fo (11)

i.e the error in successive iterations is simply the difference in the contact force. The solution may be said
to be converged if the value of the error becomes sufficiently small; for our purposes a satisfactory error
criterion was a difference of less than 1 Ibf. between successive iterations.

25 DETERMINATION OF INTEGRATION STEP SIZE

Because the error between successive iterations is in the stand force the integration step size need only
be small enough to track the highest frequency in the contact force. An estimate of the oscillatory
behaviour of the vehicle on the pad is obtained by reducing the mass and stiffness properties of the two
bodies to the stand interface points and coupling the two appropriately. The highest frequency from the
resulting eigensolution governs the integration step size :

h < 025/ f (12)
where fp, is the highest frequency so obtained.

2.6 INITIAL CONDITIONS

Initial conditions are most easily obtained by solving the static problem of the vehicle resting on the pad.
They can be compared to the response obtained from the method itself by allowing the vehicle to settle
under the action of applied static loads; mean values of the resulting oscillations should be the same as
obtained statically, providing a good check on the computer code and the models.
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2.7 SEPARATION AND RECONTACT CRITERIA

Conditions governing the behaviour of the contact points between the pad and the vehicle are easily
established when using the uncoupled stiffness matrix Kg.

When the vehicle is bolted to the pad the contact point can sustain both tensile and compressive loads.
Once the SRB bolts have been fired, the contact point becomes non-linear in that no tensile loads can be
sustained. Contact between the vehicle and the pad is thus assumed broken as soon as the bolt goes into
tension.

The condition for reattachment is similarly simple. Because of the assumed nature of Kg (no cross

coupling) a check of relative displacements between the two bodies shows when recontact takes place.
However on recontact, to simulate the sliding joint beteen the vehicle and the pad, only axial (normal) loads
were permitted because otherwise any lateral drift would induce spurious forces.

3.0 GENERATION OF LAUNCH ANALYSIS MODELS

Each component of the launch vehicle was modeled mass coupled in mixed modal and discrete
coordinates using the Craig-Bampton method (ref. 4). Using this method a set of freedoms, called the
boundary freedoms, are grounded and an eigensolution obtained of the remaining DoFs. From this eigen
a number of signiicant modes are retained. A dynamics model is then constructed using the retained
modes and the boundary set of retained freedoms. The resulting mass and stifffness matrices are of the
form

M= [ Cm 1 K= To2 o] (13)
LCMT Mg J Lo Kg

Some very important points need to be noted in the generation of such models. Any freedoms which have
large concentrated loads (e.g. SSV major interfaces) must be retained as discrete. Contact points, which
require high fidelity results to properly simulate separation and recontact, must also be kept explicitly. A
reduction of the remaining degrees of freedom is permissible as indicated above using the Craig-Bampton
method, with an eigensolution and the retention of only the important modes. This mode selection is often
by simple frequency bandpass, but other criteria can be employed. Finally, since the launch vehicle will
have large rigid body motions, the stiffness of each component must be truly free-free to inhibit the
build-up of spurious forces.

Component models are assembled into a launch vehicle model! by overlaying the common boundary
freedoms. The launch vehicle model is then eigensolved with properties as in equation (4) to diagonalise
the mass and stiffness matrices. All modes from this final eigensolution are retained for further analysis.




40 EXTERNAL FORCING FUNCTIONS

Any dynamic system is subject to forcing functions which can be constant or time varying. The
determination of these forcing functions is usually the most difficult part of any dynamics problem. The
launch vehicle is subject to a number of external influences most of which have been refined over the
years and are well known. How these various forces are dealt with is described in this section.

4.1 DATABASE FORCING FUNCTIONS

A computer tape containing the NASA launch analysis forcing functions was obtained from MSFC. There
was data for 11 lift-off cases, comprising engine forcing functions, winds and gusts.

This forcing function data, which is standard for SSV launch analysis, was converted to generalised forcing
functions using the final free-free vehicle modal matrix. The data was read as required during the execution
of the computer program.

42 GRAVITY LOADS

Gravity loads can be obtained easily for the mass coupled models as generated using the Craig-Bampton

method. A geometric rigid body modeshape of the model can be constructed, bearing in mind that, since

the modes are obtained for zero boundary motion, the geometric modeshape corresponding to the modal
freedoms is zero. The gravity loads are then obtained from the mass matrix as

FG = [ cuT o gy = TcyliRB]{g} (14)
LCMT Mg JLRB J Lmgl

Thus the discrete mass of the vehicle, which causes gravity loads, is inherent in the column partition of the
mass matrix corresponding to the boundary freedoms. This method allows very easy calculation of vehicle
gravity loads.

43 CRYOGENIC LOADS

Cryo loads are generated at the SRB to MLP boundary because of the restraints imposed on shrinkage of
the ET as the cold propellents are loaded. As the vehicle lifts off these restraints are removed and the
SRBs twang inwards. Any technique for cryo load application should properly simulate this behaviour.
This was achieved simply by applying the cryo loads to the ET itself such as to shrink the tank. Structural
flexibility allows the loads to be distributed properly through the vehicle, and produces the required cryo
reaction loads at the SRB base.

Since the cryo loads are a function of the structural stiffness, and are not related to the mass matrix, they
must be applied only at the discrete freedoms of the mass-coupled component modal model. Otherwise,
spurious modal distortions are obtained.

‘ Cryo loads were assumed to be steady state and were added to the gravity force vector to give the total
constant force on the vehicle.
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44 CONTROL SYSTEM

The vehicle control system directs SRB gimballing to zero out any net moments about the vehicle centre
of gravity. The formulation given in this section was developed to simulate the effect of the control system
in maintaining a vertical attitude of the launch vehicle during the first few seconds of flight.

Using the geometric rigid body modeshape RB the resultant force vector PR at the c.g. of the vehicle is
obtained from the physical applied forces Pp as

PR = RBT Py (15)
This vector may be written in terms of its three force and three moment components as

PR = (FR) (16)

\Mg)

The contro! system action is such that the resultant moments MR vanish subject to the constraint that the
corrective forces are applied only at the lateral (y,z) freedoms at the SRB gimbals. Forces required to
produce a moment of = MR are obtained by relating xg|, the SRB lateral gimbal freedoms, to the
freedoms at the ¢.g. of the vehicle with the geometric rigid body modeshape as

x5 = RBL xg
where RBL is the appropriate partition of RB. Hence we can write
xg = (RBLT RBL)"? RBLT xg
= T1 xg (17)

As only the partition of T1 corresponding to the rotational degrees of freedom (T1R) is needed to zero
out the net moments about vehicle c.g. the above can be written as

xgg = TIR xg (18)

Using the corrective moment required we can obtain FSL, the SRB lateral forces, as

FSL = -TIRT MR
= -TiRT RBLT Py (19)

However, during computation, the forcing functions are known as generalised quantities. Using the final
free-free modes discrete forces can be obtained from generalised as

Pa = @7 Fp (20)

The inverse of the modal matrix ¢ can be obtained easily from its properties. For mass normalised modes




we have
OMD = |
Hence ol . <I>T M

thus reducing the process of inversion to that of multiplication. Now we can write the discrete SRB
corrective forces as

FSL = - TIRTRBLT @17 Fy 1)

The corrective forces FSL in equation (21) are converted to generalised forces for use in the lift-off
program.

45 GRAVITY SOFTENING
Because of the offset c.g. of the vehicle, deflection of the c.g. from its null position will induce a further
bending moment in the structure, which in turn will lead to extra deflection. This effect may be viewed as a

softening of the structure under gravity loading and could be important as the vehicle rocks on the pad
when the Space Shuttle main engines (SSMEs) are lit.

Implementation of the gravity softening effect was as for the control system. As before we can relate the
motion of the vehicle c.g. to the motion of the boundary freedoms Xp using the rigid body mode shape

X% = RBxg
Hence x5 = (RBT RBy! RBT x,
- T2 % (22)

This relationship is assumed to hold even for the deformed vehicle i.e. for small deflections.

Using the final free-free modes of the vehicle the boundary freedoms are related to the modes as
» = B9

where <Db is the partition of the modal matrix corresponding to the boundary freedoms. Hence the motion
of the c.g. is obtained in terms of modal freedoms as

= ERV q (23)
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The translational and rotational components of ¢.g. motion can be written as

(xg) = [ERVt T{q} (24)
\xgr) LERVr ]

The translational deflection Xgt obtained from the above equation causes an additional moment because

of the motion of the centre of gravity (gravity force application point). This moment may be written in matrix
form as

Mg = o -Faz FoYl{xg}
-| FGZ 0 -FGX |
l-FGY FGX o0 I

- FGM xg (25)

Using the relationships developed in (24) and (25) the generalised moment due to deflection of the c.g. is
given by

FSOF = ERVIT Mg

= ERVIT FGM ERVt q (26)
The "softening stiffness” is thus obtained as
KSOF = ERVIT FGM ERVt (27)

For static calculation of initial conditions KSOF is used in conjunction with the linear elastic stiffness of the
vehicle to obtain extra deflection because of its off-set centre of gravity. The effect of gravity softening on
the deflection of the vehicle c.g. is shown in table 1.

In the response calculations the softening effect is considered to be an extra applied force and is carried
on the right hand side of the equations of motion. This force is obtained from equation (26) above; if the
matrix multiplications are carried out from the right the process is very quick and requires just the small
amount of core needed by ERV and FGM.To avoid numerical stability problems FSOF was considered to
be constant over an integration interval (typically 0.0001 sec.).

The gravity softening effect was turned off at SRB ignition.
5.0 APPLICATIONS AND RESULTS

The computer code generated with this methodology has been used in a number of diverse applications.
The main effort was in obtaining launch loads for a SSV with an Aft Cargo Carrier attached to the aft frame of
the ET; the payload in the ACC was an Orbital Transfer Vehicle (OTV). Figure 2 is an illustartion of the
ACC-OTV concept. Figure 3 shows one of the loads responses between the ET and the aft SRB
attachment. Loads generated on an OTV propellent tank are shown in figure 4. The hydroelastic volume
change in the ullage space of the liquid oxygen tank of the ET due to the lift-off transient is shown in figure
5; the oscillation in the tank bottom pressure is shown in figure 6. The primary mode in both these
phenomenon is the 4Hz first bulge mode of the tank. Figures 3-6 illustrate the severity of response when




the SRBs are lit ( 6.6 sec in the plots). These responses cormrelate well with the results obtained by other
independent analyses.

The program was used to calculate barge impact loads and ET response during docking procedures in the
harbour at VAFB. A sketch of the barge and the dock is shown in figures 7 and 8. It was assumed that the
barge had an initial velocity imparted by a wave. The barge was then allowed to impact a dock of various
stiffness values. It was found that the loads generated at the ET transporter interfaces were acceptable
even for severe impact cases. The dock impact loads were govemned by the barge stiffness for a stiff dock,
and by the dock stiffness for a soft dock.The impact wave as it travels through the deck of the barge is
shown in figure 9.

6.0 CONCLUDING REMARKS

Results obtained by the method developed in this paper have been shown to be in good agreement with
observed loads and other analysis methods.

The resulting computer program has general applicability, and has been used without modification to
solve a variety of contact problems. The contact point description could be made more elaborate to include
effects of friction, geometry, etc. By allowing the second body (it need not be a pad) to have rigid body
free-free modes other problems, such as berthing/docking dynamics, could be tackled.
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TABLE 1

VEHICLE C.G. MOTION ER STATI AD
X Y Z
(in) (in) (in)
1)  GRAVITYONLY (D -1.174 -0.053 -1.531
2) (@ + G-SOFTENING -1.179 -0.058 -1.726
3) (@ +CRYO 0.184 -0.050 -0.923
4) @ +G-SOFTENING +CRYO | 0.181 -0.057 -1.060
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- MOVER II -
DYNAMIC MODEL VERIFICATION

Dynamic model verification is the process whereby an analytical model of a
dynamic system is compared with experimental data, adjusted if necessary
to bring it into agreement with the data, and then qualified for future
use in predicting system response in a different dynamic environment.
There are various ways to conduct model verification. The approach
adopted in MOVER II employs Bayesian statistical parameter estimation.
Unlike "curve fitting" whose objective is to minimize the difference
between some analytical function and a given quantity of test data (or
"curve"), Bayesian estimation attempts also to minimize the difference
between the parameter values of that function (the model) and their
initial estimates, in a least squares sense. The objectives of dynamic
model verification, therefore, are to produce a model which (1) is in
agreement with test data, (2) will assist in the interpretation of test
data, (3) can be used to help verify a design, (4) will reliably predict
performance, and (5) in the case of space structures, facilitate dynamic
control.

OBJECTIVES
HARDWARE
I ® MATCH ANALYSIS AND TEST
y R o INTERPRET DATA
> TEST ANALYSIS |-
e L J = ® VERIFY DESIGN
= 2
w COMPARE -
2 I 9 ¢ PREDICT PERFORMANCE
& No & - IMPEDANCE
AGREE? - DISPLACEMENT
- LOADS
- FATIGUE
- ETCI

MODEL VERIFIED

FACILITATE CONTROL




- MOVER II -
HISTORY OF DEVELOPMENT

One of the earliest attempts in automating the Bayesian parameter

estimation procedures was begun in 1972. Under Contract to NASA, a
computer code called MOUSE was developed and demonstrated on the Saturn V
launch vehicle. Although the methodology used in developing MOUSE was
quite general, it was only applicable to one-dimensional shear beam
models. In 1976, two efforts funded by NASA were begun in parallel to
further develop the MOUSE concept. The first effort was directed towards
general dynamic systems, i.e., models which might be constructed from

lumped parameter, finite elements, modal coordinates, or some combination
of the three, and which might also contain heavy damping. The computer
code MOVER was developed to automate the verification of such systems, and
won a NASA New Technology award in 1982. The second effort was geared
towards efficient model verification of large, 1lightly damped systems
typified by aerospace structures, with specific application to the Space
Shuttle Orbiter finite element model; the computer code CATELAST was
developed to automate this procedure. Over the past several years, an
advanced version of MOVER has evolved. Called MOVER II, it incorporates
modal synthesis and substructuring techniques for modeling large
multi-component systems and provides a variety of graphic outputs to
facilitate interpretation of results. MOVER II has been used to verify
models of turbo-pumps rail vehicles, 1launch vehicles and high-speed
rotating machinery.

o 1973 - MOUSE (MopeL OpTimMizATION USING STATISTICAL ESTIMATION)

o 1977 - MOVER (MOpeL, VERIFICATION)

o 1978 - CATELAST (CorreLATION OF ANALYs1S AND IEsT ForR LARGE
STRUCTURES)

e 1984 - MOVER II
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- MOVER II -
MOTIVATION

Compared with the state-of-the-art of model generation and analysis, which
has matured considerably over the past decade or so, the state-of-the-art
in experimental model verification is still very much in its infancy.
Structural testing, particularly dynamic testing and data processing, has
also progressed significantly in recent years, but the proven ability to
assimilate experimental data systematically into a specified model
configuration to obtain an improved set of model parameters values, has
not experienced the same steady growth. The original objectives for the
MOUSE code were (1) to revise the mass and stiffness parameters of a
finite element model using a Bayesian statistical estimator, (2) impose no
limits on the amount of test data required, and (3) provide a quantitative
measure of the significance of the revised parameter values based on the
quantity, quality and suitability of the data. Practical experience with
MOUSE, however, indicated the need to satisfy several additional
objectives: (4) incorporate a modeling capability applicable to general
structural models, regardless of configuration or size; (5) estimate
damping, as well as mass and stiffness parameters, even for structures
with closely spaced modes; (6) eliminate the requirement for "pure" modal
data; (7) require that the program resolve experimental data (to obtain
natural frequencies, orthogonal mode shapes and modal damping) from
sinusoidal response which may contain contributions of several closely
spaced modes; and (8) require that the program be compatible with
conventional analytical and experimental data.

1) RETAIN STATE-SPACE/FREQUENCY DOMAIN FORMULATION FOR LINEAR
TIME-INVARIANT SYSTEMS

2) REPLACE NETWORK MODELING CAPABILITY IN MOVER WITH ADDITIONAL
CAPABILITY FOR MODELING STRUCTURAL/MECHANICAL SYSTEMS

3)  INCORPORATE SUBSTRUCTURING

4) ADD PARAMETER SENSITIVITY ANALYSIS IN THE FORM OF RESPONSE
DERIVATIVES TO FACILITATE PARAMETER SELECTION

5) ADD INTERPRETIVE/DIAGNOSTIC OUTPUT AND GRAPHICS

o CONVERGENCE HISTORY OF OBJECTIVE FUNCTION AND
PARAMETER ESTIMATES

o COMPARISON OF PRIOR MODEL AND REVISED MODEL TO
DATA USED IN ESTIMATION

o SIGNIFICANCE INDICATOR FOR PARAMETER ESTIMATES
o CORRELATION MATRIX OF REVISED PARAMETER ESTIMATES




- MOVER II -
MODELING AND PARAMETER ESTIMATION CAPABILITIES

MOVER II has been structured to allow the verification of general dynamic
systems. Lumped parameter models can be input by providing the
equation(s) of motion for simple elements and/or components; this
facilitates the analysis of discrete springs, dampers and simple
components. Complex structural/mechanical models can be verified by
inputting either a finite element representation (i.e., mass, damping,
stiffness matrices) or by a modal representation (i.e., generalized mass,
damping, stiffness). Finally, complex dynamic systems can be synthesized
from combinations of lumped, finite element and modal models through the
application of displacement constraints between individual components and
subassemblies.

MOVER II has the capability of updating initial parameter estimates
associated with 1lumped, modal and finite element models. In addition,
submatrix scaling parameters can be estimated rather than individual

finite element parameters. The submatrix scaling parameters are capable
of increasing or decreasing the overall mass and stiffness of selected
components and/or subassemblies. This step makes the analysis of large

problems more tractable by reducing the number of variable parameters,
while at the same time avoiding numerical difficulties associated with
estimation of the individual parameters of small structural elements.

MODELING -
o LUMPED PARAMETER MODELS
o FINITE ELEMENT MODELS
o SUBSTRUCTURING

PARAMETER ESTIMATION -

o DISCRETE PARAMETERS
- LineArizED FiNITE ELEMENT PARAMETERS
- Lumpep STIFFNESS, Mass AND DAMPING

o DISTRIBUTED PARAMETERS
- LineArIZED LINKED FINITE ELEMENT PARAMETERS
- SUBMATRIX SCALING COEFFICIENTS
- MopAL MATRIX PARAMETERS
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- MOVER II -
LUMPED PARAMETER MODELS
The figure below shows an example of a damper component that was

successfully verified using MOVER II. The damper component was modeled as
an axi-symmetric, lumped parameter system with two rotational degrees of

freedom in- and out-of-plane of the paper. The mass of the weight
assembly was accurately measured, and its value was fixed during the
verification process. The rotational damping, Cr, and the translational

damping, C;, were then estimated wusing load cell data acquired from
random input shake tests. The results of the verification process showed
that the prior model was grossly in error and that MOVER II adjusted the
damping parameters to bring the revised model into good agreement with
experimental response measurements.
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- MOVER -
FINITE ELEMENT/MODAL MODELS

The figure below shows a cantilevered column, fixed at one end,
constrained by a spring at the opposite end, with a pendulum damper

assembly (previously verified). Transfer function data acquired during
single-point random and sine testing were used to verify both a finite
element and modal representation of the column assembly. Submatrix

scaling parameters were used to update prior estimates of stiffness and
mass properties of three distinct sections of the assembly, as well as the
generalized mass and stiffness of the first two column bending modes. The
results of this verification effort were successful at both the finite
element and modal level as demonstrated by the improved correlation
between revised model frequency response and experimental test response.
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- MOVER II-
SUBSTRUCTURED MODELS

MOVER 1II's real strength lies in its ability to synthesize complex dynamic
systems from component and subassembly models. As demonstrated in the
figure below, a complex model of rotating machinery can be synthesized by
combining lumped, modal and finite element models. In terms of model
verification, MOVER II can first be used to verify component and
subassembly models, thereby reducing verification efforts at the system
level. Note that the damper component and column assembly were previously
verified, allowing their parameters to be fixed during verification of the
system. To construct the system dynamic model, the spinning rotor is
attached to a modal representative of the case by lumped parameter models
of the upper and lower suspensions. The column assembly is attached to

. the top of the casing, and a modal model of the case is attached to ground

by a lumped model representing the support mount. This synthesis is
accomplished through application of displacement constraints. Once
constructed, system parameters (including lumped, modal, and/or finite
element parameters) may be updated using the submatrix scaling option.
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- MOVER II -
DATA REQUIREMENTS

MOVER II requires the mass, damping and stiffness matrices for component
and subassembly models. These can be derived from finite element models,
lumped models, or from reduced modal models. The user can then synthesize
the complete dynamic system by defining physical coordinates and supplying
appropriate displacement constraints between components and
subassemblies. To perform Bayesian parameter estimation, submatrix
scaling parameters to be updated must be defined and initial estimates of
their values assigned, along with confidence in those estimates. 1In
addition, the force distribution wused during testing must also be
reflected in the model.

MOVER 1II updates parameter estimates based on experimentally obtained

Frequency Response Functions (FRF). The wuser must therefore supply
amplitude and phase data at discrete test frequencies for comparison with
model estimates. In addition, the wuser must input the confidence

associated with the FRF; these can be estimated from coherence data
obtained from time series analysis of the vibration data.

MODEL -
o SUBSTRUCTURE MASS, DAMPING,
STIFFNESS MATRICES
e FORCE DISTRIBUTION
o SUBSTRUCTURE CONNECTIVITY
o INITIAL PARAMETER VALUES AND
CONFIDENCE ESTIMATES
IEST -

o COMPLEX FREQUENCY RESPONSE
FUNCTIONS (AMPL/PHASE)

o CONFIDENCE LEVEL ON FRF (COHERENCE)
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- MOVER II -
COMPUTATIONAL TOOLS

MOVER II incorporates several features which facilitate the analysis and
model verification of complex structural/mechanical dynamic systems. To
accommodate dynamic systems that may contain heavy damping or asymmetric
damping matrices, the equations of motion are handled internally in

first-order form. A complex eigensolver is then used to extract the
complex modes; the problem size can then be reduced by using MOVER II's
modal truncation option. During the parameter estimation phase of the

analysis, sensitivity calculations (response changes due to parameter
perturbations) are performed closed-form using eignevalue/eigenvector
derivatives calculated internally. These sensitivity calculations feed
into a Bayesian estimator which compares analytical FRF response/parameter
confidence with experimental FRF response/confidence to update critical
modeling parameter estimates. The Bayesian estimator allows quantitative
confidence levels to be assigned to revised parameter estimates and
experimental data to be processed sequentially.

e FIRST-ORDER EQUATION FORMULATION
(AsymmeTrIC M, C, K)

o COMPLEX EIGENSOLVER

o CLOSED-FORM SENSITIVITY CALCULATIONS
o MODAL TRUNCATION

o BAYESIAN ESTIMATOR

o SEQUENTIAL DATA PROCESSING




-~ MOVER II -
PRINTED OUTPUT

MOVER II allows the user to obtain various types of printed output. To
aid during initial problem setup, intermediate calculations are available
to the user for assessing (1) Model generation, (2) Modal extraction, (3)
Sensitivity calculation, (4) Response calculations, and (5) Bayesian
estimation. During normal execution, MOVER II outputs during each
estimation cycle updated (1) Eigenvalues/Eigenvectors, (2) Complex
frequency response, (3) RMS response variation (model vs. data), (4)
Original, prior and revised parameter estimates. When MOVER II has
converged on a solution, a revised parameter convariance matrix is printed
which allows the user to assess the confidence in the updated parameter
values.

INITIAL OUTPUT { e ECHO PRINT OF INPUT DATA
[ o EIGENVALUES/EIGENVECTORS

o COMPLEX FREQUENCY RESPONSE
QUTPUT FOR
EACH ITERATION ¢ RMS RESPONSE VARIATION
(CaLc'p vs. Meas’p)

o ORIGINAL, PRIOR, REVISED
- PARAMETER ESTIMATES

FINAL OUTPUT {o REVISED PARAMETER COVARIANCE
MATRIX
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- MOVER II -
GRAPHICAL OUTPUT

MOVER 1II includes a graphics package to facilitate the model verification
process. The package allows the user to obtain the following x-y plots:

° Amplitude and phase of complex frequency response as functions of
frequency; plots of both prior model and revised model frequency
response as well as measured frequency response, are overlaid on
the same graph.
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- MOVER II -

GRAPHICAL OUTPUT (CONTINUED)

MOVER II also plots -

Sensitivity of response to selected parameters; plots of
perturbed frequency response amplitudes as a function of
frequency for individually varied parameters, showing comparisons
with nominal frequency response amplitude and measured data.
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- MOVER II -

GRAPHICAL OUTPUT (CONTINUED)

Additional x-y plots provided by MOVER II include:

History of parameter adjustments as a function of iterative
Bayesian estimation cycle showing convergence characteristics of
each estimated parameter.

Statistical significance of individual parameter estimates as a
function of their variation from intial parameter estimates.

These graphics greatly facilitate the model verification procedure and are
particularly wuseful during the initial and intermediate phases of ground
testing, model verification and structural modification.
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- MOVER II -
CONCLUSIONS

MOVER II has been used extensively and successfully over a period of
several years to verify the structural/mechanical models of civil,
mechanical and aerospace systems. Experience has shown the importance of
using both component and system level test data in a structured
verification effort. The techniques utilized in MOVER II should find
further application in the space program. The control of large structures
in space will require accurate structural models for maneuvering,
pointing, and shape maintenance. These models will be verified to the
maximum extent possible prior to launch, but will most likely require
final adjustment to reflect as-built conditions in a zero-g environment.
It 1is apparent that some form of model verification techniques will play
an important role in the successful deployment of these large systems.

1) MOVER IT1 IS AN OUTGROWTH OF A SERIES OF MODEL
VERIFICATION COMPUTER PROGRAMS ORIGINALLY FUNDED
BY NASA/MSFC BEGINNING IN 1971

2) MOVER 11 HAS BEEN USED EXTENSIVELY TO VERIFY HIGH-SPEED
ROTATING MACHINERY USING A SUBSTRUCTURING APPROACH FOR
MODEL VERIFICATION AS WELL AS MODELLING ITSELF

3) A SIMILAR SUBSTRUCTURE MODELING AND MODEL VERIFICATION
APPROACH IS ENVISIONED FOR LARGE SPACE STRUCTURES
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INTRODUCTION

The paper reviews preliminary work at the Langley Research Center
(LaRC) related to the design, analysis and testing of a Space Station scale
model. Included are some rationale for focusing the scale model program on
Space Station and the utilization of the model to achieve the program
objectives. In adddition, some considerations involved in designing a
dynamics scale model, such as ground test facilities, sub-scale component
fabrication and model replication vs. simulation are presented. Finally,

Some related research areas currently ongoing at LaRC in support of scale

model development are discussed.
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TALK OUTLINE

® OVERVIEW OF LaRC SCALE MODEL PROGRAM

® UTILIZATION OF SCALE MODEL
® SCALING CONSIDERATIONS

® RELATED RESEARCH
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LaRC SPACE STATION MODEL PROGRAM

The major objective of the LaRC scale model program is to develop
technology to improve our ability to predict the on-orbit structural
dynamics of large, flexible, multi~bodied, and articulated spacecraft. The
approach taken is to develop the technologies for using properly scaled
structural models to provide confidence for verification and control of full
scale structures which are too large to be tested in the earth's 1-g
environment. To this end, the project will fabricate a near replica scale
model of Space Station and conduct a comprehensive ground test/analysis
program to characterize the structural dynamics of the model. The resulting
analysis will then be used to predict the in-orbit behavior of the full
scale structure. Finally, via a correlation of the model results with
flight data obtained during on-orbit assembly and testing of Space Station,
verified analysis and ground test methodologies for other structutres of

this class will be developed.
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LaRC SPACE STATION SCALE MODEL PROGRAM

OBJECTIVES:

Develop technology which provides a verified capability to predict
on—orbit structural dynamics of large, multi—bodied spacecraft.

APPROACH:

Fabricate a near—replica scale model of Space Station.
Conduct comprehensive ground test—analysis technology program.

Correlate results with full scale flight data from on—orbit testing.
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THE CONTROL OF FLEXIBLE STRUCTURES (COFS) PROGRAM

The development of the scale model resides under the COFS III project
at LaRC. COFS III is the third in a series of three major projects under
the Control of Flexible Structures (COFS) Program. The COFS program
consists of a series of detailed ground and flight test/analysis projects on
a variety of large space strucrures. COFS III emphasizes multi-body
dynamics and control and focuses on a class of structures which are too
large to be properly tested beyond the component/subassembly level in the
earth's ?—g environment. Technology derived from COFS I and II will
transfer directly to COFS III, especially in the areas of developing testing

techniques and characterizing multi-jointed structures.
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MOTIVATION FOR SPACE STATION AS COFS III FOCUS

The Space Station is an excellent example of future generation multi-
bodied structures requiring validated structural dynamiecs and control
analyses, thus it serves as a natural focus for the COFS III project. A
scale model ground test/analysis program addresses the key technologies of
the COFS Program including development of verified analyses, ground test
methods, and spacecraft vibration suppression methods. Unlike COFS I and
II, COFS III does not contain an orbital test as part of the project;
however, the expected availability of flight test data from the full scale
station in orbit will allow the correlation between ground and flight tests
necessary to verify analyses. Furthermore, the scale model provides a means
for conducting technology development tests and examining the response of
evolutionary configurations and/or alternative component combinations prior

to flight.
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MOTIVATION FOR SPACE STATION AS COFS III FOCUS

® SS is large, flexible, joint—dominated, multi-bodied, and articulated —
provides great challenges in structural dynamics and conftrol.

® Addresses key COFS technology goals
_ Development of verified analyses for multi—bodied spacecraft
— Extend current ground test methods
— Development of vibration suppression and control methods

® Availibility of full scale test data to correlate model ground test
results and analytical predictions on complex structure.

— Ground tests of key subassemblies
— On-orbit flight test data

® TFollow—on COFS activities through support of evolutionary SS
configurations and technology development tests.
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JUSTIFICATION FOR SCALE MODEL DYNAMIC GROUND TESTS

A major justification for ground tests of scale model hardware is the
reduction of the effects of gravity and size on full-scale ground tests.
For many large space structures, scale models offer the only opportunity to
achieve fully mated test data prior to flight, which could help uncover
potential problems or verify designs and mathematical models. Scale models
can also be useful in determining instrumentation requirements and optimum
placement on the full scale vehicle and for studying anticipated flight
maneuvers and investigating flight anomalies. Finally, as specifically
related to Space Station, the model provides a test bed for robotics

experiments and for studying potential growth configurations.
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JUSTIFICATION FOR SCALE MODEL DYNAMIC GROUND TESTS

® Fully mated full scale ground tests are desirable but not possible
due to gravity and large size.

® Significant improvements in analysis capability possible through:
— Hands—on experience with realistic hardware
— Acquisition of mated vehicle data prior to flight

® Uncover potential problems which influence design.

® Pilot for examining instrumentation requirements of orbiting station.

® Tool for studying anticipated flight maneuvers and investigating
" flight anomalies.

® Test bed for MRMS and robotics operations.
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APPROACH FOR OBTAINING QUALIFICATION OF MATH MODELS

An approach for obtaining verified analytical models is shown in the
adjoining chart. The scale models are used to develop methods for
correlating analyses with tests of model coemponents and mated
configurations. The full scale hardware is limited to component and element
testing and perhaps flight tests of some hardware. Once the full scale
vehicle is in orbit, flight data can be used for the final adjustments
to the scale-model-verified analyses to obtain a fine-tuned representation

of the full-scale vehicle on-orbit behavior.
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COFS III GROUND TEST SCENARIO

The ground test scenario for the COFS III project includes three
levels. First, the scaling of elements such as structural joints and truss
members along with analytical characterization of these elements. Second,
major subassemblies of the full structure will be tested and systems
identification performed to identify the characteristics of those
subassemblies and make adjustments of analyses. The scale model will be
modular in design such that all anticipated full scale assembly scenarios
can be duplicated on the ground prior to flight. 1In addition, the scale
model will undergo the same types of tests anticipated for the full-scale
structure (i.e., static/dynamic tests of major subassemblies) in order to
obtain as many comparisons between model and full-scale test data as
possible. Third, fully-mated scale model ground tests will be performed on

both IOC and any growth versions.
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DYNAMIC MODEL SCALING

The optimum scale factor for a dynamics model is a trade-off between
how well the individual model components can be manufactured at sub-scale
and how large a model can be tested inside the available test facility.
Manufacturing limitations would tend to increase the model size (provides
lower bound) while simultaneously the limited size of conventional test
facilities tend to decrease the model size (provides upper bound). Another
major factor in dynamic model scaling is the identification of components
which require replication and those for which only require mass and inertia
Ssimulation. For the COFS III model, components such as the joints, truss
members as well as interfaces between major subsystems or payloads and the
structure will likely require replication: however, model cost and
complexity can be reduced by simulating modules, major subsystems, and

payloads.




1€¢

DYNAMIC MODEL SCALING

® Optimum model scale factor is a trade—off.

— Advantages of decreasing model size
o Gravity effects reduced
o Eases facility, suspension, and instrumentation reqmts.
o Improves model handling (weight)
— Disadvantages of decreasing model size
o Fabrication process more difficult
o Component replication more critical (tolerances)
o Creates handling problems (fragility)

® Ground test facility crucial to achieve meaningful test data.

— Facility size provides upper bound on model size.
— LSL satisfies volume and suspension requirements

® Component Replication vs. Simulation

— Replication desirable for stiffness/damping properties
Joints
Tubular Members

Interfaces
— Reduce model cost and complexity thru simulation

Modules
Subsystems
Payloads
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EFFECT OF SCALE FACTOR ON MODEL FREQUENCY TO

PENDULUM FREQUENCY RATION

Pendulum suspensions on long cables are the most likely technology for
supporting models during tests, especially in complete system configura-
tions. Examining the effect of scale factor on the model-frequency-to-
suspension-pendulum-frequency ratio provides a means for identifying a

reasonable range for the scale factor. Shown on the adjoining chart is the

-variation of frequency ratio with model scale factor for an initial and a

growth configuration of the scale model tested verticallly. The acceptable
design region is the upper right quadrant such that the scale factor is
above the assumed manufacturing limitation of .25 and the frequency ratio is

above the desired value of 5.
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ASSESSMENT OF SUSPENSION CABLES ON

SCALE MODEL TESTING

A key issue in the area of ground test methods was addressed in a study
of the interaction of the scale model with a candidate suspension system and
proposed test facility. Depicted in the adjoining chart are the 3 steps
used to study these effects. Note this study was initially performed on a
single Keel configuration; however, the conclusions reached are expected to
be similar for the dual keel station. A first step is to suspend the model
from cables which connect directly to the top of the test facility (assumed
to be rigid). Next, a shadow structure concept is used whereby the model is
suspended from the rigid shadow structure, which covers the model planform,
and the shadow structure is in turn suspended from the test facility (also
assumed to be rigid). This concept provides maximum versatility in locating
cable attachment points. Finally, step 3 involves accounting for the
flexibility of the dome in the analysis procedure. Initial analyses have
shown the effects of the dome flexibility on the model dynamics to be

negligible, thus most analyses to date have focused around step 2.
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MODAL DENSITY OF 1/3 SCALE SPACE STATION MODEL

A comparison between the modal density of a 1/3 scale model analyzed in
a free-free condition and the same model analyzed as suspended in a pendulum
configuration is shown in the adjoining chart. The results of the supported
case represent a superposition of suspending the model both vertically and
horizontally in order to extract both in-plane and out-of-plane modes. The
free-free rigid body modes become pendulum modes in the supported case.
The natural frequencies of these models are well separated from those of the
structural modes, thus there were no interactions evident. Furthermore,
there were no significant changes in structural frequencies due to the

suspension system and all free-free modes were identifiable.
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RELATED RESEARCH AREAS

The Structural Dynamics Branch, Structures and Dynamics Division, of
the Langley Research Center is involved in a variety of research areas
directly applicable to the scale model program. One such area is the study
of active member dampers which could be placed in the truss members of a
truss structure to provide vibration suppression. This is one concept
currently envisioned for introducing a vibration suppression mechanism into
the scale model. Another effort is an on-going evaluation of in-house
capability to manufacture model components such as structural joints and
graphite/epoxy tubular members. In addition, ground test methods for large
multi-jointed structures are being developed by conducting tests (static and

dynamic) of prototype Space Station hardware.
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RELATED RESEARCH AREAS

® Application of active member dampers for vibration suppression
of truss structures

® Evaluate model fabrication capabilities
— Structural joints
— Gr/Ep tubular members

® Improve ground test methods

® Examine suspension system effects on scale model
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SPACE STATION SCALE MODEL RESEARCH HARDWARE

Some of the research hardware used in LaRC's in-house scale model
efforts are shown in the adjoining photo. Two seven-bay erectable truss
structural models have been built under contract, one at full scale (15-foot
bays) and one at 1/4 scale. These models have been assembled in various
configurations to demonstrate the versatility of the erectable concept.
Currently these structures are undergoing testing at LaRC. These tests
include static tests of the joint components to characterize joint stiffness

and modal testing to characterize frequencies and mode shapes.
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SCALING OF GRAPHITE/EPOXY TUBES

In additioﬁ to fabricating subscale joint coﬁponents, recent efforts
have focuéed on studying the manufacturability and scalability of
graphite/epoxy (gr/eﬁ) tubes currently proposed for Space Station truss
members. The photo shows a series of gr/ep tubes fabricated at full (2 in.
0.D., .060 in. wall), 1/2, 1/3, and 1/4 scales such that the aspect ratio of
each tube remains constant. The tubes will undergo a series of static and
dynamic tests to examine the degree of replication provided by the

manufacturing process at each scale.
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A summary of LaRC's plans for the development of a Space Station scale
model has been presented. The purpose of this program is to develop tech-
nology for better predicting the structural dynamics and control of large
multi-bodied spacecraft. The focus, Space Station, provides an opportunity
for comparing the ground test/analysis results with full-scale orbital data
which will be obtained for other purposes in the Space Station development
effort. Several issues which affect the scale factor determination were

discussed along with research aimed at each of those issues.
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CONCLUDING REMARKS

® Focus problem addresses COFS goals with opportunity to
support Space Station, IOC and beyond.

@ Scale model viable method to achieve validated full-scale analysis.

® Scale factor determination a trade—off between fabrication and
facility /suspension limitations.

® Greatest fabrication challenges in areas of structural joints and
- tubular members.

® Preliminary studies indicate suspension system/model interactions
can be analytically extracted.
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VERIFICATION OF LARGE BEAM~-TYPE SPACE STRUCTURES

Choon-Foo Shih, Jay C. Chen, and John A.Garba

Applied Technologies Section
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California

Abstract

This paper describes the verification
approach of large beam type space
structures. The proposed verification
approach consists of two parts. The
first part is to remove the gravity
effect on the tested substructure and
to identify the on-orbit dynamic
characteristics of the substructure by
using the measurements of the ground
test. A scaling law is also
established to define the critical
length of the structure which can be
tested in 1-g field without incurring a
buckling problem. The second part is
to develop an adequate scaling law to
extrapolate the dynamic characteristics
of the prototype structure by using
results from the substructure. The
verification approaches are
demonstrated on two typical structural
confiqurations, the feed support
structure of a wrap-rip antenna and a
candidate Shuttle flight experiment.
The results indicate that it is
practical to verify the on-orbit
dynanic characteristics of these
structures by using the proposed
approach.

Introduction

Structures to be used for future space
application will be very large in size,
such as space station or large -
deployable antenna systems [1). These
space structures may have dimensions on
the order of 30 to 200M. The major
technical problem which must be
overcome before large flexible
structures can be utilized for future
missions is to develop confidence in
predicting their on orbit dynamic
characteristics. Current test methods
are inadequate for such structures
because of their service configurations
and the effect of ground test
environments. Methods must be
developed to accurately predict on-
orbit dynamic characteristics of large
very flexible structures by utilizing
ground test data obtained from either
multiple supports,scale model testing,
or substructure testing. A possible
approach to this problem is addressed
in this paper.

Since many large flexible space
structures can be modeled as beams [2],
the generic structural element chosen
for this investigation is a large space
beam. The results obtained from
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analyzing a large space beam are
applied to large multi-dimensional beanm
type space structures, such as a
typical feed support structure for a
wrap-rib antenna [3]) and the MAST, a
deployable beam shuttle flight
experiment which is being planned by
NASA as part of the Control of Flexible
Structure (COFS) program (4). The
approach of this work is to perform a
series of analytical investigations to
examine the applicability of scale
model ground testing for the
determination of structural dynamic
characteristics and to examine the
applicability of testing a full scale
substructure in a 1-g environment.
These analyses establish dimensionless
parameters for verifying structural
characteristics of large beam type
space structures and establish the
limitations of these test methods for
structural verification.

The verification approach presented in
this paper consists of two parts. The
first part is to investigate the
gravity effect on the dynamic
characteristics of a large space bean.
A closed form solution for the dynanmic
response of a large space beam
subjected to its own weight has been
derived previously [5]. The results
provide a better understanding of
structural characteristics of a large
space beam under gravity. In addition,
the relationships for the natural
frequencies in a 1-g field and a 0-g
field are formulated. This allows the
identification of the on-orbit dynamic
characteristics of large beanm type
structures by utilizing the ground test
data of such structures.

The second part of the verification
approach is to develop scaling laws. A
scaling law for the critical buckling
length of large laced columns is
established. This allows the selection
of an adequate length of the structures
for ground test. Another scaling law
for the bay number of the structure
with replicable bays is also developed.
The results can be applied to
extrapolate the dynamic characteristics
of a large prototype structure by using
the testing data of a substructure. 1In
order to obtain more representative
results, the shear effect is accounted
for in developing this scaling law.
Alternate approaches, such as
suspending the system vertically, is
also discussed in this work. Finally,
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1

the approaches developed in this work
are demonstrated on both a typical feed
support structure of a wrap-rib antenna
and the MAST configuration. Numerical
results from the NASTRAN code as well
as the closed form solution are
presented.

Gravity Effect

The free vibration of a large space
beam with simply supported ends
subjected to its own weight (Figure 1)
has been investigated in Reference 5.
The results established the
relationship of the natural frequencies
in the 1-g field to those in a 0-g

field. They are expressed by
1/2
e )
2nlE1 :

fori=m=1,3,5, __ (1.2)

1/2
B ] 3

forme= 2,4, 6, —_ (1.b)
wvhere w.p is the natural frequency of
the nth node due to gravity effect,
W,y is the natural frequency of the

nth mode in the 0-g environment, N is
the axial stretching force, L is the
bean length, E is the Young's Modulus,
I is the cross sectional moment of
inertial, A is the cross sectional area
and W; is the series coefficient
determined form the static deformation,
W(x), due to its own weight

z: irx
wiCin—L-

4=1,3,5, (2)

Equation (1) indicates that the natural
frequencies of the symmetric modes
(n=1,3,5...) depend on not only the
axial stretching force but also the
static deformation due to its own
weight. However, the natural
frequencies of the asymmetric modes
(n=2,4,6...) are not affected by the
static deformation. It should be
pointed out that the results shown in
Equation (1) are based on the
linearized approach of the governing
equation. The vibration amplitude is
assumed to be relatively small compared
to the static deformation due to its
own weight in a 1-g field. For a large
vibration amplitude, the nonlinear
behavior of free vibration can be
obtained from Reference $5. The present
paper will consider only small
amplitude vibration.

W(x) =

The dynamic characteristics of a
vertically hanging beam (Figure 2)
subjected to gravity effect can be
derived by using the energy method.
The normalized frequency equation can
be expressed by

o " 2 2

w 3
L [1-&—353——
“om 2mnEX

1/2
] for all m (3)

where M is the mass per unit length.
It should be pointed out that for the
laced columns the mass M in Equation
(3) is the total mass of the structure
divided by the total length of the
structure.

ations ou
The results discussed above allow the
verification of structural
characteristics of large bean type
structures in space by utilizing the
ground test data of such structures.
However, one of the limitations of the
ground test for a very large flexible
structure is the buckling of the
structure due to its own weight. This
xind of buckling problem will restrict
the length of the structure tested in a
1-g environment. In order to define
the critical buckling length of the
structure in 1l-g field, a scaling law
must be established.

Generally, the results of buckling
analyses provide the eigenvalues and
their corresponding buckling modes.
The eigenvalue is the factor by which
the pre-buckling stresses are
multiplied to produce buckling. Since
the loading environment is designated
as 1-g, the relationship between the
structure length and the critical
gravity multiplier (eigenvalue) must be
established in order to define the
critical buckling length of the
structure in the designated 1-g field.

A typical buckling mode of a 20-bay
structure subjected to a field 7.2
times earth gravity is shown in Figure
3. The geometric dimensions and
material properties of this structure
are obtained from Reference 3 and are
also shown in Figure 4. The buckling
mode shown in Fiqure 3 is a local type
buckling mode of the top longerons.
This occurs because the compressive
stresses in the top longerons exceed
the critical buckling stresses.
Numerical results based on NASTRAN
results, shown in Table 1, indicate
that the critical buckling stress of
the longeron (Ncy) is not significantly
affected by the structural length.
Based on the assumption that the
critical buckling stress of the
longerons remains constant, it can be
derived that the critical gravity
multiplier is inversely proportional to
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the square of the bay number if each
bay of the structure is replicable.
This can be expressed by

of)

vhere A is the critical gravity
multiplier of a n-bay structure and nep
is the critical buckling bay number of
the structure in a 1-g field. Table 2
shows the critical gravity multiplier,
based on NASTRAN results, as a function
of the bay number. Applying the
Equation (4), the critical bay number
of this structure can be predicted.
These are also listed in Table 2.
Satisfactory results are observed. 1In
addition, it is noted that the lowest
buckling mode of a 2-D 20-bay structure
is a global lateral buckling (Figure
5). Table 3 indicates that Equation
(4) is valid for this kind of lateral
buckling mode also.

ca \"4

Since the buckling problem limits the
length of the structure tested on the
ground and each bay of the structure is
replicable, a proper approach to
successfully conduct a ground test is
to test the structure with a number of
bays less than the critical number of
bays. Therefore, & scaling law must be
established in order to extrapolate
nature frequencies of the full size
structure by using results from
substructure testing.

It is known that the natural frequency
of a uniform beam is inversely
proportional to the square of the beanm
length. This is based on the
assumption that the shear effect is
negligible. However, Reference 6 ’
indicates that the effect of shear on
the deflection is much greater for a
laced column than for a solid beam.
Hence, this kind of shear effect must
be considered in large beam type space
structures, such as the typical feed
support structure of a large antenna or
the MAST.

It is noted that the effect of the
shearing force reduces the critical
buckling load of a laced cclumn. This
must be considered as the stiffness of
the structure is decreased due to the
action of shearing forces. In order to

account for this effect in the
vibration problem, the stiffness term
in the frequency egquation should be
modified. This modified stiffness can
be approximated from the buckling .,
strength of a laced column. Following
a similar approach as that used in
Reference 7, the modified stiffness
(EIe) of a triangular laced column as
shown in Figure 4 can be expressed by

ORIGINAL PAGE 1S5
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EI_ - (5.1)

C
1 +=
n

wvhere EI is the bending stiffness of
the laced column which can be
approximately expressed by EA b2/2, the
c/n? is the correction term due to the
shear effect, the constant c depends
upon the structural geometry and the
vibration modes. For a triangular
laced column, the constant c¢ for the
bending modes can be expressed by

2.2 3 3
C_Zm?rEI(L_+b_)

3‘e3b2 EAd EAb

(5.2a)

vhere £ is the length of the longerons,
d is the length of the diagonals, b is
the length of the battens, EAq and EAp
are the axial stiffnesses of the
diagonals and the battens,
respectively. Equation (5.2a) can be
rewritten as

WzmzA‘e d3 b3
Cs——= \x*x
kY] a %

Substituting the modified stiffness
into the frequency equation of a beam
subjected to lateral vibration, the
scaling law can be expressed as

(5.2b)

€ \112

1+ nz

- (6)
1+ -nT

P

2
e _ e
wsb ng

where is the natural frequency of
the full size structure , w is the
natural freguency of the substructure,
n, is the bay number of the full size
structure and ngp is the bay number of
the substructure. It should be noted
that the first part of the righthand
side of Equation (6) accounts for pure
bending and the second part accounts
for the shear effect.

The scaling law of Equation (€) is
verified by using a 2-dimensional feed
support structure. The geometric
dimensions and material properties of

this structure are the same as those
shown in Figure 4. The constant c in
Equation (6) for a 2-D laced column can
be obtained directly from Reference 6.
Both 20-bay and 40-bay laced columns
are used to predict the natural
frequencies of a 60-bay structure.

Note that the structure will exhibit
lateral buckling if the bay number
exceeds 47, as shown in Table 3. The
natural frequencies of these structures
are calculated by using NASTRAN and are
also listed in Table 4. The comparison
betwveen the predicted natural
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frequencies of a 60-bay structure and
those from NASTRAN results are also
shown in Table 4. The results indicate
that the effect of shear plays a
significant role on extrapolating the
natural frequencies of a longer laced
column. It also shows that the scaling
law based on Equation (6) provides
satisfactory results.

Ve atlo

The results discussed above can be
applied to verify the on-orbit dynamic
characteristics of large beam type
space structures. The verification
process can be summarized in the
following steps:

1. Implementation of the buckling
analysis for the structure
subjected to its own weight
provides the critical gravity
multiplier (eigenvalue) and its
corresponding buckling mode.

2. Application of the scaling law for
the critical buckling length, as
shown in Equation (4), determines
the critical buckling bay number of
the structure in a 1-g field.

3. Selection of a structure with bay
number less than the critical bay
number for ground test to provide
substructure testing measurements
in 1-g environment, such as the
static deformation, axial stresses
and natural frequencies.

4. Application of the fregquency
equation, as shown in Equation (1)
or (3), removes the gravity effect
and determines the natural
frequencies of the selected
substructure in a 0-g field.

5. Application of the scaling law for
bay number, as shown in Equation
(6), verifies the on-orbit natural
frequencies of the prototype
structure.

Applications

Two large beanm type space structures
are examined. The first one is a
typical feed support structure of a
wrap-rib antenna, shown in Figure 4.
The results from the buckling analysis
associated with the scaling law
indicate that the structure will buckle
due to its own veight if the bay number
of this structure exceeds 54. In order
to prevent the buckling problem, a 40-
bay structure is proposed for the
ground test. Since no real ground
testing is anticipated in the example
problem, the measurements of this 40-
bay structure are assumed to be those
obtained from NASTRAN results as listed
in Table 5. Following Steps 4 and 5 as
discussed in the verification process,
the on-orbit natural frequencies of a

longer structure (such as 60-bay) can
be determined and these are listed in
Table 6 together with the direct
NASTRAN results for comparison.
agreement is observed.

A good

The second space structure examined in
this work is based on the MAST
configuration which is being considered
by NASA for a future flight experiment
{4). The material properties and
geometric dimensions of the MAST are
listed in Table 7. The full length of
the prototype MAST is approximately 60
meters (54 bays). However, a l0-bay
MAST is proposed for the ground test
because of the buckling limitation of
the structure subjected to the
gravitational environment. The ground
test data of this 10-bay MAST, based on
NASTRAN results, are also shown in
Table 5. Following the verification
process as discussed previously, the
natural frequencies of this 54-bay MAST
can be predicted and the results are
also shown in Table 6. The higher
discrepancy shown in this case is
believed to be due to the smaller
number of bays used in the ground test.
The scaling factor due to shear effect
is more accurate for a laced column
with a large number of panels. For
instance, if a 20-bay MAST could be
tested in the 1-g field, better results
could be achieved.

An alternate approach of verifying on-
orbit dynamic characteristics of this
MAST configuration is to test MAST
substructure suspended vertically. The
restriction of the MAST length, due to
buckling caused by its own weight, is
no longer a major concern in the
vertical suspension test. A 20-bay
MAST is chosen for the vertical
suspension approach. Results, as shown
in Table 8, indicate that the gravity
effect on the natural frequencies of a
20-bay MAST hanging vertically is
insignificant. The predicted natural
frequencies of the prototype MAST,
based on a vertical suspended approach,
are shown in Table 9. Better results
are observed in this case.

Conclus iong

An approach for the verification of a
beam type space structure has been
described. The effect of gravity on
the dynamic characteristics of both
horizontally and vertically supported
beams has been studied and the results
are applied to identify the on-orbit
dynamic characteristics of the
structure tested on the ground. The
natural frequencies of the full size
structure are extrapoclated from those
of the substructure by using scaling
laws. The results indicate that, in
order to accurately predict the natural
frequencies of a laced column, the
shear effect should be considered in

this scaling law. NASTRAN analyses are
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implemented to verify the results based

OF POOR QUALITY

on the proposed verification

approaches.

Satisfactory results are

observed in verifying the on-orbit
natural frequencies of both the typical
feed support structure of a wrap-rib
antenna and the MAST configuration.
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Table 3 Critical Buckling Bay Number of & 2-D
Feed Support Structure
Bay No. 10 20 40
A 21.70 | 8.20 | 1.28
Per Ly 46 46
Table & Comparison of Predicted Natural
Frequencies for a 60-bay Structure
W * -
o|n By | Pl |l
1 20 4.10 0.785 1.051
1 40 1.24 0.950 | 1.007
1 60 0.58
2] 20 10.67 0.577 1.070
2| e 4.00 0.864 1.016
2 60 2.05
3] 2 17.04 0.477 1.065
3| & 7.14 0.800 | 1.018
3| 60 3.97
ub: Predicted natural frequency based on the
assumption that the shear effect 1s negligible.
: Predicted natural frequency based on the
scaling law which includes the shear effect.
[A) Natural frequency of the mth mode for the

60-bay structure (NASTRAN Results),

Table § Measurements Based on NASTRAN Results

The work described in this paper was carried
out by the Jet Propulsion Laboratory,
California Institute of Technology, under
contract with the National Aeronautics and
Space Administration.

Feed Support MAST

Measurements Structure (40-bay)l (10-bay)
Max. Deformation (in.) " 34.64 0.0406
Max, Compressive Stress(PS}) 8054 44
Max. Tensile Stress (PSI) 4043 192
Natural Frequencies fn
1-g field (Hz):

a=] 0.953 17.23

a=2 3.086 4.9

Table 1  Critical Buckling Stress of
Longeron vs. Bay Number
Bay No. 20 40 60 80 100

erlks) | 1.4 | 141 | 200 | 239 | 139

Table 2  Predicted Critical Bay Number of the
Feed Support Structure with Different
Bay Number
Bay %o. 20 40 53 60 80
A 7.20 1.7 0.952 | 0.772 | o0.432
fer 54 53 53 53 5

Table 6 Comparison of Natural Frequency of
Large Beam Type Space Structures

Structure Mode No. up(nz) Wa(Hz)
Feed Support 1 0.418 0.415
Structure
(60-bay) 2 1.554 1.523
Mast b} 0.767 0.735
(54-bay)

2 3.097 2.749

“P: Predicted natura) frequencies from
verification approach.

We : NASTRAN results

ORIGINAL FL£3E 15
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Tatle 7  Geometric Dimensions end Materfal
Properties of the MAST

Oweral) Geometry

Tota) Length (1) 2380.85 tn
Length of fach Bay (f) 48,09 1.
Diameter enclosing the

MAST (D) 55.12 4n.
Bay Number 54

Cross-Section

Longerons:  (3)

Length (f) 44.09 in.
Inside Diameter of all
Longerons 0.55 in.
Outside Diameter of Top
Longerons 0.812 in.
Outside Dismeter of
Bottom Longerons 0.763 4n.
Disgonals: (3)
Length (d) 64.9] in.
Outside Diameter (Solid) ©0.287 in.
Battens: (3)
Length (b) 47.64 4n.
Instde Diameter 0.25 in.
Outside Diameter 0.328 in.
Material
Graphite Epoxy 3
Young's Modulus &[‘ 9.62x10" pst
Poisson's Ratfo (V 0.3
Mass
Joints 0.787 b
Specific Weight Density 3
Longeron 0.07814 1b/4n
Diagonal 0.1604 1b/in3
Batten 0.05954 1b/4n3

Table 8 Comparison of Natural Frequencies of a 20-bay
MAST Structure Hanging Vertically

1 <
Mode No. Gh(Hz) wp ) | wi (H2)
1 4.883 4.888 4.887
2 16.524 16.531 16.528

Wyt Ketural frequencies in O-g field (NASTRAN)
2 : Natural frequencies in 1-g field (NASTRAN)
ug: Katursl frequencies in 1-g field (Equ. (3))

Table 9 Comparison of Katural Frequencies
of the Prototype MAST

Mode No. WplHz2) Welkz)| Gp/we
1 0.7119 0.715 2.005
2 2.841 2.749 1.033

Up : Predicted natural frequencies from
verification approach

We : NASTRAN results

b
[ ‘; L}
——
ARt ¥
“\.“C~.'”':!="::” -
I STATNIC DEFORMATION

VISRATION MOOE
y

Figure 1 Simply-Supported Beam

VIBRATION MODE

Figure 2 Vertically Hanging System

(a) No Buckling
2

!

!

(b) Buckled

Figure 3 Buckling Mode of a 20-bay
Feed Support Structure (Top
View)
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Side View (45° w.r.t. y-axis and z-axis)

Figure 5 Lateral Buckling nod;e of a

2-D Feed Support Structure
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OBJECTIVE

® Validate Math Models of Large Space Structures by Ground Tests.

® Present Concepts for Two Types
- Continuous Type
- Linded Subsystems
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B.C. = -

T )
P11 P12 P13 P14 P15 P16 P17
P21 P22 P23 P24 P25 P26 P27
P31 P32 Pas P3s Pas P36 P37
P41 Pa2 P43 Pagq Pas P46 Pa7
P51 P52 P53 P54 Ps5 P56 P57
P61 P62 P63 P64 P65 P66 P67
P71 P72 P73 P74 P75 P76 P77

CONTINUOUS TYPE STRUCTURE
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CONTINUOUS TYPE STRUCTURE
BC. = -4
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CONTINUOUS TYPE STRUCTURE
BC. = -2
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CONTINUOUS TYPE STRUCTURE
BC. = -3
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JPL SIMULATED TEST CONFIGURATION

CURRENT APPROACH

1 2 34 5 6 7 8 9 10 11 12 13 14
|

[ "I, | 1 i 1 ez l

|
2 i 1 V//A 1 I ! I V77777 | I |

10% 20%
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JPL MBCT TEST CONFIGURATIONS

WG IPIVa)

BC#1 , —+—+F554 ': —+— V554 f % 1
L l i Vesq ) Il | K. 1
BC#Z ! f V//A [ | ! Jf fo;;ﬁ f { | |
|V l Vesd 1 | . 1
BC#3 ; ; V//Z ; +—t ‘: ¥55544 . ——t—d 2‘
BC#4 | Yocd i )i ] 1 VISP, l - F I ] |
: | :///1 | f | | V775771 f | l l :
BC#S | l =1 V//A | | l l VISP l = 4 | ]
f 1 z | T E/////I : i :
BC#6  I— I 4 Yoora i L I 1 Yooddd e b 1 " d 1
: T VI I I | ! V////Z ] | f 1 | !
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JPL RESULTS OF ESTIMATED PARAMETERS, ITERATIONS 1 AND 2

Alg AND Alyg (THEORETICAL VALUES, (Al4 = 0.00834, Aljg = 0.01667)

CASE ITERATION 1 ITERNATION 2 CONFIGURATION

aal,  0.00584  70% 0.008121  97.38% CONVENTI ONAL MODAL TEST,
Al 0.01499 9% 0.016722  100.31% 10 FREQUENCIES TOTAL

bal,  0.007084 8% 0.008330  99.88% MBCT CONFIGURATION 1-2,
al, 001591 9% 0.016640  99.82% 10 FREQUENCIES TOTAL

cal,  0.00789 %% 0.008339  99.99% MBCT CONFIGURATION 1-2,
Al 0.014891 8% - 0.01663%  99.80% 8 FREQUENCIES TOTAL

dal,  0.007716 9% 0.008338  99.98% MBCT CONFIGURATION 1-2,
Al 0.014683 8% 0.016630  99.76% 6 FREQUENCIES TOTAL

eAl,  0.007544  91% 0.00833%  99.95% MBCT CONFIGURATION 1-2,
Alyy  0.014360 8% 0.016625  99.73% 4 FREQUENCIES TOTAL
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THE MOMENT OF INERTIA OF EVERY ELEMENT OF

THE SIMPLY SUPPORTED BEAM

USED IN IDENTIFIED | BY MBCT METHOD
ELEMENT Tﬂ%ﬁ?ﬁllﬁé‘ REAL | DIFF (CONFIGURATIONS x MODES)
NO. | | % 12x3 | 12x2 | 12x6 | 12x10 | 5x4 | 6x3
1 08333 08333 0 | .08286 | .08300 | .08389 | .08333 | .08328 | .08302
2 08333 .08750 6 | .08767 | .08741 | .08720 | .08766 | .08753 | .08757
3 08333 09166 10 | .00162 | .00187 | .09149 | .09128 | .09163 | .09167
4 08333 08750 08747 | .08736 | .08743 | .08779 | .08747 | .08744
5 .08333 08333 08329 | .08336 | .08342 | .08320 | .08333 | .08330
6 08333 07916 -5 | .07915 | .07910 | .07911 | .07971 | .07916 | .07917
7 .08333 04167 | -50 | .04168 | .04169 | .04162 | .04149 | .04167 | .04167
8 .08333 08750 6 | .08747 | .08737 | .08767 | .08731 | .08751 | .08760
9 08333 112500 60 | .12505 | .12530 | .12495 | .12595 | .12501 | .12483
10 .08333 07916 -5 | .07910 | .07911 | .07933 | .07900 | .07913 | .07919
1 08333 .08750 6 | .08755 | .08752 | .08754 | .08696 | .08751 | .08745
12 08333 07916 -6 | 07910 | 07912 | .07840 | .08084 | .07917 | .07916
13 08333 08750 6 | .08719 | .08738 | .08831. | .08069 | .08753 | .08761
14 08333 15000 80 | .14861 | .14973 | .15237 | .16862 | .15009 | .15006
15 08333 07916 -5 | .08132 | .08058 | .08058 | .08225 | .07900 | .07799
16 08333 08333 o | .07608 | .07626 | .07909 | .07331 | .08369 | .08969




LINKED SUBSYSTEMS
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SUBSYSTEM 1 SUBSYSTEM 2

- Tm7rrr

| ® % ®
T
.6096m (6] k7
oL o
.6096m [5] e
| o @
T 22
.6096m fio)
—‘— ®
.601?6m @ @ @ @
:
1 N ® © @
.6096m [2] k3
B
+ ® ® @ = mass

(O = GRID POINT NUMBER

—ex |_] = ELEMENT NUMBER

S
3

| |~— .9144m ——lc—.9l44m—~|<—.9l44m—.|

FIGURE 3. SAMPLE PROBLEM TOTAL SYSTEM
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LOADS CONDITION

MODAL TEST "TEST MASS" AT (19
MODAL TEST "TEST MASS" AT ‘
FORCE AT @, X&Y-DIR.
FORCE AT 19, X & Y-DIR.

FORCE AT Q0), X & Y-DIR.
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MEMBERS /

'

21,22,23
9,10
25

21

LOAD CONDITION vs SE IN MEMBERS
>10% SE

LOAD

COND L 2 3
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SP0L

MODE
NO.

v A ow NN

COMPARISON

CORRECT
(Hz)

4.044
15. 209
21.054

-30. 077

35, 832

MEMBER 25 & 27 - ERROR BY 100%

ESTIMATED

(Hz)

4. 041
15. 015
26. 814
30. 097
36. 222
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SUMMARY

Not Rely on Ground Test Which Simulates Space Conditions.
Integrated - Test/Analysis
Developing Concepts

Validate on Laboratory and Flight Experiments.



April 22{ 1966 (Concurrent Sessions on Structures and Control)

Control Session 2A - Leonard Meirovitch, Chairman

Optimum Mix of Passive and Active L. Rogers, W-P AFB
Control for Space Structures

1-CAT: A MIMO Design Methodology J. R. Mitchell,

J. C. Lucas,

Control Dynamics
Inter-Stable Control Systems G. von Pragenau, MSFC
Status Report and Preliminary Results of J. P. Williams, LaRC
the Spacecraft Control Laboratory

Control Session 2B - J. L. Junkins, Chairman

Flexible Spacecraft Control Simulation J. Bossi, Boeing
Improving Stability Margins in B. T. Oranc and
Discrete-Time LQG Controllers C. L. Phillips, Auburn
An Overview of Research Conducted by R. C. Montgomery,

the Spacecraft Control Branch on the LaRC

NASA LaRC Grid

Space Station Structural/Control C. R. Larson
Interaction (Payload Pointing and Micro-G) Rockwell/SD
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PACOSS-RELSAT FUNDING PROFILE ($K)

FY83 FYy84  Fy85 FY86  FY87  FY88  TOT.

PACOSS 390 41 518 1349 640 154 3472
RELSAT-GE 15 325 450 310 30 - 1190
RELSAT-BOEING 74 375 194 433 30 - 1106

5768
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PACOSS - SIMPLIFIED FLOW DIAGRAM
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LARGE GENERIC TEST ARTICLE

L + LINK | 3.6% P + LINK | 5.1%
} 1.61 Hz t 1163 Hz
LEXAN _ X . _ PLEXIGLAS
ONLY ONLY
17%
0.3% 1.73 Wz

1.59 Hz %
) I I 1 %
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PACOSS - DISCRETE DAMPER CONFIGURATION

Bonded Joint_

3-M Acrylic Core Foam
Rq=1in.
Rp=0.75in.
W=1in.

MARTIN MARIETTA
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e THE CHALLENGE: VIBRATION SUPPRESSION
(SETTLING TIME AND JITTER) OF A STRUCTURE
CHARACTERIZED BY LOW FREQUENCY HIGH
GLOBAL MODAL DENSITY |



DEFINITION

o FLEXIBLE STRUCTURE: STRUCTURES WHICH HAS
NATURAL VIBRATION FREQUENCIES IN THE
PASSBAND OF THE CONTROL SYSTEM
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DEFINITION

e PRECISION STRUCTURE: STRUCTURE CARRYING
OBJECTS WHICH MUST FLY IN PRECISE FORMATION



DTA PRELIMINARY FINITE ELEMENT MODEL
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SUMMARY OF FINAL DTA DIMENSIONS

COMPONENT DIMENSION (M) MASS (kG)
1>  BOX TRUSS 2,59 x 2.59 x 0.324 146

2) RiNG TRUSS DIAMETER: 2.9 59.7

3) TRIPOD DIAMETER AT BASE: 2.59 29.4

HEIGHT: 2.59

4)  EQUIPMENT PLATFORM LENGTH: 1.295 7.00

5)  ANTENNA DIAMETER: 0.6u8 4,52

6,7) SOLAR ARRAYS LENGTH: 2.59 12.0

MARTIN,MARIETTA




PACOSS DAMPING CONCEPTS

DAMPING CONCEPT APPLICATION COMPONENTS

ANTENNA SUPPORT TUBES
TRIPOD LEGS

CONSTRAINED LAYER TREATMENT

BOX TRUSS CORNER JOINTS
BOX TRUSS / RING TRUSS INTERFACE

ELONGATIONAL DAMPING ELEMENT TENSION MEMBERS

EQUIPMENT PLATFORMS SUPPORT
TRUSS

TUNED MASS DAMPER SOLAR ARRAYS

JOINT DAMPING

EXTENSIONAL SHEAR DAMPER




RSA PITCH DYNAMICS

Active Control Enerqy Expenditure

VS
Passive Damping Augmentation
A
1.0 ¥ + Closed-Loop Response Equivalent for Each System «
)
|
|
(
)
0.8 11
| < 2 Mode Control Insufficient
1
ffici
EJ_PAQ | =p ¢ Mode Control Sufficient
\
Wac \
0.6 4+ "
\
\
\ PACOSS
\ Design Goal
N
0.4 4 N o
\\ -
~ - -
=~ ~
~
0.2 T ~ ~ -
t t } 4 $ -
0 2 4 6 8 10
t 1 4 t —>  Ipe
0 4.4 8.8 13.2 17.6 22.0

Figure 3 Active Control Energy Expenditure
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SUMMARY

o ANALYZED, TESTED AND CORRELATED 5% PASSIVE DAMPING
IN LARGE TRUSS

o RSA RE-TARGET ANALYSIS SHOWS PAYOFF OF PASSIVE DAMPING

e LSS MUST INCORPORATE PASSIVE DAMPING FROM THE OUTSET
(RELATIVE STIFFNESSES MUST BE TAILORED)

e SYSTEM PERFORMANCE WILL NOT BE MET BY EITHER ACTIVE
OR PASSIVE ALONE
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2. In 1983, the Flight Dynamics Laboratory at Wright-Patterson AFB initiated
three contracts in passive damping in space. The two RELSAT (Reliability for
Satellite Equipment Under Vibration) contracts (GE Valley Forge and Boeing
Aerospace) use integrally damped equipment support structure to suppress
vibratory disturbances on equipment. Vibration levels have been reduced 50-70%.
RELSAT technology would be useful to design passive damping into local modes,
which may or may not be significant. A contract with LTV has designed, built,
tested, and qualified for flight, damped laminated skin for an A7 aircraft
leading edge flap, three of which are now flying.

3. The PACOSS contract examined future Air Force missions and systems for
needed passive damping technology. The truss type construction is typical and a
pair of free standing 60 foot tall truss towers were built and tested early in
the contract. These tests established that five per cent viscous damping was
very practical for these proper size of space type truss construction. High
global modal density interacting with active control is judged to be the
challenge. PACOSS will design, build, and test a Dynamic Test Article (DTA)
which incorporates an active control system.

4. The Twin Towers were designed to have close natural frequencies and a range
of modal damping for various modes.

5. The link dampers were carefully designed to have the correct stiffness
relative to the rest of the structure. The design process is based on modal
strain energy. The damping results from energy dissipation in the viscoelastic
material (VEM).

6. Qualatively, the payoff of damping, whether passive or active, is self
evident. Damping reduces settling time and jitter, which results in less system
time per target.

7. The challenge is vibration suppression/settling time and line-of-sight [JOS]
jitter) of a space structure which possesses low frequency, high density of
global vibration modes.

8. "Flexible structure" is defined as any structure which has natural vibration
frequencies in the passband of the control system. This includes all
satellites, because low frequency appendage (solar arrays, antennas, equipment
booms) modes interact with the "rigid borly" attitude control system.

9. "Precision structure" is defined as any structure carrying objects (e.g.,
mirrors) which must fly in precise formation. Note that the structure itself is
not necessarily precise.

10. The Dynamic Test Article (DTA) has been carefully designed to have high
density of global vibration modes appropriate to the vibration properties of a
broad class of system. The ring truss, the box truss, the tripod, the solar
arrays, the equipment boom, and the antenna have been sized. Sensors,
actuators, and other control system components will be included.

11. The DTA dimensions and weights are carefully selected to fit the shuttle
cargo bay. Launch of this particular DTA is not appropriate.
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12. Five types of damping concepts, including the 1ink of the 60' Twin Towers,
will be integrally designed into the DTA.

13. Analysis of the Representative System Article (RSA), which is dynamically
similar to the DTA, for a retargeting maneuver has shown that modest levels of
passive damping dramatically reduce the control energy required.

14, More trade studies are needed for specific retargeting and/or LOS jitter due
to dynamic disturbances. These studies should investigate control energy
required as a function of percent of viscous passive damping over a range of

0.1 - 10.%. Ideally, a system level like cycle merit function could be
developed, which properly weights all related effects.

15. In summary, the payoffs of passive damping and its synergism with active
control is beginning to be understood.
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ABSTRACT

The main thrust of this paper is the introduction and illustration of
the One Controller at a Time (1-CAT) methodology for designing digital con-
trollers for Large Space Structures (LSS's). In the introduction the flex-
ible mode problem is first discussed. Next, desirable features of an LSS
control system design methodology are delineated. The 1-CAT approach is pre-
sented, along with an analytical technique for carrying out the 1-CAT process.
Next, 1-CAT is used to design digital controllers for the proposed Space
Based Laser (SBL). Finally, the SBL design is evaluated for dynamical per-

formance, noise rejection, and robustness.
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INTRODUCTION

The design of attitude and vibration suppression control systems for
future, large space structures (LSS's) is a difficult problem because the
performance specifications are expected to be very stringent and accurate
dynamical models are not anticipated before the structure is actually placed

in orbit. LSS's of the future will exhibit many lightly damped flexible
modes and are expected to require many actuators and sensors for adequate
control authority and sensitivity. Such LSS's will comprise true, coupleq
multiple input, multiple output (MIMO) systems. The final design of the
control system will have to be done after the structure has been tested (on

orbit) and the models have been updated.

The Flexible Mode Problem

In the design of high performance attitude control systems for LSS's,
flexible modes pose two distinct problems. First, they provide paths through
which disturbances can be propagated throughout the structure. As a conse-
quence, performance in attitude éontrol can be greatly degraded. For example,
in proposed high energy laser beam pointing systems, a source of disturbances
will be coolant flow in mirrors used to guide the laser beam along the opti-
cal path. The effects of coolant flow on beam pointing and beam.quality is
modeled as disturbance signals propagating through flexible modes. The sec-
ond problem is that of flexible modes being excited by command signals from
the attitude control system. This is especially true in performing large
angle maneuvers. For example, in a high energy laser beam pointing system,
in order to change pointing directions (e.g., retargeting) a large physical

element such as a mirror or a beam expander may have to be slewed. In such a
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case flexibile modes of the system can be significantly excited, and the
settling time for the initiation of high precision pointing can become unac-
ceptable.

Historically, the design of control systems in which flexible modes were
problems has been accomplished by eifher attempting to gain stabilize or by
notching the modes. The effects of both these are essentially the same,
i.e., they tend to reduce the level that a mode can be excited, and neither
approach significantly effects the modal damping in the closed loop from that
of the open loop. The major drawback with gain stabi]ization and/or notching
ijs that the effects of disturbances on performance is, in general, not im-
proved and, in fact, can be worsened. Hence, gain stabilization and/or
notching are only effective when disturbances are not a problem and the band-
widths of the loops are expected to be well below the first flexible mode.

In order to meet the stringent performance requirements of many LSS's it
is anticipated that the control bandwidth must include a frequency range that
covers the first several modes. In this case the control system must be
designed so that these modes are damped, at least to the degree of the rigid
body modes, and the higher frequency modes are notched or gain stabilized.
Then, even though the response of the system to a standard input, such as a
step, will be a multi-modal response, all the modes will decay at a minimum
rate or will not be excited significantly. Modal damping is very desirable
because it has a global effect over a structure, i.e., the damping of the

modes will be reflected in any transfer function between arbitrary points.

Desirable Features of LSS Control System Design Methodology

Study of the digital controller design problem for Large Space

Structures (LSS) has identified several objectives on which attention must be
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focused when selecting a design technique. These include not only perfor-
mance with respect to system behavior but also practical implementation,

check-out, and operation in an orbiting space structure. The design tech-

" nique desirahle features are as fo]]ow;:

® Simplicity of Controller
A digital controller design technique for LSS must lead to control-
lers of reasonable order for the very high order system models defined by
flexible spacecraft. This is to minimize the computational burden of the on-
board computer when the controller is implemented.
® Straightforward and Traceable Design Procedure
A design technique should be readily understandable and the design
process should trace effects of closed loop control upon the system behavior
throughout the design process. In this way a designer can see how the system
is evolving during the design process, and therefore, have insight into
problems and/or causes of problems should they arise.
® Stability of Closed Loop System
The technique should inherently provide stability of the closed loop
system resulting from the combination of the digital controller and the LSS
model. In fact, a reasonable amount of relative stability should be
inherent.
© Inherent Robustness Checks
Robustness is of particular concern to the LSS control system
designer because accurate models are not anticipated. Hence, the technique
should produce designs with reasonable robustness with respect to model inac-
curacies and plant variation. In addition, the design technique should pro-
vide built-in checks for robustness at stages in the design process. This is

also a part of an easily traceable design procedure.




o Disturbance Rejection
Disturbance rejection is a major concern in control system design
for LSS's and should inherently be achieved through the design process.
e Digital Design Accomplished in Digital Domain
Design of digital control sys£ems should be accomplished in the dig-
ital domain so that the effects of sampling and computational transport lags
can be accounted for during the design phase rather than designing a con-
tinuous controller and then attempting to implement a digital equivalent
which, at best, is an approximation to the desired controller.
o [Efficiency of Design
The design technique should be reasonably efficient with respect to
computer processing and storage requirements and should be algorithmic in
nature so that the design process can be easily repeated as model updates are
obtained.
e Applicable to High Order Systems
The design technique should be capable of handling high order
systems. It is anticipated that LSS models will be of order one hundred or
more; hence, the numerical techniques used to implement the design method-
ology should be tried and proven for systems with orders in excess of one
hundred.
® Incorporation of Experimental Model Data
As mentioned above, it 1is anticipated that the final design of an
LSS cannot be completed until data from on-orbit testing is obtained. The
design process should be able to easily utilize this data to generate model
updates so that the control system design can be fine-tuned for increasing

system performance.

297



298

Recent technological advances 1in the development of control system

design philosophies for LSS's include Lockheed's Low Authority Control/High

2 .
Authority Control (LAC/HAC), ! TRW's Positivity, » 3 and General Dynamics'

- Model Error Sensitivity Suppression (MESS).“ Each of these techniques has

been developed under the ACOSS Program, sponsored by the Defense Advanced
Research Projects Agency (DARPA). Although the techniques take different
approaches, they are common in the respect that each is carried out by
following a very complex design procedure, which can even be iterative. In
addition, none of these techniques possesses all the desirable features
listed above.

In this paper, an alternate LSS design philosophy, calTed 1-CAT, is pre-
sented. When properly carried out the 1-CAT philosophy produces viable solu-
tions to the flexible mode problem and inherently possesses the desirable

features delineated above.

Theoretical Background of 1-CAT

The multi-input/multi-output (MIMO) digital controller design technique,
1-CAT, finds its basis in the fundamental principals of classical analysis
and design control theory. It springs from the fact that the marriage of a
MIMO system (plant) and controller can be viewed as a coupled multiloop sys-
tem. The controllers for the loops cannot be designed independently, but
they can be designed one at a time; this is the thesis of 1-CAT: "One
Controller At a Time",

To delineate the process, consider a system having three inputs and
three outputs. With all possible feedback paths open, the transfer charac-
teristic between a particular input-output pair may be analyzed and a con-

troller designed to stabilize the loop to satisfactory specifications. With




this loop closed, another input-output pair may be analyzed and a controller
likewise designed. The second controller is not designed independently,
because the effects of the first controller are taken into account when the
" first loop is closed. A third controller can then be designed with the first
two loops closed and so on until all .desired feedback paths are closed
through the appropriate controller. O0f course, it 1is doubtful that a
designer would desire to close all nine possible feedback paths of this
system; however, the 1-CAT technique does not preclude this possibility.

Three pertinent facts regarding the 1-CAT technique bear mention at this
point.

© If the plant is stabilizable, the resulting closed loop system will

be sfab]e.

Stabilizability simply implies that if there are uncontrollable
modes, i.e., modes whose eigenvalues cannot be changed by feedback, their
eigenvalues must have negative real parts. In this case the uncontrollable
modes cannot result in instability, but the controllable modes can. However,
the 1-CAT approach can be applied so that no controllable mode can cause a
stability problem énd, in fact, can produce a design that will ensure a spe-
cified amount of relative stability.

For example, suppose that the 1-CAT approach is applied to a three loop
example. With all loops open, assume that a controller is designed for the
first loop so that all controllable modes have closed loop eigenvalues with
real parts less than -a, Now with the first loop closed a controller is
designed for the second loop so that all controllable modes have closed loop
eigenvalues with real parts less than -a. Then with the first two loops

closed a controller is designed for the third loop so that all controllable
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modes have closed loop eigenvalues with real parts less than -a. Now suppose
a root locus study is performed on the first loop with the second and third

Toops closed and with the controllers designed for each loop included. The

“controllable modes in this loop can be separated into those modes only con-

trollable from loop one and those modes that are also controllable from loops
two and/or three. Using the gain factor for which loop one was designed,
those modes only controllable from loop one must have eigenvalues with real
parts less than -a, since these modes are not affected by the designs in loop
two and/or three and loop one was designed to achieve this specification.
The other controllable modes in loop one must have eigenvalues with real
parts less than -a since these eigenvalues are controllable from loop two
and/or three which were also designed to meet this specification.

The bottom line is that as subsequent loop closures are made eigenvalues
of preceding loops cannot have real parts greater than -a. However, it
should be noted that if a subsequent loop is designed with a more relaxed
specification, the relative stability of the preceding loops can relax, too.

Although the above arguments have been made for the first loop of a
three loop example, they obviously can be extended to the design of a system
with many loops and to other loops rather than the first. In addition, other
measurements of relative stability can be used, e.g., gain margins and phase
margins. In order to ensure no degradation in the relative stability of
loops previously closed, subsequent loops should be designed so that relative

stability is improved or as a minimum not allowed to degrade.

Implementation of the 1-CAT Philosophy

If carried-out properly, the 1-CAT philosophy is a sound approach for

designing MIMO control systems. It is obvious that, at least from a




theoretical point of view, root locus techniques could be used to carry out
the design process. However, this would require transfer functions of all
the elements of the transfer function matrix. Since LSS's are anticipated to
be high order, e.g., one hundred or more, these transfer functions will be
difficult to obtain and cumbersome to handle with root locus techniques.

An alternative approach is frequency response techniques. One frequency
response approach that could be used, is one in which the frequency response
data is generated along the line -a + jw, where o is the stability margin in
which it is desirable that all poles be to the left. Then as loops are
closed, all those modes lying to the right of the -a line are forced to pro-
duce counter clockwise encirclements of the -1.0 + j0.0 point on the Nyquist
plot. When the design is completed, the compensation can be easily frequency
shifted, back to « = 0. This is a theoretically sound approach; however, it
does not easily accommodate experimental data, since frequency response data
along the line -a + jw is difficult to generate experimentally or to compute
from experimental results.

Another frequency domain approach is to use classical frequency response
data, i.e., a = 0 data, and design each loop to specified gain margins, phase
margins, etc. There are two questions that must be answered in regard to
this approach:

(1) How can these designs be achieved, and added modal damping be

assured?

(2) As subsequent loops are closed, how can degradation in the perfor-

mance of the closure of previously closed loops be avoided?
The answer to the first question is that modal damping can be added to

flexible modes by properly phase stabilizing the modes. Phase stabilization
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of a mode is achieved by designing compensation so that on an open loop polar
frequency response, the peak of the mode occurs when the phase is near 0°.

The amount of damping added to a mode is a function of the amount of
peaking of the mode. From root locus_techniques it is well known that when a
loop is closed and the loop gain factor is increased, the poles migrate from
the open loop pole locations toward the open 1loop zero locations.
Interpreting this in terms of phase stabilization means that the higher a
phase stabilized mode is made to peak in the open loop, the closure it will
approach a left-half plane open loop zero in the closed loop. If the zero is
well in the left half plane, significant damping to the mode can be added
with significant modal peaking., If the damping of the zero is small, e.g.,
it may even be less than that of the pole, there are two routes that can be
taken. First, compensation can be designed that has a pole that migrates to
the zero with small damping. The compensation zero can be selected further
in the left half plane with an acceptable damping. Then, the mode can be
forced to have significant peaking and consequently approach the damping of
the compensation zero.

The second route is to design for maximum modal damping. It is a fact
that when a mode is phase stabilized and the loop gain is increased, its ini-
tial break is into the 1left half plane. However, if the peaking is
increased, the damping can reach a maximum value and then decrease. Such a
case occurs when the zero, toward which the mode is migrating, has damping on
the same order or less than the corresponding mode. For 1ightly damped
modes, such as occur in LSS's, this is indicated on an open loop frequency

response plots by deep troughs in the magnitude characteristics. For such




situations, maximum damping can be approximately achieved by phase stabi-
1izing the mode and selecting the loop gain so that the peak of the mode is
above 0 dB and the trough of the zero, toward which the mode is migrating, is
below 0 dB. If several modes are to be handled in this fashion, then fre-
quency shaping of the loop gain will be required so that each mode satisfies
this condition.

Now returning to the second question. In order that subsequent loop
closures will not degradé the open loop performance of previous closed loops,
the dominant frequency ranges of modes controlled in previous loops, i.e.,
designed for increased damping, must be precluded from the interior of the
unit disk centered at -1 +jO point in the GH(jw) - plane for each subsequent
loop closure. In essence this means that if a dominant mode of a previously
closed loop is dominant in a subsequent loop it must still be phase stabi-
lized to assure that damping is not lost. It should be noted that rigid body

modes are included here.

Loop Closure in MIMO Systems

The 1-CAT design philosophy dictates that feedback loops are sequen-
tially designed and closed. A frequency response approach was selected
because either continuous or sampled-data frequency responses are numerically
easy to compute (even for high order systems) and frequency response data are
easily obtained from experimental results. By following the rules of the
previous section degradation in loop performance by subsequent loop closures
can be assured. In this section, an analytical technique for taking into
account a loop closure in a MIMO system is presented. It should be noted

that the presentation is made using continuous transfer function notation but
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interpretation in terms of standard frequency responses or sampled-data fre-
quency responses simply requires a change in the function notation; hence, no
generality is lost.

A block diagram representation' of a multiple input, multiple output
(MIMO) system is shown in Figure 1. One approach for mathematically repre-

senting this is through the transfer function matrix, i.e.,

R1(s) Ci(s
1 > 1( l
LINEAR
) TIME - INVARIANT
Ra(s Ca(s)
> MIMO >
) SYSTEM .
S
Rm(S) ‘ Cn(l
Figure 1. Block Diagram of a MIMO System.
[ 611(s) 612(s) . . . Gim(s)]
G21(s) G22(s) . . « G2p(s)
(6(s)] =| . (1)
G;\(S) GnZ(S) o o o Gnm(S)__
in which
il Gijj(s) (2)
= Gii(s). 2
Rj(s) !




The transfer function matrix description given by (1) can be used to repre-
sent either closed loop or open loop systems. Al1l that is required is that
when a loop is closed the matrix must be recomputed to reflect the loop

closure.

In fact, the computation of the elements of the matrix can be done in a

straight forward manner. A loop closure from output p to input k through a
feedback compensator K2(s) and forward path compensator Kj(s) is shown in
Figure 2, This system can be represented in the form of Figure 1 by recom-

puting the elements of the new system matrix as follows:

Ki(s) Ka(s) Gik(s) Gpj(s) ip

G'ss = Gi4 - , 3
ij(s) = Gjj(s) T+ 10(5) K2ls) Gor(s) ek (3)
Gpj(s)
6'pj(s) = —o : itk ()
1+K1 (s )K2(s)Gpk (s)
K1(s)Gik(s)
G'ik(s) = , (5)
14Ky (s)K2(s)Gpk (s)

where i =1, 2, ..., nand j =1, 2, ..., m and the prime notation represents
the elements of the new matrix. In summary, equation (3) is used to compute
all the elements of the matrix except those in the pth row and kth column;
equation (4) is used to compute all the elements in the pth row except the
kth element; equation (5) is used to compute the elements of the kth column.

By investigating the frequency responses of equations (3), (4) and (5)
several observations on closing loops in MIMO systems can be made. First,
from (4) it is seen that in the frequency range wherel 1 + K1 Ko ka(jw)l is
larger than unity the pth output becomes less affected by all inputs except

Rk(s). The implications are that as loops are closed, the pth output tends
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Figure 2. MIMO System with Feedback from Output p to Input k.



to be decoupled from the other inputs in the frequency range where
| K1 K2 Gpk (jw)| >>1, which is roughly the control frequency range. In fact,
if in the control frequency range the product of the compensators Kj(jw)
K2(jw) is selected so that the polar frequency response of Kj Kp Gpy(jw) does
not violate the unity disk centered at -1.0 + jO0.0 in the K3 K2 ka(jw) plane
decoupling from the other inputs over the whole control frequency range is
assured. The amount of decoupling on a frequency by frequency basis is
easily seen by reviewing the amount that the frequency response of
| 1 + K1 K2 Gpk(jw)| 1s above 0 dB.

In the cases where loops are closed with a unity forward transfer func-
tion, e.g., vibration suppression loops for LSS's, a decoupling effect over
the control frequency range is not only realized between the other inputs and
the pth output but between the kth input and the other outputs.
Investigating equation (4) in a similar fashion as done for (3) above easily
validates this statement.

Another observation from equation (3) is that by closing a loop between
the kth input and pth output the transmission zeros between the other inputs
and other outputs are affected. In face, from (3) a designer can see exactly
what the product Ky K2 needs to be in order to place zeros in desirable loca-
tions. For example, to generate a notch at w = w] in Gij(s) where i # p and
J # k, then

- Gjj(Jul)

Ki K2 (Ju1) = (6)
Gi j(Juw1)Gpk (Jwi) - Gig(Jw1)Gpj(Juwr)

With the frequency response of the elements of the transfer function

matrix available, a designer can easily carry-out the 1-CAT process by
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sequentially using equations (3), (4), and (5). A check on the effects of a
loop closure on any element of the transfer matrix can be made by simply com-
paring "before" and “"after" frequency responses. System robustness can be
determined by opening individual Tloops, with the other 1loops closed, and

looking at closest approach points to the -1.0 + jO.0 point.




Design of Space Based Laser Attitude Control System Using 1-CAT

In order to demonstrate the application of 1-CAT on a reasonable order
LSS control problem, an attitude and vibration suppression control system is
designed for a planar model of the Space Based Laser (SBL). Figure 3 shows
the structural model of the SBL. As {ndicated by the figure the structure
containing the mirrors is attached to ground through an isolator. While in
reality the mirror structure is actually attached to the Aft section of the
orbiting platform, the approximation is reasonable for the differences in
mass of the two sections.

The goal is to design a beam tilt angle control system with acceptable
dynamic performance and disturbance rejection. The tilt angle of the beam
can be controlled by torquing the primary support structure of the beam
expander about its gimbal point, assumed centered at the connection of the
isolation system and the beam expander, by torquing the secondary mirror
(SM), and by independently torquing any or all of the primary mirror segments
(PM1, PM2, PM3). The secondary mirror angular rate is sensed inertially,
whereas the angular rate of each segment of the primary mirror is sensed
relative to the primary support structure. The tilt angular error is sensed
in inertial space by the Outgoing Wavefront Sensor (OWS).

Table 1 and 2 contain the data used in constructing the model of the
SBL. Included in this model are twenty-six degrees of freedom containing
many flexible modes which are insignificant to the design effort. Modal
truncation can be used to reduce the order of the system in order that (1)
unnecessary calculations are eliminated and (2) some significant modes be

eliminated so post analysis can establish the effects of unmodeled modes on
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TABLE 1. OSBL MODAL DATA

1st Seqment of the 2nd Seqment of the

Gimba) pofnt {nertial
primary mirror gain  primary mirror gain-

Yodal frequencies

Hertz RAD/SEC T{1t error gains rotation gain

1 0.0 0.0 0.1420€£-02 0, 1100E-02 0.0000£+400 0.0000E+00
2 0.0 0.0 ~0,0000L+00 0.0000E+400 0.0000E+400 0.00V00E+00
3 0.0 0.0 «0.3724€-0) +«0,4691E-03 0.0000E-~00 0.0000£400
1 4.4733)17 206,10601 0.1774€-01 . 0.6057€-03 0.2390E-03 0.2304E£-03
5 6.592096 41,4249 =0,5440£-07 " «=0,1409E-00 0.9075€-07 -0,5427€-07
6 7.061209 - 44,36600 0.1360E£-00 0,1972£-09 0,5392€-05 0.2103£-09
7 7.414550 46,50699 «0,1050E-01 ~0,1006E-02 -0,1450€-02 «0,1434€-C2
8 9,251732 50.13035 =-0.6891£-04 0.7369€-05 -0,0577€-02 0.1707e-01
9 9.252620 50,13593 . =0,3199€-05 0.5606C-07 0.1470E-01 0.2726€-04
10 9.530362 59,0010 0.2332E-01 =0,1059€-0) 0.1200€-01 0.1210£-01
11 9.061935 62.09003 «0,3149E-02 0.,3062E-04 ~0,3277€-03 «0.3724£-03
12 9,997501 62.01615 -0,3121€-07 -0,9670E-10 0.7530£-05 -0,1446€-07
1] 10,00001 62.83193 «0,1301€-07 0.1214E-09 =0,0045£-00 -0.40894€-08
14 10,46396 65.74702 0.2377€-01 0.4017€-04 0.1210€-01 0.1216£-01
15 10,80504 67.89510 ~0,2290€-06 0.3015€-05 «0,9200£-02 0.1045€-01
16 10.80673 67.90071 0.4834£-05 «0,9050€-07 0.1593€-01 0.4263E-04
17 11.94206 75,0420 | | 0.2414£-02 0,1402E-02 «0.3779£-02 -0,3563E-02
18 12.85419 00,76653 0.1425£-00 0.45)6€£-09 =0,209)E-04 «0.0901£-09
19 15.49192 97.35114 «0,0032£-02 0,2171€-03 «0.,2314E-02 ~0.2495E-02
20 17.50351 109.9778 0.5707€-02 0,1170£-02 «0,3002€-02 «0,2771€-02
21 17.94535 112,7540. «0,7000E-09 «0.3152€-09 0.1692£-04 0.7516€-09
22 23.47899 147.5228 «0,2010E-01 0.1405€-02 =0,1573€-02 «0,1688E£-02
21 29,26876 183,9010 0,2309£-10 -0,5097€=11 -0,2007€~04 0,3235€-11
.24 77.00290 404.3576 «0,1010€-00 0.J061E-09 «0,2495€-02 «0,3615¢-09
25 09.34500 561.,3762 «0,6393E-02 0.5500E-02 0.2331£-02 ~-0,5641£-02
26 145,0540 911,4013 ~0,2000E£+00 «0.1416E-03 «0.5057E-04 0.1422£-0)
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Modal frequencies

Hertz

.0
.0
.0
.473317
6.592096
7.061209
7.414550
9.251132
9.252620
9.530362
9.081915
9.997501
10.00001
10.46396
10.80504
10.80673
11.94206
12.85419
15.49392
17.50151
17.94538
23.47899
29.26076
71.08790
89.34500
45,0540

0
0
0
4

RAD/SEC

0.0
0.0
0.0
20.10601
41,42439
44,36600
46.50699
50.13035
50.13591
59.080103
62.09003
62,81615
62.01193
65.74702
67.09510
67.90071
75.03420
80.76653
97.35114
109.9778
112,7540
147.5228
183.9010
404.3576
561,3762
911,4013

TABLE 1. O0SBL MODAL DATA (continued)

3rd Segment of the
primary mirror gain

0.0000E+00
0.0000E+00
0.0000E+00

. 0.2390£-03

-0.7709€-07

-0.5392E-05 .

-0,1448€-02
-0.8513E-02
-0.1481E-01

0.1208E-01

-0,3276E-03 °
-0.7564E-05"

-0,8074€-00
0.1218€-01
-0.9144E-02
-0,1597€-01
~0,3779E-02
0.2093E-04
-0.2314£-02
-0, 3002£~02
-0.1691E-04
~0.15673€-02
0,20807E-04
0.2495€-02
0.2331€£-02
~0,5057£~04

Secondary mirror {nertial
rotational gain

0.1000E-02
0.0000€+00
~0,4694E-03
~0.4000E-01
0.7500E-07
-0.2026€£-00
0.1566E-01
0.1461£-0]
-0,5420€-06
0.3111E-02
0.8371€-02

-0.5596E-00

0.22G5E-09
0.4413E-03
0.1797€-03
0,2118£-05
-0,2110C-01

. ~0,7087€-00

0.1250€-0L
=0.2626E-01
0.4559€-00
0.0570€-01
-0.1217€-09
0.9256£-09
0.1501£-01
0.7271E+00

Gimbal point {nertfal Y
translation gain .

0.0000£400
0.0000€+00
0.1034€-01
0.7600£-03
-0.3749E-00
-0.1636E-09
0.0142€-03
0.1796€-05
0.11B4£-06
-0.9767€-03
0.3223€£-04
0.1276£-08
«0,4624€£-09
-0.1211£-02
-0.4270£-05
-0, 1055€-06
0,4754E-03
0.1600€-09
-0,1054E-01
-0,7049E-02
0.1433t-08
«0.1631E-03
«0.3312E-11
0.3040E-09
0.3206€£-02
-0,7452E-04

0.2524€-01
0.0000€£+00
0.3757€-02
0.5439€-0]
-0,5502€-00
0.1491£-00

. =0.1260£-01

-0,1404€-03
0.5019€-06
-0.3107€-02
-0,0530E-02
0,6074€£-08
~0,1340E-09
-0.4615€-03
-0.1862¢-03
-0.2015€-05
0.2322e-01
0.8127€-08
-0.1430€-01
0.3105€-01
-0.5104£-08
-0,1025€400
0.1199€-09
0.2961€-09
0.2503€-02
0.1443£-01
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TABLE 2
ACTUATOR AND SENSOR DYNAMICS
GIMBAL TORQUE ACTUATORS

(200)2

Ger(s) =
$2+2(.707)200 s + (200)>

TILT ANGLE SENSOR
GTa(s) = 125

s + 125

MINOR ACTUATORS

RATE SENSORS

250s

Grs(s) = ———
s + 250

ISOLATOR

I(s) = 628.3s + 3948




the final design. It should be noted that modal truncation is not a prere-
quisite for the application of 1-CAT. By using the frequency response tech-
niques mentioned earlier model order does not pose a significant constraint
on the design process. .

Modal truncation is easily accomplished in the frequency domain by
examining the relative peaking of each mode. A step-by-step process of modal
selection can be achieved by examining the DC gain and resonant peak gain of
each mode. The gains defined by the relations in equation 7 and 8 provide a

basis of comparison between each flexible mode and the rigid body modes.

Gpi Tai
DC GAIN = _p_z_ (7)
wj
G 1' Ta'
RESONANT PEAK GAIN = o 2% (8)
2
27 wj

where
Gpj is the gimbal point torque modal gain at the i-th mode
Taj is the tilt angle angular sensor modal gain at the i-th mode

wji is the i-th modal frequency.

The process begins by computing the rigid body gain at each flexible
modal frequency. This gain is compared to the DC gain for the particular
mode of interest. The largest DC gain that exceeds both the rigid body gain
for that frequency and all other modal DC gains is labeled a dominant mode,
Wd1. The process continues with the dominant mode W41 replacing the rigid

body modes as a basis of comparison. The DC gain of each mode lying at a

313



314

higher frequency than Wqj is compared to the gain of the mode W4; at each
succeeding mode frequency. If a mode's DC gain dominates the gain of the
mode W4y at that frequency W; and is larger than all other remaining DC gains
then it is chosen as Wyp. This process continues until all modes have been
compared in this fashion. The resulting selection would appear somewhat as
the solid 1line of Figure 4. This solid line is actually the straight line
approximation of the magnitude frequency response, Once this has been
achieved, the selection criterion proceeds to check the resonant peak of each
mode defined by (8). If the resonant gain is such that it exceeds the value
of the straight line approximation at that mode frequency Wi then it can be
included in the model. This step must be tempered with practicality since
the resonant peak may exceed the curve with a only small value of epsilon.
Technically its effects are noticable but it 1is inconsequential to the
design. A reasonable and easily implemented solution is to choose only those
modes whose resonant gain exceeds the DC gain curve by a tolerance which is
defined by the designer,

Relations (7) and (8) were applied to the modal data in Table 1 with the
resulting selection of modes being listed in Table 3. Modes 25 and 26 are
ignored for this design even though they would have been considered by this
process. The validity of modes at frequencies this high is questionable.

In addition to the dynamics of the modes presented in Table 1, sensor
and actuator dynamics were included in the model in order that the design
problem be more realistic. The bandwidth for all sensors and actuators
except for the tilt angle sensor is just outside the range of the modal fre-
quencies selected for the model. This provides a phase shift in the modal
frequency range without gaining any gain stablilizton from the actuator and

sensor dynamics.
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TABLE 3
SELECTED MODES AND FREQUENCIES

Mode No. Frequency
rad/sec
1 0
3 0
4 28.10681
7 46.58699
10 59.88103
14 65.74702
17 v 75.0342
19 97.35114
20 109.9778
22 147,5228




Since the isolation system is assumed attached to ground, it provides a
path for AFT disturbances to be propagated to the tilt error. This is
illustrated in the system model shown in Figure 5. In this figure Kpmlx
Kpm2s Kpm3s Ksms and Kg are, respectively, the torque modal gain vectors of
the three primary mirror segments, the secondary mirror and the gimbal. Kj
is a disturbance force error modal gain vector, 17 T is the transpose of the
tilt angle modal gain vector, and 1 T is the transpose of the modal dis-
placement vector at the gimbal point. The other modal gain vectors denoted
by the symbol 1 with the appropriate subscripts are the‘sensor modal gain
vectors at the designated structural points. The transfer function matrix
G(s) is the modal transfer function previously defined.‘ I(s) represents the
isolator whose transfer function is listed in Table 2.

The design problem for the SBL can now be restated as the determination
of a digital feedback control law for commanding torques at the secondary
mirror, the gimbal, and each segment of the primary mirror so that: (1) com-
manded tilt angle is accurately achieveable with a reasonable dynamic reponse

and (2) disturbances have minimum effect on tilt angle.

SBL Control Law Design and Analysis

Figure 6 shows the digital feedback control law selected to accomplish
the goals of the design. The basic operation is that of closing a negative
feedback path around each mirror by sampling the sensed rate of each mirror
and operating on the signal with a digital controller to obtain a commanded

torque signal which is converted to an analog signal for each mirror actuator.

317



%y(s)

hd

i(s)

Figure

COMMAND
ANGLE

N Opu,
> Lpu,
8
T PH,
2 Loy,
T 0
Lou, Tty
]T Og)y
—] ~SH
0
. l} Ty
{6 (s)
X 1!
sMy >
Tsu,
I{s) &

5. Vector-matrix block diagram showing the fecdback path around the system dynamics
due to the isolation system.

318

Figure 6.

AFT . SECONDARY MIRROR
DISTURBANCE l DISTURBANCE
JI(s)
GIMDAL
e
‘Dg?z) (s) (s L2V <«IE) ] AGLE
(-) STRUCTURE
ol (=)
(-)
Mo \
Gm(s) ‘ h&’) dux)‘—x— Gs(s
T
Gu(ske2HS 16, [3)]g jszfz)a-kqs(s,-
PHS 2
o chgs)'—-d??n‘-\{—qﬁ(s) ¢
T
(s) PMS 3 ths)L——d:?x)«k%“ .
T .0

k(;m(s)

Block Diagram For QSBL




The effect of closing the loops is to obtain damping in the tilt angle loop.
The negative sign in the block labeled STRUCTURE indicates the differencing
to obtain an error signal. For these rate loops the desired rate is always
zero; hence, the error signal is simpjy the negated value of the each digital
controller. Simarily a negative feedback 1loop is formed for the attitude
signal by differencing the commanded angle with the sampled value of the
sensed tilt angle and then operating on the error with a digital controller
in the forward path. The digital controller is placed in the forward path to
insure zero steady state error as well as closed loop stability. The block
labeled STRUCTURE is essentially the block diagram shown in Figure 5 with the
exception of the minus sign discussed earlier. Each loop is to be design
with as high a bandwidth as possible, which for this particular design
implies that the digital controllers should be designed with as high a gain
as possible. This will insure disturbance rejection as well as achieved the
dynamic response required.

The 1-CAT approach can be readily applied to this designed. The order
in which the loops are closed will be first the secondary mirror loop, the
three primary mirror segment 1loops in numerical order, and then the tilt
angle loop.

In order to better see the effects of the design and the closure of
each loop on the tilt angle loop, the open loop frequency responses of the
SM, PM1, PM2, and Tilt angle loops are shown in Figures 7-10. The frequency
response of PM3 has been ignored because it 1ike the response of the PM2 loop
is very much the same as the response of PMl. This is due to the structure
of the SBL being primarily symmetric about the line of sight. The response

of the Tilt angle loop shows very clearly eight flexible modes. The dynamical
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effect occurring at .6 rad/sec is due to the isolation system. The reponse
of the SM loop indicates that six flexible modes of the model are significant
in this loop while the responses of PMl and PM2 indicate that only two modes
show a large dynamical response in the two rate loops.

As stated earlier the design begins with the secondary mirror loop, and
on close examination of the frequency response of the loop, the modes are
found to be near perfectly phase stabilized. With this in mind, the loop is
closed with a simple gain factor of 70 dB. This produces a gain margin of 22
dB with a phase margin of 40 degrees. Closing this loop with a gain factor
of this magnitude will produce naturally tracking notches in the remaining
Toops at the frequencies of the dominant modes of this 1loop.[5] The
resulting tilt angle loop response with the SM loop closed is shown in Figure
11. By comparing Figure 11 to Figure 10, the effects of the loop closure are
obvious. Each mode that was phase stabilized and amplified in the SM loop is
reduced in the tilt angle loop. In addition, by comparing the phases for
each mode it is seen that the modes have been damped. The primary mirror
segment loops were not appreciably affected since neither of the dominant
modes of those loops are significant in the secondary mirror loop.

With the secondary mirror loop closed, the design proceeds with the
first primary mirror segment loop in a similar manner. Close examination
of the PM1 frequency response with the SM loop closed indicates the dominant
modes to be near perfectly phase stabilized, however, the other flexible
modes present are not phase stabilized and adding gain to these modes will
result in the lowering of the damping of those modes in other loops contain-
ing modes of similar frequencies. A gain factor of 100 dB is chosen for com-

pensation in this loop since dynamical compensation for the other modes would




not significantly enhance the design due to their low gain. The resulting
gain margin is 24 d8. The results of the loop closure is very evident in the
remaining primary mirror loops as well as the tilt angle loop. The dominant
modes of PM1 have been completely eliminated in the remaining open loops as
indicated by Figures 12 and 13. fhe.damping of the flexible mode at 75
rad/sec has been decreased due to slightly to much gain in PMl, but com-
parison to Figure 11 shows that the overall response is now improved. Due to
the similarity of the primary mirror 1loops nothing is to be gained by
changing the design of 100 dB, and hence those loops are closed with 100 dB
gain factors and similar gain margins results.

The effects of the closing of the rate loops on the tilt angle loop
are easily seen by comparing Figures 10 and 14. The tilt angle loop now has
the lgw frequency phase approaching from -90 degrees as opposed to it
approaching from -180 degrees. In addition, the flexible modes have been
damped by the rate loops automatically increasing the bandwidth. These
improvements greatly aid in achieving a reasonable closed loop bandwidth and
dynamic response for the tilt angle loop. The compensators used to achieve a

high bandwidth and reasonable stability margins are listed as follows:
Gain Factor of 130 dB
First Order Lead Compensator that produces 55 degrees at 7 rad/sec.

9,9595566 z - 9.937599

Di(z)=
z - .09789425

Second Order Dominant Pole Compensator with a break frequency of 11.3

rad/sec and a damping ratio of .l.
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3.19262 z2 + 6.38524 z + 3.19262
Do(z)=

10000(1.00116 2% -1.99994 z + .9989)

First Order Lag Compensator that produces -10 dB8 and -30 degrees at 200
rad/sec.
.255693§ z - ,2129331
z - ,9572393

D3(z)=

The compensated open loop tilt angle frequency response is shown in
Figure 15. The stability margins of this response are

phase margin = 41 degrees

gain margin = 12 dB.

A closed loop frequency response of the tilt angle loop with all other
loops closed is shown in Figure 16. From this plot of the response, the
closed loop bandwidth is found to be 1.3 Hz. The resonant peak of the
response is 3.9 dB occuring at .52 Hz, and no flexible modal peak is greater
than -10 db.

Figures 17 and 18 show the frequency response of the secondary mirror
loop and the first primary mirror segment loop respectively. Each response
shown 1is an open loop response with all other loops closed. The purpose of
this action is to examine the stability margins of each loop with all other
loops closed. The original stability margin of the secondary mirror loop was
a gain margin of 22 dB and a phase margin of 40 degrees. The original mar-
gins are relatively unchanged but an additional gain margin of 15 dB is now
added due to the cancelation of the rigid body response in the loop. The
first primary mirror loop has a gain margin that is relatively unchanged from

its original value as well as the other two primary mirror rate loops.




Figure 21 shows the results of a step response of the SBL tilt angle
control system. The response is clearly dominated by a pair of complex con-
jugate poles with an undamped natural frequency of approximately .5 Hz (as is
suggested by the frequency domain analysis). The percent overshoot is
approximately 48% while the settling time is 2.3 seconds.

In addition to a reasonable dynamical response, it is desirable to have
a robust design. Figures 19 and 20 indicate that the design is indeed
robust. Figure 19 is an open loop response of the tilt angle loop with the
first two flexible modes reduced in frequency by 20%. The gain margin and
phase margin are now 3 dB and 42 degrees respectively. Although the gain
margin is reduced, the system is still closed loop stable. The closed loop
response of the tilt angle loop shows an unchanged bandwidth and resonant
peak with a modal peak of 7 dB.

A step response of this perturbed model is shown in Figure 22. The
response clearly shows the undamped pair of complex conjugate poles at 15
rad/sec. Although the step response has a high frequency component added to
it, both pair of poles "die" out at approximately the same rate. The percent
overshoot has increased to 75% while the settling time has remained rela-
tively unchanged.

Disturbance rejection is a requirement of the SBL design for the line
of sight or tilt angle. Figures 23 and 24 show the open and closed loop for
both an aft disturbance and secondary mirror coolant disturbance respec-
tively. The closed loop response is reduced in comparison to the open loop
response in both figures and indicates good disturbance rejection by the

designed system.
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In addition, the disturbance rejection properties. of the system is
illustrated by the application of the Aft Disturbance PSD of Figure 25 and
the Coolant Disturbance PSD of Figure 27. Again it is seen by Figures 26 and
28 that the closed loop response shows a marked improvement over the open

loop response of the tilt angle loop.




GZ¢e

-100

~=110

G120
L
0-130

.:f—uo
:;
150
<
160
=
~-170
~180

-~190

SECONDARY MIRROR LOOI> 00000 *r 180
W openipil
I F 1338
- e0
I - s
=
My \f °o
| | =2
NI
<
]”ll l - -90
\ - ~-13%
\BARAL —rrriny T TNy v—t~rrrrie——r—vl <1080

1

2

10! 10° 10" 10
FREQUENCY(rad/sec) ¢ uor 28

Figure 7. Secondary Mirror Angular Rate (rad/sec)/
Secondary Mirror Applied Torque (N-m) all
Feedback Paths Open.

o]

‘} 2ND PRIMARY SEGMENT 00000 \ - 180
| tloop33
- 133
T - - - - = -— r 00
"h-‘
: rl - 43 4
xI
| | - o p
| K
| 7~
* - —450QL
“ M S
i ‘lJ" I~ —oov
-
. J - -133
| \
S————— S A T

w02 10 10° 1’ 102

FREQULNCY(rad/scec) st e 2

Figure 9. 2nd Primary Mirror Rate (rad/sec)/2nd
Primary Mirror Applied Torque (N-m) all

Feedback Paths Open.

y 1ST PRIMARY SEGMENT 0000 \[ '
| 1loop22 \

1338

]

> Y]
»
& o [ o

(63p)3SVYHd

[}
Q
o

YT T T T T T T ATV YT IV (T YR YN 0T 2 - 180

2
10

10" 10° 10"
FREQUINCY(rad/scc) st 20
Figure 8. 1st Primary Mirror Rate (rad/sec)/1st
Primary Mirror Applied Torque (N-m) all
Feedback Paths Open. .

10

:{F‘ -~ ~——ATTITUDE ‘LOOR-00000+ r, ° ( 180
A openip55 : Gl [|| \
. - 133
. - e0
i [ 43 .:E
_ =
7 m
- P
- =430

b )
. O
. . —00~
-
: I ] r -133
] | “l

v vYveYy —ry "'\"l r r-ﬂ'rnql'—l—'lr' i) vq-—-l\n F ~180
10 2 102

m_-1 10° 10
|- REOUF.NCY(FO(]/SCC) r Mor 20

Figure 10. Ti1t Angle (Rad)/Gimbal Point Torque (N-m),
all Feedback Paths Open.



9¢¢

. 100
135

-./1__ —

!
o
o

)

) R b

IR W NN RS N U NN SN RN NN DU JHN SIS WO DU SO

F =135

/

T

~ }\ l | po=reer o =180

—
[ e e e e e

10 2 10! 10 ° 10
FREQUILNCY(racd/sce)

Tilt Angle (rad)/Gimbal Point Torque (N-m),
Secondary Mirror Loop Closed.

~ 1

2
10
Sat Mar 29 °

Figure 11.

ATTITUDE-LOGDP- 11000¢" ll . r 100
}\3 op55 \ -
3 - 135
1 z
3 ~ 90
i .
1 L 48 -
' v}
ii A »
1 - oin
] in
X T IR
: ¢]
3 \:.)
A - 90~
_i
N ﬂ =138
J—r:rrvn\q Chame ] r-]n\lq Caaat] I'l"'l‘l’l—"'l"’l“lll'l‘}lll'""I\ “ri* —-180
- 2
0 2 w0 ! 10° 10 10
|"REQU[‘_|‘JCY(I’O LI/SCC) Sut Mor 70
Figure 13. Tilt Angle (Rad)/Gimbal Point Torque (N-m),

SM and 1st PM Loops Closed.

~70 1 2ND PRIMARY SEGMENT 11000 \r 180
1 3loop33 i
-80 "l H
! - 135
-90 - i
-100 e - = - —_— r 0
;E;tto = !
- 45
120 - } ;E
o ! PN
Yy 130 - N o w
D ! m
j=-140 - I\ i ~
= [- -45%
pral d
E? 150 \b i @
N’
S-1e0 f -~90
-170 -
Vol
—-180 - \ |
-~190 umaa kel Lo auan MR YT Camnl bl AN AT ERITeErnrarTarttlts =180
- -1 [ 1 2
10 10 10 10 10
rREOUENCY(er/SeC) Sat Mor 20
Figure 12. qu Primary Mirror Rate (rad/sec)/2nd Primary
Mirror Applied Torque (N-m) SM, and 1st PM
Loops Closed.
-30 A ATTITUDE-LOOP- 1111041 * | \ ( 180
—40 - op55 l “ l
::g J | - 135
~70 -
—-80 - 80
-80 -
100 -
=110 + of 45 )
120
(S PTEE R
2 150 A n
160 450
~170 ’1 t((g
180 -
:gmo 1 -0
200 -
-210 A .
N | 135
-230 - ~ ] l I |
=240 | oy T R AT T e l'rnn ——r‘rri —180
10 10" 10° 10 102
- FREQUENCY(rad/scc) st wor 20
Figure 14. Tilt Angle (rad)/Gimbal Point Torque (N-m)

A1l Mirror Rate Loops Closed.



L28

110 7 ATTITUDE LOOP 11110 ' - 180 20 1 ATTITUDE LOOP 1113\1 . r 180
100 1 Sloop \ 10 - Gloop55 :
80 A | - 133 ° — 135
7 | ! -10 -
50 1 ‘ ‘ i -20 -
10 1 l | | \ %0 30 - e0
20 ’ 7N=40 -]
ONE LLF LIS Spres D0 - -
=10 ] \ I ~—-60 - T
L =20 )> LJ 70 A= — —— — )’
~30 ] 7)) Q- ] — (] wn
~40 m 2 -e0 - m
=50 7 ~ = R —~
~60 1 -as0L = 90 —a50L
-70 - ® Z_100 - )
() —80 ] O &) O
< —90 ] oo~ <110 ] ~
=% S-120 1 -80
-vgg 1 -130 -
-130 1] - —138 - - -138
—110 I\ -— 140
—::;,% 1 < N~ J\ . ~180
-1 1 — —
—-170 Ty e TV v -180 g % -160 L e A A4 ¢ YT T rrYrYYY YT v 180
10 0! 10° 10 10 & 10 0. 10 ° 10 102
FREQUENCY(rad/sec) s mor 20 s s FREQUENCY(rad/sec) st uer 2o
»
Figure 15. Tilt Angle (rad)/Gimbal Point Torqugs(u--) ?—
; losed, . Figure 16. Tilt Angle (rad)/Gimbal Point Torque (N-m
All Mirror Rate Loops Close Dz(z) Included g '.E Al Loops Closed. )
E G
m
40 SECONDARY MIRROR LOOP 01111 -\ [ 180 <O
7loop11 \ 40 1 1ST PRIMARY SEGMENT 10111 - 100
30 7 30 4 Bloop22 (
- 133 .
20 20 - - 138
10 -~ 90 10 00
~ 0 o
m . ~~
-0 43 E % -10 43
(-2 L o3 Wi7-20 I
o
] m (@] -30 wn
t -30 ] /r: E /r.'l
g —40 -“d’ = ~40 —430)
< A QO -s0 a
~ —%0 - -90 <[ ~r
- S ~60 -80
-60
F ~-138 -70
~-70 - -133
-80
-80 - vV Yrvrrem YTy YT vl -
~ T . v A ¥ } " . 180 -90 T T T T T v~ 180
° "FREQULNCY(rad/sce) = w? e 0% w0l ae?
SN o racd/sec 5 p -
N + FRFQUENCY(rad/sec)  sot uer 20
Figure 17. Secondary Mirror Rate (rad/sec)/Secondary Mirror Figure 18. 1st Primary Mirror Rate d
Applied Torque (N-m), SM Loop Open. Mirror App{ied Torque (uE:’.,f::)éli:‘:;irzzg

Open.



8¢¢

110 1 ATTITUDE LOOP 111110
100 1 qrobust55

o
©
]

N
=]
R BN

r 180

- 135

T
a
»

!
[
=]
ISR

-
-
[+]

| WL O B B

10

10! 10° 10"
I"REQUENCY(rad/sec)

1
(699)3SVHd

|
©
o

Wed Apr 10

Figure 19. Tilt Angle (radg/Gimbal Point Torque SN-m)
n

Tilt Loop Open
Frequency by 20%.

ATTITUDE LOOP WITH UNIT STEP

irst 2 Modes Reduced

ANGLE (rcdicns)

P ST DN SN S S S SN O B S

TIME (soc)

A0 Jo-ur—es

Figure 21. Tilt Angle Response to a Unit Step Command

Input.

20 1 ATTITUDE LOOP 1111t ;| r 180
10 4 crobust55 -|
o 135
-10
-20 - e0
=30 -
TN=40
%-50 b 43 4
——60 L
Wi b — — — — o5
D —-80 - m
li -0 - —asn
J o
oo ] ~
=-120 A -0
~130 A
140" - 138
-130 -
-1680 —r-vrrImy v -180
-2 -1 0 1. 2
10 10 10 10 10
FREQUENCY(rad/sec) set wor 20
Figure 20. Tilt Angle {rad)/Gimbal Point Torque {N-m)
A1l Loops Closed. First 2 Modes Reduced
in Frequency by 20%.
ROBUSTNESS TEST FOR ATTITUDE LOOP
H
K]
b+l
2
u
0o
% [
5 ;
- [
[
{
[
u-! *: ,‘ .‘ : .

TIME (sec)

100008  J9~lorm0d

Figure 22. Tilt Angle Response to a Unit Step Command
Input with the First 2 Modes Reduced in
Frequency by 20%X.



62¢

o T——'rxmm—,qu'r-mswnm r—_' 180 o '—TWGW‘S\!“DXSTURWW- 180
—10 4 disopenS56 ”‘ZF‘ -10 Ndisopen57 ‘
_20 4 disclip56 \ !l ‘ - 138 ::: : "l 13
-30 -40 - l "
. - 90
-40 [ =30 1 l
~~ ~~—-080 -
m-30 7 - s (I_UJ_,O_ - 45
B ¢0 % EJJ-go - X
8-70 +— — | - o{n Q- t— -— 0(37)
I _s0 m D-100 A m
t: ® I o _4&22 t:d‘o be = _‘52;
Z =90 1 I ® Z 120 - o
o A\ o™ S rso ] |2
= 0 - CLOSED LOOP W, \ - S 140 f -90
-150
=120 A Y ~138 - -
150 ] \ Iy e NP o
- -170 A
- 140 Ty rYvveT Ty T TTrYYRY T .ul’v"q'—v—wr- - 180 -180 YTy r—rrvreey —r ,,,,,,rl‘.flfv,lvmrl v+ —~180
- -1 o o 2 -2 -1 o 1 2
10 10 10 10 10 10 10 10 10 10
FREQUENCY(rad/sec)  uen aw 21 : FREQUENCY(rad/sec) uen s
Fiqure 23 Tilt Angle (Rad)/AFT Disturbance Displacement Figure 24 Tilt Angle (Red)/SM Coolent Disturbance, Open Loop
Open Loop and with all Loops Closed. and with all Loops Closed.
o - TILT ANGLE PSD DUE TO AFT
opsd56
=10 1 Aft Body PSD
-20 4 psd71 -10 { 8d56
-30 :
—40 -20 -
-s0 o
o0 ;L?J,-;o -
O =70 0
N’
Ll -80 2 —40
Q g0 | E
o | Z
t-100 A 9-:0 4
o - = CLOSED
<(-120 - —eo - LOOP
—130 1
Tree T -70 ——rrvn— —v——vrvrey rrro——r—
=150 - -2 -1 o 1 2
-180 v—r-vrvvoy Y—vrryvnT —rv-rvvvy v mansl vy to o 10 10 10
_ R FREQUENCY(rad/sec) e s 21

10 10

-1 [+] 1
10 10 10
“REQUENCY(rad/sec) s s 1 Finura 26 Tilt Angle PSD Due to AFT Body Disturbance, Ooen

: Loop and with all Loops Closed dB=10 Log;y (Mag).
Fiqure 25 AFT Body Disturbance PSD dBz10 Log)q (Mag)



0€e

=10 1 SM DISTURBANCE PSD 0 TILT ANGLE PSD DUE TO SM
psd72 . opad57 :
-10 -
~20 -
—~ ~~~30 A
m m
2l Z e
Lud | —40
O —20 (]
D D -50 A
= =
pd = N
(&) & -80
< <
= = -70 A
CLOSED
-80 -1 LOOP
-30 vy rTrveenT r—rrvrroy r-rrvenT -80 v vy ey YYTYTYYT r—r-vyreoy rrrrYTY v
- -1 o 1 2 -2 -1 o 1 2
10 10 10 10 10 10 10 10 10 10
FREQUENCY(rad/sec) sot apr 10 FREQUENCY(rad/sec)  uan aee 21
Figure 27 SM Coolant Flow Disturbance PSD dB=10 Log,, (Mag). Figure 28 Tilt Angle PSD Due to SM Disturbance, Open Loop

and with all Loops Closed dB=10 Loglo(Mag)-



Conclusion

In this paper the 1-CAT technique for designing multivariable control
systems has been presented. The 1-CAT approach, within itself, does not dic-
. tate any particular design domain, although in the work presented here, fre-
quency response techniques have been emphasized. Frequency domain techniques
were selected in order that large order systems could be handled as easily as
low order systeﬁs. In particular, after the frequency responses describing
the plant are generated, system order is completely transparent in the 1CAT
approach. The salient features of 1-CAT are as follows:

1. Provided the system is stabilizable, 1-CAT will produce a closed

loop stable system.

2. The overall controller is relatively simple in comparison to those
generated by modern control techniques, which typically produce
controllers on the same order as the system model used.

3. By designing for a specified amount of relative stability and using
phase stabilization of significant modes,S robustness is an inherent
part of the design. |

4, 1-CAT is a straightforward, step-by-step procedure.

The 1-CAT approach was illustrated by designing a tilt angle control
system for a planar model of the SBL. Although the design was for a single
axis of the SBL, this is not a limitation of the 1-CAT technique. Design for
a multiple axis model could have been done in a similar straightforward
manner. A three axis design would be achieved by first designing all of the
rate loops and then designing the position loops.

This paper has shown that the 1-CAT approach is a viable candidate for

designing controllers for multiple input, multiple output systems. 1-CAT

- 331
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assures a stable system. Since 1-CAT is straigntforward, it appears feasible
that it could be used as the basis of a self-tuning control algorithm. It is

also feasible that 1-CAT could provide a baseline design that could then be

6
- optimized by other design approaches, e.g., a modified MIMO CIP, in order to

maximize disturbance rejection while maintaining reasonable stability and

robustness.
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by
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Algebraic structures are discussed for control systems that maintain
stability in lhe presence of resonance uncertainties. Dual algebraic operations
serve as elementary connections that propagate the stability of inter-stable
subsystems. Freguemcy responses within complex half-planes define different
types of inter-stability. Dominance between incompatible types is discussed.
Inter-stability produces sufficient but unnecessary stability conditions,
except for conservative systems where the conditions become also necessary.
Multivariable systems, colocation of actuator and sensor, and virtual colo-
cation are treated. Instead of passivity, inter-stability relates stability
to the mapping of poles and zeros by transfer functions and transfer matrices.
Inter-stability determines stability on the subsystem level, is less complex
even for multivariable systems, adds design flexibility, and relaxes the
dynamic data problem of large systems such as space stations.
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| INTER-STABILITY IS THE PROPAGATION OF STABILITY THROUGH ALGEBRAICALLY
DEFINED CONNECTIONS OF COMPATIBLE SUBSYSTEMS.

Z COMPATIBLE SUBSYSTEMS ARE STABLE AND SHARE A COMPLEX HALF-PLANE FOR ALL
MAPPINGS OF THE 1st QUADRANT FROM THE COMPLEX FREQUENCY PLANE.

3 ONLY LINEAR AND CONSTANT SYSTEMS ARE CONSIDERED IN THE FORM OF TRANSFER
FUNCTIONS AND TRANSFER MATRICES.

4 ADDITION, REDUCTION (I.E. INVERSE ADDITION), AND MATRIX COUPLING (E.G.
INCIDENCE MATRICES) SPECIFY THE CONNECTIONS.

S INTER-STABILITY IS DIRECTLY BASED ON THE EIGENVALUE MAPPING OF PROPERLY
CONNECTED SUBSYSTEMS INSTEAD OF A PASSIVITY CONCEPT.

6 INTER-STABILITY YIELDS RESONANCE-INERT (ROBUST) CONTROL SYSTEMS WITH
THE ADDED BENEFIT OF ANALYZING LOW ORDER SUBSYSTEMS.
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PHYSICAL CONNECTIONS ARE DEFINED BY THE ALGEBRAIC OPERATIONS OF ADDITION, RE-
DUCTION, AND MATRIX COUPLING. THE OPERATIONS KEEP VECTORS IN A SEMIPLANE.

1 ADDITION + WITH THE UNIT ELEMENT @ HAS THE DOMINANCE ELEMENT @.
A+0=A, @+A=@, A-A=0, A+B=B+A, (A+C)c=Ac+Bc, @c=@

2 REDUCTION x WITH THE UNIT ELEMENT @ HAS THE DOMINANCE ELEMENT @.
Ax@=A, OxA=0, A\A=R@, AxB=BxA, (AxB)c=AcxBc, @c=0

3 ADDITION AND REDUCTION ARE PARALLEL AND SERIES CONNECTIONS WITH A DUALITY.
(AxAY+(AxA)=A, (A+A)x(A+A)=A, 1/(A+B)=(1/A)x(1/B), 1/(AxB)=C(1/A)+(1/B)

4  SUBDUCTION \ IS THE DUAL OF SUBTRACTION AND CONNECTS NEGATIVE SUBSYSTEMS.
NEGATIVE SUBSYSTEMS ARE INCOMPATIBLE, BUT CAN BE DOMINATED.

5 MATRIX COUPLING IS THE TRANSFORMATION OF A DIAGONAL MATRIX D OF SUBSYSTEM
ELEMENTS BY INCIDENCE, MODAL, AND ROTATION MATRICES T. M=T'<D-T
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