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CHAPTERI

INTRODUCTION

Computersimulation and radiation pattern analysis of

fuselage-mounted airborne antennas at high frequencies are the object of

this research. The primary goal of this investigation is to develop an

analytic solution for predicting radiation patterns of airborne antennas

in a more accurate and efficient manner. The radiation pattern analysis

is basedon the uniform geometrical theory of diffraction (UTD)which is

a uniform extension of Keller's geometrical theory of diffraction (GTD)

[1]. The UTDsolution [2] for the radiation from sources on a convex

surface is employed to compute the radiated field from the antenna

mounted on an aircraft fuselage. The aircraft scattering analysis is

based on the UTD solutions for wedge [3,4] and corner diffraction

[6,21,29]. The theoretical formulation of UTD is discussed in some

detail in Chapter II.



Oneof the principle problems in the design of a reliable airborne

antenna system is the location of the antennas on the aircraft structure

in order to achieve the desired radiation coverage. If modernsystems

are to function properly, the antenna pattern must meet certain

specifications. In fact, the antenna system performance is very much

dependent upon the resulting antenna radiation patterns. Until

recently, airborne antennas were located by simply choosing amongthose

locations allowed by the aerodynamacistwhich met the required

specifications and scale model measurementsthen were used to evaluate

the performance of the antennas in terms of its desired pattern. This

approach of airborne antenna design requires a lot of engineering time

and is also very expensive; furthermore, there are manyantennas mounted

on a single aircraft. Therefore, the need for an efficient analytic

solution to computeairborne antenna radiation patterns is quite

apparent. If these antennas can be located on the aircraft at the

design stage using an analytic solution, then one can expect better

performance in that more optimumlocations and necessary structural

changes can be anticipated. In addition, a future relocation or

addition of antennas on an aircraft within its useful lifetime can also

be easily accomplished through this approach. Oncean optimum region is

determined, the antenna can simply be flight tested to ascertain its

actual performance. Not only can these analytic solutions be used to

determine the best location, but they can, also, determine a more

optimum antenna design for a given application.



Since it is a study of general-type aircraft, the

aircraft is modelled in its most basic form. Previously the aircraft

fuselage was simulated by an ell.iptic cylinder and the rest of the

aircraft appendageswere modelled by finite flat plates [7,8,9].

However,the elliptic cylinder model could not predict the pattern close

to the nose or tail sectors, where the deviation from the physical

situation becomesvery prominent. In fact, the fuselage has a dominant

effect on the resulting radiation pattern of a flush-mounted airborne

antenna. In order to overcomethis deficiency, a composite prolate

spheroid model was introduced [10,11]. The significance of this

solution is that the spheroid model provides the proper polarization and

curvature effects as opposedto the cylinder which models only one

curvature. Note that the surface geometry dictates the polarization of

the radiated field [2]. However, the prolate spheroid representation of

the fuselage is not general enoughto satisfactorily approximate the

wide variety of aircraft. The inadequacy asociated with the prolate

spheroid results from its circular cross-section. It has been shownin

[8] that an elliptic cross-section is necessary to successfully simulate

the wide variety of aircraft fuselage shapes. Therefore, the composite

ellipsoid fuselage model used here becomesnecessary. The development

of the composite ellipsoid fuselage model should provide as much

generality as neededto simulate the wide variety of aircraft found in

practice.



In applying the UTDto antenna radiation problems involving curved

surfaces, a major task is to determine the geodesic paths on the curved

surface. An efficient numerical" technique to find the creeping wave

geodesic paths on an ellipsoid [13,14] and the computer simulation

technique of the whole aircraft structures are discussed in somedetail

in Chapter Ill.

Ra_d nn thrum t_rhn ,l_, ....._. ray ......,,M_= _v

determine the fields incident on the various scatterers. The fields

diffracted are found using the UTD solutions in terms of rays which are

summed with the geometrical optics terms. The rays from a given

scatterer tend to interact with the other structures causing various

higher-order terms. In this way one can trace out the various possible

combinations of rays that interact between scatterers. Thus, one need

only be concerned with the important structural scattering components

which have dominant effects on the radiation pattern calculation, and

neglect all other higher-order terms. The algorithms for the actual

calculation of various UTD terms are discussed in Chapter IV.

Using these algorithms, the Ellipsoid-Model Aircraft Code [15] has

been developed to compute and superimpose the various UTD terms for the

near or far field calculation. The validity of this analytic solution

is verified in terms of comparisons with measured data for the wide

variety of aircraft, The radiation pattern analysis is presented in

Chapter V.



Since UTDis essentially a high frequency solution, the source and

various scattering centers should be separated by at least a wavelength.

In terms of the ellipsoid structure its semi-minor axes should be at

least a wavelength in extent. In terms of the scattering from a plate

this meansthat each plate should have edges at least a wavelength long.

In addition, each antenna element should be at least a wavelength from

all edges. In somecases even this requirement can be relaxed. The

upper frequency limit is dependent on howwell the theoretical model

simulates the important details of the actual structure.

5



CHAPTERII

THEORETICALBACKGROUND

A. INTRODUCTION

The principal analytical tool employedin this report is the

uniform geometrical theory of diffraction (UTD). The UTDis basically a

uniform extension of Keller's geometrical theory of diffraction (GTD)

[1] but is valid within transition regions adjacent to shadowand

reflection boundaries. The radiation from sources on convex surfaces

and scattering from flat plates are analyzed using UTDin this

chapter. The surface parameters of an ellipsoid which is used to

simulate the aircraft fuselage are also introduced here. The curved

surface and plates are assumedto be perfectly conducting, and the

surrounding mediumof the structure is free space. An exp (jut) time

dependenceis assumedand suppressed throughout this chapter. One

is referred to references [16,34] for a more extensive treatment on the

theory and application of UTD.



B. RADIATIONFROMA CONVEXSURFACE

The development of a uniform GTD(UTD) solution is presented in

this section for the electromagnetic field radiated by an aperture in or

a short monopoleon a smoothperfectly conducting convex surface. For

an aperture in a convex surface it is convenient to define an

infinitesimal magnetic current momentdPm(Q') at any point Q' in the

aperture as

dPm(Q') : E(Q')xn'da' (2.1)

where

E(Q') is the electric field,

_' is the outward unit normal vector to the surface, and

da' is an incremental area at Q'.

The tangential electric field in the aperture is assumedto be known.

The dPm(Q') radiating in the presence of the perfectly conducting convex

surface, which nowcovers the aperture as well, constitutes the

equivalent source of the electric field dEm(P/Q') produced at any point

P exterior to the surface. The total radiated electric field Em(P) is

then found by integrating the incremental field dEm(P/Q') over the total

area A of the aperture. Thus, the radiated electric field is given by

Em(P) : ff dEm(P/Q') • (2.2)
A



Following the above development for the equivalent sources in the

aperture radiation problem one maysimilarly define an infinitesimal

electric current momentdPe(_') In dealing with the radiation by a

monopoleon a convex surface as

dPe(Q') : l(_')d_'n' , (2.3)

where

I(_') denotes the electric current distribution on the monopole
and is assumedto be be known, and

_' is the distance along its length measuredfrom the base at Q'.

It is also assumedthat the monopoleis a short thin wire whosetotal

length h is muchsmaller than the principal surface radii of curvatures

at Q'. The current momentdPe(_') radiating in the presence of the

perfectly conducting surface constitutes the equivalent source of the

electric field dEe(P/_' ) produced at P exterior to the surface. The

total radiated electric field Ee(P) then can be approximately

calculated from a knowledgeof only the field dEe(P/Q'), which is

produced by the dPe(Q') in the presence of the perfectly conducting
h

convex surface, by simply replacing dPe(Q') by fo dPe(_') c°s(k_'c°sel)
h

if P is in the lit region, or by fo dPe(_') if P is in the shadow

region. It is noted that the cosei inside the integral is defined by
A

cosB i = n' • s, where s is the radiation direction in the lit zone from

any point on the monopole, with 0 < 4' < h.



According to geometrical optics, the space surrounding the source

is divided into an illuminated and shadowregions by a plane tangent to

the surface at Q'. This plane is referred to as a shadowboundary. The

present formulation or ansatz of the uniform GTDsolution leads to

separate representations for the radiated field dEm(P/Q') in the shadow
e

and lit regions, respectively. However, these different representations

will be shownto match exactly in polarization, amplitude, and phase at

the shadowboundary.

1. ShadowRegion

According to the generalized Fermat's principle, a ray emanating

from a source, which is located on the surface, follows a geodesic path

on the surface and continually sheds energy into the shadowregion.

Sucha creeping wavemechanismis illustrated in Figure 2.1(a), from

which it can be seen that a surface ray traverses from the source point

at Q', follows a geodesic path _-rQto the diffraction point Q and then

propagates along the geodesic tangent at Q toward the observation point

P which is located in the shadowregion of the curved surface. As
s

shown in Figures 2.1(b) and (c), n' is the unit surface normal vector,

t' is the unit tangent vector of the geodesic path and the binormal

unit vector is given by b' _ t' x n' at the source point Q'. Similar

unit vectors are introduced along the geodesic path. Thus at the

diffraction point Q, n is the unit surface normal vector, t is the unit



(a).

L_ LENGTH OFARC Q'Q'Q • t

/-m......._ ! OISTANCE }QPII • $

/, __'-_"_ Cl LIrNGTH OF ARC Q'Q'" t°

Q _ _ _ "-_'od PI _._ AXIAL

o oo,,,.-,o,,o,

Perspective view of a surface diffracted ray tube (enlarged view).

A A A

,, txn=b

,o

(b). Top view of diffracted ray (c).

tube indicating the

divergence of the rays and
the unit binormal vectors

at Q' and Q.

Side view of surface

diffracted ray tube and
the unit normal and

tangent vectors at Q'

and Q.

Figure 2.1. Surface diffracted ray tube and ray coordinates for the

shadow region.

10



tangent vector of the geodesic and the binormal unit vector is given by

b=txn. The following solution is valid for torsional geodesic paths,

where b' _I).

The incremental field dEm at Ps can be expressed in terms of the
e

field at a reference point Po by [2]

J dd

PlP2

dEm(Ps)e ~ dEm (P°)e (Pl+So)d (pd+so)

-jks

e o + O[m -2, m-3]

(2.4)

where p_ and p_ are the principal radii of curvatures of the wavefront

and O[m-2, m"3, ....] are the higher order terms.

It is seen that if the reference point P is moved to the curved
o

surface diffraction point Q, then p ÷ O, P2 ÷ Pc' and so ÷ s. Note

that Pc is the surface diffracted ray caustic distance which can be

found via differential geometry [17]. Since dEm(Ps) is independent of

e
the reference point Po' such that

Po _Q e e

d
Pl+O

(2.s)

then,

11



I Pc -jksdEm(P s) ~ [m(Q',Q) S(pc+S ) e . (2.6)
e e

Furthermore, - --'Lm(Q',Q)can be related to the source strength dPm at Q'
e e

by

[m (Q',Q) = dPm(Q')'_m(Q',Q) (2.7)

e • e

where Tm(Q',Q) is given by [2]

e

-jk

Tm(Q',Q) =4T'_ tb'nTl(Q')H + t'bT2(Q')S + b'bT3(Q')S + t'nT4(Q')Hl

J d_o I-- --]I16e'jkt dn(Q-----_! p.(Q') !

I_ _ _I
(2.B)

Te(Q' ,Q) -

-jkZo

41, In'nT5(Q')H + n'bT6(Q')S]

e'jkt I d$O ! Pg(Q)-II/6

I_ g _1

(2.g)

12



The quantities TI(Q'), ........ , T6(Q') are the torsion factors at Q'

and are given in Table 2.1. It is noted that the effect of torsion is

confined to the source location and depends on the direction of the

surface ray with respect to the principal directions of the surface at

the source point. In other words, it does not dependon the surface ray

path awayfrom the source. The uniform Fock functions are expressed as

H = g({) (2.10)

and
-j

S - m(Q') _(_) (2.11)

with

1 exp(-j_)

g(_) = _ i® dT W_(T) (2.12)
-exp(-j2x/3)

and

exp (-j T_) (2.13)
= f®

-exp(-j2x/3) w_(_)

which are known as the acoustic hard and soft Fock functions,

respectively. The Fock type Airy function is given by

13
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w2(T) : /_ f dt.exp (Tt-t3/3)
-exp (j2_/3)

(2.14)

!

and w2(T ) is the derivative of w2(T) with respect to T.

parameter _ for the shadow region is given by [2]

The Fock

Q m(t')

: f dr'
Q, pg(t')

(2.15)

with

I/3

(2.16)

Here pg(_') is the surface radius of curvature along the ray path at t'.

The wavenumber (k) is taken to be that of free space. The width of the

surface ray tube at Q,dn(Q), is given by

dn(Q) : Pcd_' . (2.17)

Note the parameters Zo and t are defined as the free space wave impedance

and geodesic arc length from Q' to Q, respectively.
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CombiningEquations (2.6) - (2.17), the n and b directed components

of dEm(Ps)are given by
e

(a) dPm(Q') case:

-jR
dEn(Ps ) = 4-_--(dFm.b')He'jkt

e-J ks + 0[m-2]

-1/6

!-i / /g(Q')-I d,o 1

fn_ _,I, el^ .I.e_

IZg,_,I_ v"" v_'_'°'
(2.18)

and

-jk Pg(Q ) !

dEb(Ps ) =T_-_ [(dPm'b')ToS+(dPm't')S] e-jkt I p-_i" I

-1/6

j d¢o / 1 -jks -3]d-T S(pc+S ) e + 0[m"2, m (2.19)

(b) dPe(Q') case:

-jkZo

dE_(Ps) =TdPe(Q')He'jRt J 1s(pc+s)

e-J ks + 0[m'23 (2.20)

16



and

-jkZ 0
dEb(Ps) -- 4x dPe(Q')ToSe-jkt

e-Jks + O[m-2]

d-';-- S(pc+S)

(2.21)

where TO = T(Q')pg(Q') with T(Q') being the surface torsion at the

source location (refer to Table 2.1). The ray divergence factor

v_ is used to describe the amount of separation between adjacent

geodesic paths as surface rays propagate around the surface as shown in

Figure 2.1(b), in which deo and de are the angles subtended by the

surface ray tube at the launching Q' and diffraction Q points,

respectively.

2. Lit Region

In the lit region, the radiated energy propagates directly from the

source Q' to the field point PL along the incident ray of geometrical

optics as shown in Figure 2.2(a). For convenience, a ray-fixed

coordinate system is used to describe the polarization properties. The

unit vector s is in the direction from Q' to P, and n' is again the unit

surface normal vector at Q'. The incident plane is defined as the plane

contai_ling the unit vectors s and n'. The unit tangent vector t' is the

projection of the unit vector s in the tangent plane such that

 ,cosei + t_sine i. The tangent plane is defined as the plane

17
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18



At

tangent to the curved surface at Q'. Hence, t£ is tangent to the

curved surface at Q'. The binormal unit vector at Q' is defined by

b£ = t£ x '. The unit vector n is in the incident plane, perpendicular
A

to s and directed outward from the curved surface. The binormal unit

A

vector at PL is given by b = s x n.

In the ray optical approximation, the field dEm(P L) at the field

e

point PL may be expressed by

j i i
Pl P2 -jk_ 0 O[m_2,m_3]

dEm(PL) " dEm(Po) i ,,, i+~ e +
e e (Pl+So)(P2 so) (2.22)

Since Q' is the only caustic of the incident rays, the principal radii

of curvature p_ and p_ associated with the incident wavefront at Po are

i
identical, i.e., p_ : p_ = p . Furthermore, dEm(PL)is independent of

Po ~ ethe reference point . If Po is chosen to be at Q', it follows that

lim pidEm(Po) = Lm

e e

Po÷Q I

i
p ÷0

_o ÷ s (2.23)

should exist.
-£

Thus, Lm can be related to dPm(Q') by [2]
e e

19



"9. d_m(Q, ) :9.Lm = , Tm
e e e

(2.24)

Equations (2.22) - (2.24) are, then, combined to yield

dEm(P L) ~ dPm(Q' ) • Tm

e e e

e-jks

+ O[m_ 2, m_3,...] (2.25)

where

: _ [b_nA + t_bB + b_bC + t_nD]m 4_ (2.26)

and

=_ -JkZo
Te - 4_ [n'nM + n'bN]

(2.27)

where A, B, C, D, M, and N are defined in Table 2.2.

A

is decoupled into n and b components as follows:

(a) dPm(Q' ) case:

Note that dEm(PL)

e

-jk
dEn(PL) :4"_-x [(dPm'b')(H_+To2Fc°sOi) + (dPm't')To Fc°sOi ]

-jks
e

s + O[m_2] (2.28)

and

20



TABLE2.2

FORLIT REGION

LOT O_ °SmCA81[

& li ¢ •

i

ws't;_.,*e' sj-To'F,'te D T,F Tor,,.ei

tJ0_eoP_.t ow dj i ¢J8t

R u % F

J|oNJee0_ I

..,[.'.,'F,.,,'].,--,oF,,o,,,o.-_,....,

dE_(PL) : -jk + ._,)(S__ T2Fcos2ei) ]4T [(dPm'b')ToF (dPm

-jks
e

--+ O[m_2, m_ 3] (2.29)

(b) dPe(Q' ) case:

-jkZo . .
dEe(PL) =_dPe(Q')sinO1[H _ + T2Fcose I]

-jks
e

-- ÷o[m;2]

(2.30)

21



and

-jkZ o
dE_(PL) - dPe(Q' )sin OiToF

e-jks

s * O[m;2 ] (2.31)

The functions H_ and S_ are defined by

-j_3/3

H_= g(E_) e

and

.j _j 3/3

S_ - m¢(Q') _(E_) e

(2.32)

(2.33)

in which the hard and soft Fock function g and _ have been defined

previously in (2.12) and (2.13), respectively.

for the lit region is given by

where

_ = -m_(Q')cosO i

m(Q')

The Fock parameter _¢

(2.34)

m_(Q') = 2 2ei z/3 . (2.35)
(l+ToCOS )

Here the angle ei is defined by n'.s = cosO i as shown in Figure 2.2.

SI, _ H¢cos ei

I+T_c°s2ei (2.36)

Also,

F

as defined in Table 2.2. The other parameters are the same as before.
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3. Pattern Factor

The solutions for short magnetic or electric dipoles have been

given in Sections 1 and 2. Oneapproach to analyze an extended aperture

or linear antenna problem is to integrate the above solutions over the

source distribution as discussed previously. This is an application of

the superposition theorem, and one approximates the source distribution

by an array of short magnetic (or electric) dipoles on the conducting

surface. This is an accurate solution, however, it is rather tedious.

A moreefficient approach has been introduced in reference [18]. It is

assumedthat the dominant waveguidemodeexists across the aperture

(i.e., a cosine distribution along the B dimension and uniform along the

A dimension). The slot can be axially oriented or circumferentially

oriented as shownin Figure 2.3. Notice that any slot with arbitrary

orientation can be resolved into these two orthogonal components.

For the monopolecase, a sinusoidal distribution with unit amplitude is

assumedfor the current density over the monopoleof length L. This
m

approach is to modify dPm(Q') such that
e

(a) in the shadow region:

I-- kB ,, ",)_--I I-- kA ,, ,, !
ICOS[F (P .t

Fro= Pm_--I KB-., ), i i 2Pm'b'm 1"IT (Pm't) _ _I
(2.37)
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A

(a) (b)

Figure 2.3. A conducting cylinder upon which (a) an axial slot or
(b) a circumferential slot is mounted.

and

Pe : n'[1-cos(kL)]
(2.38)

(b) in the lit region:

and

Pm = Pm 2B l-c°s (_'_sin0i(_m'_'-- kB :)--I I-'si

cos (kLn'-;)-cos (kL)

2
1-(n'.s)

n sin0i(Pm.b')} i

kA 0i_-_in C_m'6')
I

I
(2.3g)

(2.40)
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Here, P : unit vector in the direction of magnetic current moment,m

A,B are dimensions of the slot, and L is the length of the monopole. It

is noted that L is not to exceed a quarter wavelength for the solutions

to be valid.

C. SCATTERINGFROMFLATPLATES

1. Diffraction by a Wedge

The Uniform Geometrical Theory of Diffraction (UTD)developed by

Kouyoumjianand Pathak [3,4] is sufficiently general to handle the

three dimensional wedgestructures. The UTDwedgediffraction

formulations are based on the fundamental Geometrical Theory of

Diffraction (GTD)which was originally developed by Keller and his

associates at the Courant Institute of Mathematical Sciences [1]. The

GTDis a ray optical technique and, therefore, it allows one to gain

substantial physical insight into the significan_ physical mechanisms

involved in the scattering of flat plates. Accordingly, one is able to

determine the dominant diffraction mechanismsfor a given geometry.

The field radiated from a source at 0 and observed at P in the

presence of a perfectly conducting wedge is shown in Figure 2.4. It is

assumed that the source and observation points are sufficiently removed

from the wedge surface so that the contributions from the surface ray

25
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field can be neglected. Applying the generalized Fermat's principle,

the distance along the ray path l_is a minimumwhich in terms of edge
_A

diffraction this leads to s'-e = s.e.

Kouyoumjian and Pathak have shown that the diffracted fields can be

written in a compact way if these fields are written in terms of an

edge-fixed coordinate system [19,20]. This coordinate system is

centered at the diffraction point QE' and this point is unique for a

given source and observation points. The incident ray diffracts as a
I

cone of rays such that Bo = Bo. The orthogonal unit vectors associated
AI A

with the edge-fixed coordinate system are defined as Bo = ¢, x s' and

Bo = ¢ x s, where s' is the unit vector in the direction of incidence,

and s is the unit vector in the direction of diffraction.

The diffracted field Ed can be asymptotically expressed by [3]

Ed(s) ~ Ei(QE) • D(s,s')A(s)e "jks (2.41)

in which D(s,s ') is the dyadic edge-diffraction coefficient as given by

B= o,- ;' ;o, (2.42)

The diffraction fields can also be written in a matrix form as

m

E (s)

E_(s)

-Ds

0

0

i

I EI(QE) I

I_ _I

A(s)e-jks (2.43)
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Expressions for the scalar diffraction coefficients which are valid at

all points awayfrom the edge (again excluding ¢' = 0 or nx) are [3]

Ds,h(L,¢,¢',B o) :

.e-J_14

2n4_2"_1TsinB°

D

.x+B-
I cot L_)F(kLa+(B-))

I_

C_)FCkLa'(
I-- _÷B ÷"

+ ÷ ('T_-]F (kLa+(B+) )

I_

+ cot (T)F(kLa'(B +)

(2.44)

where the minus (-) sign applies to Ds and the plus (+) sign for Dh.

Note that Ds is referred to as the soft scalar diffraction coefficient

for the acoustically soft (Dirichlet) boundary condition at the surface

of the wedge, i.e.,

( [:1 ) : 0 • (2.45)
I Wedge

Dh is referred to as the hard scalar diffraction coefficient for the

acoustically hard (Neumann) boundary condition at the surface of the

wedge, i.e,,

(_-_J ) =0
Wedge

(2.46)
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wherethe a/an is the derivative along the normal direction to the

boundary surface. The angle parameter B is given by

B$ : ¢ $ ¢' (2.47)

and

÷ 2_nN±-B -+)a-(B -+) = 2cos 2 ( 2 (2.48)

where N± are the integers which most nearly satisfy the following

equations:

2xnN+ B-+ (2.49)

and

2_nN- - B± : -_ (2.50)

Note that the B- terms are associated with the incident field and the

B+ terms are associated with the reflected field as shown in Table 2.3.

The wedge angle number (n) is given by

WA

n : 2 -_-- , (2.51)

where WA is the wedge angle in radians. The wedge transition function

which is basically a Fresnel integral is given by
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TABLE 2.3

COTANGENT FUNCTIONS FOR THE DYADIC DIFFRACTION COEFFICIENT

The cotangent is singular when value of N at the boundary

/.+($-@')) ¢-¢'-z,aSBco, T" N"=osurface ¢ = 0 is shadowed

cot( x-(C- @')I_ /
¢ = @'+Tt, a SB

surface @ = ax is shadowed
N-tO

/ it +(¢ + aY)'_ ._ = (2n- I)x-¢'. a RB

cot _ 2a ) reflection from surface ¢ = n x N" = t

_-(*-+$)I ¢==-,.aRBcot 2n / reflection from surface @ = 0 N- = 0

oo

F(x) = 2jvrx eJx V_x e'jT2 dT (2.52)

The magnitude and phase of this transition function F(x) are shown in

Figure 2.5.

When x is small, F(x) is given by

F(x) ~ [_- 2xeJ_/4 - 2/3 x2 e"j_/4] eJ( X/4 + x) (2.53)

and when x is large, F(x) is given by

j 3 1 15 1 75 1

F(x) ~ I +2-xx'_'J 8 x3 + 16 x_ (2.54)
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When0.3 < x < 5.5, i.e., in between those regions, a linear

interpolation scheme is used such that

• (x.xi)

F(x) = F(xi) + [F(Xi+l) - F(xi) ) (Xi+l.Xi) (2.55)

F(xi+I)-F(x i)

where the F(x_), i_ _ and x= can be tabulated. These
, _^i+l-XiJ ,

solutions can be used to conveniently compute the transition function.

The L is a distance parameter, which is dependent on the type of

illumination, and is given by

D

s sin2 Bo

SS i

S+S I

ss' sin2Bo

S+S I

for plane wave incidence

for cylindrical wave incidence, and

for conical and spherical wave incidence.

(2.56)

The spreading factor A(s), which accounts for the spreading of the power

along the diffracted ray, is given by

A(s) =

1
/'E

$is(s+s')

plane, cylindrical and concical wave

incidence, and

spherical wave incidence .

(2.57)
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2. Diffraction by a Corner

A corner is formed by the intersection of a pair of finite straight

edges. Figure 2.6 showsthe corner diffraction geometry. The

diffraction of energy from these edges is based on diffraction from an

infinite straight edge. To compensatefor the finiteness of the edges,

a diffraction coefficient associated with the corners of the plate

is needed. An empirical corner diffraction solution proposed by

Burnside and Pathak [21] is based on the asymptotic evaluation of the

radiation integral which employs the equivalent edge currents [6,31]

that would exist in the absenceof the corners. The corner diffraction

term is then found by appropriately (but at present empirically)

modifying the asymptotic result for the radiation integral which is

characterized by a saddle point near an endpoint [28]. Even though

this corner diffraction coefficient is still in its development stages,

it has been shownto be very successful in predicting the fields

diffracted by a corner for a numberof plate structures. For this

reason, it is discussed here and has been used to obtain some

interesting results.

The corner diffracted fields associated with one corner and one

edge in the near field with spherical wave incidence are given by [21]

J sinBc sin Boc e-jks
F[kLca(X+Boc'Bc)] 4xs(cosBoc-COSBc)

(2.S8)
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Figure 2.6. Geometry for corner diffraction problem.

where

___ I_ _ i_ _l
e-JXl4 (2.59)

and
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F { La(B')IX IkLca(i+Boc-Bc )}

:l:

FCkLa(S+))

B4-

cosCT)

La( _+)Ix --I

F { kLca(_+Soc'Bc)} I (

(2.60)

The angle parameters Bc and Boc are shown in Figure 2.6. The function

F(x) was defined in the previous section, and

a(s)= 2cos2(B12)

÷
B-=¢±¢'

S mS" ScS

L = (s' + s") sin2Bo and Lc = s-_

(z.6z)

for spherical wave incidence. The function Cs,h(Q) is a modified

version of the ordinary edge diffraction coefficient for the half-plane

case (n=2). The modification factor, which is given by

(2.62)
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is a heuristic function that ensures that the diffraction coefficient

will not change sign abruptly when it passes through the shadow

boundaries of the edge, i.e., the corner diffracted field will ensure

the continuity of the fields as the edge diffracted field shadow

boundary is crossed• There is also a corner diffraction term associated

with the other edge forming the corner and is found in a similar manner.

D. ELLIPSOID SURFACE PARAMETERS

In applying UTD to electromagnetic diffraction problems, some

elementary knowledge of differential geometry of surfaces is necessary.

The fuselage of an aircraft is modeled as a composite ellipsoid in order

to better approximate general fuselage shapes. Using the ellipsoid

geometry shown in Figure 2.7, the surface is defined by

or,

A

R(e,¢) : R(0,¢)sin0cosCx + R(e,¢)sinesincy + R(e,¢)cosOz

÷ x cosVesinVrY sinVezR(Ve,V r) -- a cosVecosV r +b +c

(2.63)

(2.64)

with

cote

tan Ve = 1 c°s2¢ sin2#

c +

and
asin¢

tan Vr - bcos¢ • (2•65)
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Figure 2.7. Geometry of an ellipsoid.
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The Vr and Ve parameters are introduced because of their convenience in

analyzing elliptic geometries.

Considering a ray which propagates along a geodesic path _ on the

A

ellipsoid surface as shown in Figure 2.8, the three unit vectors t, n,

and b are, as defined earlier, the geodesic tangent, outward surface

normal, and binormal at any point along'the geodesic path. The outward

surface unit normal (n) is obtained from

÷ ÷

RV x RVe
A r

n= i_Vr x ;Vel (2.66)

where
÷

÷ _R

Rv : B-_'-: -a sinVecOSVrX - b sinVesinVrY + c cosVez
e e

(2.67)

and

÷

÷ _R ,, ,,
RV = _ = -a cosVesinV r x + b cosVecosV r y

r
(2.68)

Then,

bc cos2Ve cosYr x + ac cos2Ve sinV r y + ab cosYe sinV e

n = [b2c2 cos4Ve cos2Vr + aZcZ cos4Ve sinZVr + aZbZ cosZVe sinZVell/z

cosY e cosY r . cosYe sinV r A sinVe .

a x + b y +--_z

A (2.69)
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Figure 2.8. Geodesic path on an ellipsoid.
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where
a_

I c°SVe c°sVr 2 c°sVe sl nVr 2 si nVe 21

mA

A __A!_( a ') + ( b ) + (--'_J _l
1/2

(2.70)

The normal curvatures Kn on the surface are evaluated by introducing the

first and second fundamental forms of differential geometry [17] such

that

L dV2r + 2M dVrdV e + NdVe2

Kn = dV_ + GdV_ (2.71)E 2F dVrdV e +

;v ;v •
VrVr , M = rVe • , N = eVe

-I_ 4- 4- -Iv ÷ -I,

E = Rv • RV , F = RV • RV , G = RV • Rv
r r r e e e

(2.72)

A

and N = -n. It can be shown that

÷

RV V
e e

A M

= -a cosYe cosYr x - b cosYe sinV r y - c slnVe z

and

A A

RVeVr = a sinVe sinV r x - b sinVe cosY r y (2.73)

RV V
r r

M A

= -a cosYe cosYr x - b cosVe sinV r y
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After some algebraic manipulation, one obtains

cos2Ve

L - A

M=O

1

N=

E = a2cos2V e sin2V r + b2cos2Ve cos2Vr

F = (a2 - b2) sin2V e sin2Vr

G = a2sin2V e cos2Vr + b2sin2Ve sin2Vr + c2cos2Ve

(2.74)

A pair of orthogonal directions exists for which curvature, K,

assumes maximum and minimum values, i.e., principal directions

represented by two unit vectors T1 and T2. The two extreme values of K

corresponding to the above directions are called principal curvatures

denoted by KI and K2 [26]. The mean curvature is given by

K1 + K2 EN - 2MF + LG

KM = 2 - 2(EG - Fz)

and the Gaussian curvature is

LN - M2

KG = K1 K2 = EG - Fz

(2.75)
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Thus, the principal curvatures K1 and K2 are given by

K1,2 = KM -+ IK2 - KG (2.76)

The two principal directions (_I" 32) are given by

and

=- 1 RVrTI
Y1 I_

A

32

m

I ÷I IY2I_

(2.77)

where

L - KIE M - K2F

a = K1F . M , B = K2 E . L

(2.78)

YI (E + 2:F + 2G)I/2 B2E I/2: , and Y2 = ( + 2BF + G) .

However, it is noticed that K1 ~ L/E and K2 ~ N/G within the significant

energy region for most practical cases. That indicates approximate

values of the two principal curvatures, K1 ~ L/E and K2 ~ N/G are good

enough to be used for the geodesics on the ellipsoid surface for our

radiation consideration. Thus, one obtains
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and

L c°s2Ve

K1 - _ = A[a2cos2Vesin2Vr + b2cos2Vecos2VrI

= (A[a2sin2Vr + b2cos2Vr])"I

N I
K2 - ,=

A[a2sin2Ve cos2Vr + b2sin2Ve sin2Vr + c2cos2Ve I

(2.79)

(2.80)

It islnoticed thatlthe principal radii of curvature are by ^

R1 =_Tand R2 =_'_. If B' denotes the angle between t and T1, then
A

= T1COSB' + _2 sinB'. From Euler's theorem, the normal curvature

along the geodesic path is specified by

2 , K2sin2B,Kg : KlCOS B +

1

with the radius of curvature, pg, being_'_g .

introduced in Section (B) is given by

(2.81)

The torsion term (To)

TO =T • pg (2.82)

where the surface torsion is given by

sin2B '

T = 2 (K2 " KI)

with K1 and K2 being defined in Equations (2.79) and (2.80).

(2.83)
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CHAPTERIII

FUSELAGESIMULATIONTECHNIQUE

A. INTRODUCTION

For airborne antennas mountedon the fuselage of an aircraft, the

fuselage has been previously modeledas an elliptic cylinder [7,8,9] or

a prolate spheroid [10,11]. However,the elliptic cylinder model could

not predict the pattern close to the nose or tail sectors, where the

deviation from the physical situation becomesvery prominent, and the

prolate spheroid model is not general enoughto satisfactorily

approximate the wide variety of aircraft cross sectional shapes. The

inadequacy associated with the prolate spheroid results from its

circular cross-section. It has beenshownin reference [8] that an

elliptic cross-section is necessary to successfully simulate the wide

variety of aircraft fuselage shapes. In addition, the dominant

structural effect in the elevation plane pattern is the profile of the

aircraft fuselage. Note that the UTDsolution in the lit region does
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not dependon the surface parameters in that it is assumedthe source is

mountedon an infinite ground plane tangent to the surface at the source

point. Onthe other hand, the transition and deep-shadowregion

solutions are modified due to their dependenceupon the surface

parameters. Therefore, the composite ellipsoid fuselage model becomes

necessary and will be discussed in detail in Section III-B. In fact,

the fuselage has a dominant effect on the resulting radiation pattern of

a flush-mounted airborne antenna.

In applying the UTDto antenna radiation problems involving curved

surfaces, a major task is to determine the geodesic paths on the curved

surface. Amongthe solutions for obtaining the goedesic paths of the

three models, i.e., the cylindrical, prolate spheroidal and ellipsoidal

models, the ellipsoid case is the most involved and complex one. This

is to be expected becausethe equation describing an ellipsoid can

degenerate into that of a cylinder of a prolate spheroid by using

appropriate simplifications.

According to the generalized Fermat's principle, a ray emanating

from a source, which is located on the surface, follows a geodesic path

on the surface and continually sheds energy into the shadowregion. As

the energy flows around the surface, it is continuously diffracted along

the geodesic tangent toward the field point such that the significant

effect of the surface is associated with a region around the source. In

fact, for an ellipsoid, the significant portion of the surface, which is

associated with the dominant energy, maylook as shownin Figure 3.1.
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Figure 3.1. The region of significant energy flow from an antenna
mounted on an ellipsoid.
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Note that this region can be specified by following the various

geodesic paths until the radiation level along a given path becomes

insignificant, i.e., more than 40 dB below the source magnitude. With

this in mind, it is clear that one could represent the ellipsoid by a

structure which simulates the elliptic cross-section completely;

however, the profile could be approximated by a simpler shape since the

significant energy region does not cover a large portion of the profile

shape. An elliptic cone model is employed here to simulate the

ellipsoid which in turn can be used to model a fuselage. This elliptic

cone model is illustrated in Figure 3.2(a) for a source located near one

end of the ellipsoid. Note that if the source is placed at the

mid-section of the ellipsoid, the elliptic cone actually becomes a right

elliptic cylinder.

Since the elliptic cone is a developed surface, one can unfold the

elliptic cone such that a planar structure results. Then the

geodesics associated with the elliptic cone are straight lines on this

planar structure. In order to allow for a geodesic solution between the

simplicity of the elliptic cone and the rigor of the ellipsoid, one can

perturb the elliptic cone by bending it along its generator as

illustrated in Figure 3.2(b). In that a perturbation technique is

employed, the geodesic paths for the elliptic cone are simply modified

such that the solution for the ellipsoid is basically straight-forward.

It is obvious that one cannot use this perturbation technique if
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(a) Elliptic cone simulation.
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ANTENNA ELLIPSOID

(b) Elliptic cone perturbation model.

Figure 3.2. Elliptic cone perturbation.
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significant energy propagates far away from the source. However, as

mentioned previously, the energy which propagates great distances along

the ellipsoid surface becomes insignificant in magnitude such that one

need not solve for the true geodesic paths outside the significant

region shown in Figure 3.2(b). The simplicity of these perturbed

geodesic paths allows one to very efficiently determine the significant

ray paths on the ellipsoid. Thus, the efficient numerical technique,

which uses an elliptic cylinder and elliptic cone perturbation method to

find the creeping wave geodesic paths on an ellipsoid [13,14,22,23],

will be discussed and verified by comparing it with the exact solution

in Section III-C.

It is obvious that if one wishes to simulate an aircraft, one must

allow vertical or horizontal stabilizers, etc. to attach to the

fuselage. The algorithm to find the curved junction edge resulting from

attaching these plates to the ellipsoid is discussed in Section III-D.

B. COMPOSITE ELLIPSOID MODEL

The composite ellipsoid is used to model the general aircraft

fuselage in this study. The composite ellipspoid is constructed from

two ellipsoid sections positioned back to back and connected together

such that its surface is continuous and smooth at the cross-section of

the source location as shown in Figure 3.3. The composite ellipsoid

semi-major/minor axes are defined by ao, bo, co and do as shown in

Figure 3.3(a) and the source location is defined by zs and Cs- It is

49



(a) Compositeellipsoid model.

LEFT ELLIPSOID

-- c_

I

!

ZSh

SOURCE

_'t RIGHT ELLIPSOIDe

bScf ,-

(b) Composite ellipsoid geometry.

Figure 3.3. Composite ellipsoid.
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assumedhere that both the right and left ellipsoid coordinate systems

are coincident. Then, the right side ellipsoid semi-major/minor axes

and the source location are defined as

(af,bf,cf,Ves,Vrs) = (ao,bo,Co,Ves,Vrs)

where

(3.1)

z___s ao sines
Ves : sin-1 Co and Vrs = bo cos¢ s . (3.2)

Now, one needs to define the parameters for the left side ellipsoid in

order to complete the composition. Since the surface of the composite

ellipsoid is continuous and smooth at the connection junction, the

geodesic tangents of both the right and left ellipsoids should be

continuous at the source location. For simplicity, let us consider the

connection in the the x-z plane first. Thus,

_,,I I I I I

i_e(af,bf,cf,Ves) = te(af,bf,cf,Ves) (3.3)

with

and

te(af,bf,cf,Ves) :

A A

-x af sinVes + z cf cosVes

2 1/2 (3.4)
[a_ sin2Ves + cf cos2Ves ]
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A | I _ I I_, i , , i -X af sinVes + Cf cosVes

te(af'bf'cf'Ves) = [a_2 2 ' '2 2 ' i/2sin Ves + cf cos Ves ]

From Equations (3.3) - (3.5) one obtains

(3.s)

!

af af ,

--tan V__ =--rtan V
cf _ cf es

t_ o.6)

with

!

cf = do + Zsh (3.7)

where Zsh is the distance between the right and left ellipsoid

coordinate origins as shown in Figure 3.3(b). Since the rim of the

elliptic cross section at the source location is common to both the

right and left ellipsoids, one can obtain the following relationships;

I I

as : af cosVes = af cosVes (3.8)

and

I I

bs --bf cosVes = bf cosVes . (3.9)
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FromFigure 3.3(b), one also finds that

! !

cf sinVes = zs - Zsh .

Now, from Equations (3.7) and (3.10) one obtains

(3.10)

I I

Zsh(sinVes + I) = zs - do sinVes , (3.11)

i.e.,

!

zs - do sinVes

Zsh = 1 + sinV' " (3.12)
es

After manipulation of Equations (3.3) - (3.12), the parameters needed to

define the left ellipsoid are given by

J-l- co cos Ves _-1-I

Ves " sin-1 l_j-tanves(dO + Zs)+ 1--I I
, (3.13)

, ao cos Yes

af - cos V' ' (3.14)
es

, bo cos Ves

bf - cos V' ' (3.15)
es

!

and cf was already given in Equation (3.7).
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The smoothnessthrough the whole elliptic rim at the connecting

junction can be easily checked by applying Equations (3.6), (3.7),

(3.14) and (3.15) to the x, y, and z componentsof te and n, which will

be given in Equations (3.24) and (3.26), respectively, for an arbitrary

value of Vr. It is also noted that the two surfaces join together at

the source location so creeping wavesthat propagate to the right side

from the source will follow the geodesics on the right ellipsoid surface

and those that propagate to the left side from the source will follow

the geodesics on the left ellipsoid surface.

C. NUMERICALTECHNIQUESFORTHEGEODESICCALCULATIONOFANELLIPSOID

It is seen that, for an antennamountedon an ellipsoid, the

geodesic paths associated with the UTDsolution in the shadowregion are

extremely complex. An elaborate methodemploying calculus of variations

to calculate the geodesic paths, which is very inefficient, is presented

in Appendix A. An efficient numerical approach is examined in this

section with the ellipsoid simulated by an elliptic cone or elliptic

cylinder model. Since the elliptic cone and elliptic cylinder are

developed surfaces, geodesics are efficiently obtained.
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I. Surface Geodesics

The geodesics on the elliptic cylinder, elliptic cone and ellipsoid

are presented in this section.

(a) Elliptic Cylinder Case:

The elliptic cylinder geometry used for this study is shown in

Figure 3.4(a). Since the elliptic cylinder is a developed surface, the

geodesic path Q-rQis a straight line on the unfolded planar surface as

shown in Figure 3.4(b). Thus, the geodesic unit tangent t is given by

^

= Vr cosy + z siny (3.16)

where

x(-a sinV r) + yb cosY r

Vr = (a2sin2Vr + b2cos2Vr )I/2 " (3.17)

M

It is noticed that Vr and z are the two principal directions on the

elliptic cylinder surface. For a given geodesic'_, one can see that y

is a constant along the geodesic path.
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(e) TRUE ELLIPTIC CYLINDER

T-- Z

_-_\_
Vr k._

(b) UNFOLDED PLANAR SURFACE

Figure 3.4. Geodesic path on a developed elliptic cylinder.
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(b) Elliptic Cone Case:

Consider a ray which propagates along a geodesic path l_Fr_on the

elliptic cone surface as shown in Figure 3.5(a). It is a straight

line on the unfolded planar surface as shown in Figure 3.5(b). It is

A

noticed that te and tI are the two principal directions on the surface.

The goedesic unit tangent t is, then, represented by

= tl cosB + te sinB (3.18)

where

= -xe sina + z cosae (3.19)

A

xa, cosY r + yb' sinVr

Xe /a,2cos2Vr + b'sin2Vr
(3.20)

and a is the half cone angle as shown in Figure 3.5(a). Note that B

the angle between tl and the geodesic unit tangent t and is nodenotes

longer a constant along the geodesic path _FrQ.

(c) Ellipsoid Case:

Recall that the ellipsoid surface is defined by

R(Ve,Vr) : a cosVe cosVrx + b cosVe sinVr_ + c sinVez (3.21)

with
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Geodesic path on a developed elliptic cone.
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tan Ve =

cot e

i_si n2 _ cos2f_ j 1/2
c I_ b2 + a 2 _1

(3.22)

and

a sine

tan Vr - b cost (3.23)

As shown in Figures 3.6(a) and (b), the unit vectors in the principal

directions can be represented by

_R

BVe

te = =

e

-xa sinVe cosVr - b sinVe sinV r + zc cosVe

[a2sin2VeCOS2Vr+b2si n2VeSi n2Vr+C2COS2V eI1/2

(3.24)

and

= X n
e

-xa sinVr(b2sin2Ve + c2cos2Ve ) + yb cosVr(a2sin2Ve + c2cos2Ve )

[a2b2sin2Ve+C2COS2Ve(a2sin2Vr+b2cos2Vr)] 1/z

+ zc(b2-a 2) sinVr cosY r sinVe cosY e

[c2cos2Ve+Si n2Ve(aZcos2Vr+b2si n2Vr )]I/2 (3.25)
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d
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(a) Geodesic path on an ellipsoid.

C Z

_= _o z COS 2 Vr + b2 sin z Vr

(b) Elliptic profile.

Figure 3.6. Definition of the unit vectors on an ellipsoid.
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with

and

A

n -

tr x te

It r x tel

A

xbc cosYe cosY r + yac cosVe sinV r + zab sinVe

[a2b2sin2Ve + c2cos2Ve(a2sin2Vr + b2cos2Vr)lI/2

(3.26)

_R
m

BVr -xa cosVe sinV r + yb cosV e cosV r
z

£r - _ [a2cos2V e sin2Vr + b2cos2Ve cos2Vr]I/2 . (3.27)

If B denotes the angle between tl and the geodesic unit tangent t, then

is represented by

= tl cosB + te sinB (3.28)

which is identical to the form used for the elliptic cylinder and

elliptic cone geodesics. This suggests that one might be able to

develop a perturbation solution which gives a simplified form for B on

an ellipsoid using the elliptic cylinder or elliptic cone expressions

for B.
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2. Elliptic Cylinder Perturbation

In order to solve for the geodesics on an ellipsoid, the elliptic

cylinder perturbation technique is used when the source is located at or

near es = 90°. Recalling that y is a constant along a given geodesic

path on an elliptic cylinder, one obtains a geodesic equation which is

given by

S e

tan y = _rr " (3.29)

The elliptic cross-section in the xe - z plane is described by

xe = J a2c°s2Vr + b2sin2Vr cosVe (3.30)

and

z = c sinVe . (3.31)

The arc length in the te direction is given by

I_ l dxe 2 dz 2 ,Se = e ('_';') + ( d-'_ ) dVe
0 e

l , 112 l
= _e {c2cos2V e + (a2cos2V r + b2sin2Vr ) sin2Ve } dVe

0

(3.32)
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The elliptic cross-section in the x-y plane is described by

x = a cosVes cosY r , and (3.33)

y = b cosVes sinV r (3.34)

The arc length in the tr direction is given by

}r I dx 2 ddv__,2 .Sr = [d-_T) + C dVr

Vrs r r

_r c°SVes {a2sin2 , b2cos2v_}l/2 ,= Vr + dV r
Vrs

(3.35)

Thus, the geodesic equation becomes

tany =

°e [(a2cos2Vr + b2sin2Vr ) sin2Ve + c2cos2Vel112dVe

2 ' 2 ' 2 m I/2 m
_r [a2cos2Vessin Vr + b2cos VesCOS Vr I dV r

Vrs

(3.36)

Assuming the diffraction point is located at Q (a cosve coSVr,

b cosVe sinVr, c sinVe) and the field point at P (Rt sinst cos¢ t,

Rt sin0t sinet, Rt coset), then at the diffraction point Q, the
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radiation direction (et,¢ t) should coincide with the geodesic tangent

given in Equation (3.28). Thus, the radiation direction is given by

= xt x + j_ty + zt z

= tl cosy + te siny • (3.37)

where

a

sinet c°sCt "_tt c°sVe c°sVr

tx : D (3.38)

b

sinBt sinct " _tt c°sVe c°sVr

ty : D (3.39)

and

cosBt - _ sinVe

tz : D " (3.40)

Note that
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D2= a )2 Csinet sin@tCsinet cos¢t - _ cosVe cosy r +

b )2 c- _ c°sVe sinVr + _cosBt - _ sinVe)2

b

= 1 - 2 [sinBt cosVe _'_tc°sct c°sVr +_t-t sin@t sinVr!

c b2

+ _cose t sinVe] + [cos2Ve (_c°s2V r + _ sin2Vr)

2
C

+ R_tt sin2V e] (3.41)

and te and tI were given in Equations (3.24) and (3.25), respectively.

Equating the x-, y-, and z- cmponents, respectively, one obtains

t X --

- a sinVr c°sy(b2sin2Ve + c2c°S2Ve )

[a2b2sin2Ve + c2cos2Ve(a2sin2Vr + b2cos2Vr)l I/2

1

2, ,_I12
[c2cos2V e + sin2Ve(a2cos2Vr + b2sin VrJ ]

a sinVe cosV r siny

[c2cos2Ve + sin2Ve(a2cos2Vr + b2sin2Vr)] I12

a

.m cosVe c°sVrsine t cos¢t Rt

D (3.42)
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b cosV r c°sy(a2sin2Ve + c2c°s2Ve)

= _+--a2b2sin2Ve_C2COS2Ve (a2sin2Vr + b2cos Vr)ty

• -_c2coS2Ve,,+ sin2Ve(a2cos2Vr + bZsin Vr)_

b sinVe sinVr sin_

- t--c2coS2Ve-_ sin2Ve(a2coS2Vr + bZsin Vr)_

b

--- cosVe sinV r
sinB t sine t - Rt

-- ---------- D

(3._3)

and

c(b2.a2)sinV r cosV r sinVe cosV e cos_

tz=_ - o 2.2 __zV _111_
_a2b2sin Ve + c2cosZVe(a%i n Vr + b cos r)J

• [c2cos2Ve + sin2Ve(a2coS2Vr + b2sln2Vr )]

c cosy e sin,(

+ _ 2 2 2 .1/2
_¢2¢os2V e + sin2Ve(a_cos Vr + b sin Vr)J

c°sBt "'_t sinVe

- - D

(3._4)
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Now, [txb cosV r + tya sinVr] c cosVe + tz ab sinVe yields

H(0t, ¢t, Ve, Vr, Rt)

= absinV e cose t + csine t cosV e (asin@t sinV r + bcos@ t cosV r)

(3.45)

Next, from Equations (3.42) and (3.43) one obtains

tx (-b sin Vr) + ty (a cos Vr):

ab cos_{sin2Ve (b2sin2Vr + a2cos2Vr) + c2cos2Ve} 1/2

{aZbZsinZV e + cZcosZV e (aZsinZV r + bZcosZVr)}I/2

1

:_- {acosVr sinet sin@t - bsinV r sinOt cos@t} . (3.46)

Accordingly,

112

cosy = [a2b2sin2Ve + c2cos2Ve(a2sin2Vr+b2cos2Vr)]

sinBtCacosVrsinCt-bsinVrcoS¢t)

Dab{sin2Ve(b2sin2Vr+a2cos2Vr) + c2cos2Ve}I/2
(3.47)
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Substituting Equation (3.47) into Equation (3.44), one obtains

[c(b2-a2)sinVr'COsV r sinVe cosVe sinBt

• (a cosVr sinct - b sinVr cos¢t )

Se

+ c cosVe _rr sinet (a cosVr sinct - b sinVr cosCt )

• {a2b2sin Ve + c2cos2Ve(a2sin2Vr + b2coS2Vr)} I/2]

ab[c2cos2V e + sin2Ve(a2cos2V r + b2sin2Vr) ]

c

= cos ot - _ sin Ve

Thus, one finds that

G(Bt,¢t,Ve,Vr,Rt) = Sr c(b2-a 2) sinVr cosV r sinVe cosYe sinBt

• (a cosVr sinCt - b sinV r cosCt )

+ Se c cosV e [a2b2sin2Ve + c2cos2Ve(a2sin2Vr + b2cos2Vr)l I/2

(3.48)

• sinBt (a cosVr sinet - b sinVr cosct )

- Sr ab coset [c2cos2Ve + sin2Ve(a2cos2Vr + b2sin2Vr )]

Sr

+l_-t abc sinVe [c2cos2Ve + sin2Ve(a2cos2Vr + b2sin2Vr)]

=0 . (3.49)
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Note that Se and Sr were given in Equations (3.32) and (3.35),

respectively.

Provided that one has obtaided a diffraction point (Ve, Vr) for a

receiver location (Rt,0t,@t), a numerical technique can nowbe developed

from Equations (3.45) and (3.49) to solve for (Ve + AVe , Vr + AVr)

associated with a new receiver location (Rt + ARt, Bt + A0t, ¢t + ACt)"

Assuming that the ith set of (Rt, Bt, @t, Ve, Vr) is first known to

satisfy Hi = Gi = 0, or at least approximately so, the next set

(Rt + ARt, Ot + A0t, ¢t + A@t, Ve + AVe, Vr + AVr) is obtained by

enforcing Hi+ I = Gi+ 1 = O, such that

= HBt HCtHi+ I Hi + HRtAR t + AOt + A¢t +

and

Hv AVe + HVraV re

=0 (3.5o)

GetGi+ I = Gi + GRtARt + Aot + GCtA¢ t +

+ GVe AVe + GVr aVr

-0 .

(3.51)

69



In matrix form, these equations are satisfied

HV:I l'-aVe--I l--Hi -HRtAR t - Hotae t - H@taCt--!

! Ii j
_ AV "Gi GotAet G@tACt-GVr )_ r_.) I_ GRtARt

(3.52)

Note that the partial derivatives are given by the following:

HVe = ab cosVeCOSB t - c sinVesinet(asinctsinV r + bcos@tcosVr)

(3.53)

HVr : c cosYe sinOt (asinqbtcosVr - bcosqbtsinVr) (3.54)

"t= -ab sinVesine t + c cosVecoSet(asinctsinV r + bcos@tcosVr)

(3.55)

H = c cosVesinB t (a cos_btsinVr - b sinctcosVr) (3.56)

HRt : abc/R_ (3.57)
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GVe
= Sr c(b2-a2) sinVrcOSVr(COS2Ve'sin2Ve)

• sinOt( a cosV r sinCt - b sinVr cos¢ t)

dSe
+ V_ e c cosVe[a2b2sin2Ve

• sinet(a cosV r

+ Se c sinBt(a cosV

+ c2cos2Ve(a2sin2Vr

sin¢t - b slnV r cos¢ t)

r sinCt " b sinV r cosCt)sinVe

+ b2cos2Vr )]

lf2

a2b2(cos2Ve.Sin2Ve) - 2c2cos2Ve(a2sin2V r + b2cos2V r)

2 2 -I/--------_--

la2b2sin2Ve + c2cos2Ve(a2sin2Vr + b cos Vr)]

+ 2 Sr abcose t cosV e sinVe (c2"a2c°s2Vr " b2sin2Vr)

S_
+3_t abc cosVe Ic2 cos2Ve + sin2Ve(aZcos2Vr + b2sin2Vr )

+ 2sin2Ve(a2cos2Vr + b2sin2Vr - c2)I

(3.B8)

where

12
dSe

_e = {c2cos2Ve + (a2cos2Vr + b2sin2Vr)sin2Ve }I (3.59)
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and

GVr

dSr
= {_rr sinVrc°SVr + Sr(C°S2Vr " sin2Vr)}

• c(b2.a 2) sinVe cosVe'sine t (a cosV r sinet - b sinV r

- Sr c(b2-a 2) sinV r cosV r sinV e cosV e sinet

• (a sinV r sin¢ t + b cosVr cos¢t) +

cos Ct)

dSe

+ _ c cosVe[a2b2sin2Ve + c2cos2Ve(a2sin2Vr

• sinOt(a cosV r sinCt - b sinV r cos¢t)

+ b2cos2Vr)l 1/2

SeC3COS3Ve(a2-b2)sinVrCOSVrSinBt(acosVrsinCt-bsinVrCOSCt )

[a2b2sin2V e + c2cos2Ve(a2sin2Vr + b2cos2Vr)] I/2

- Se c cosVe[a2b2sin2Ve +c2cos2Ve(a2sin2Vr

• sinBt(a sinVr sinCt + b cosVr cos¢ t)

2 2 .z/2
+ b cos Vr)]

dSr

-_r_r ab coset[c2cos2Ve + sin2Ve(a2cos2Vr + b2sin2Vr)!

+ 2Sr ab(a2-b 2) coset sin2Ve cosVrsinV r

dSr abc
+-_r tiT_-sinVe[C2COS2Ve + sin2Ve(a2cos2Vr + b2sin2Vr )]

2Sr

+ tl_-abc sin3Ve(b2-a 2) cOSVrsinV r
(3.60)
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where

dSr
_T;r = cosVes {a2sin2Vr + b2cos2Vr }I/2

(3.61)

and

(b2-a2) sinVrcOSVrSin2V'e

dSe _e T;r- 2 '
0 [c2cos2Ve + (a2cos2Vr + b2sin2Vr )sin Vel

112

!

dVe

(3.62)

and

G
et

= Sr c(b2-a 2) sinVrcOSVrsinVeCOSVeCOSBt

• (a cosV r sine t - b sinVr cos¢ t)

+ Se c cosVe[a2b2sin2Ve + c2c°s2Ve(a2sin2Vr

• cos0t(a cosV r sinCt - b sinVr cos¢t)

+ Sr absin0t[c2cos2Ve + sin2Ve(a2cos2Vr

+ b2cos2Vr)] I/2

+ b2sin2Vr)l

(3.63)

GCt
= Sr c(b2-a 2) sinVrcOSVrsinVecOSVeSinB t

• (a cosV r cos¢t - b sinV r sinet)

+ Se c cosVe[a2b2sin2Ve + c2cos2Ve(a2sin2Vr

• sinot(a cosV r cos¢t + b sinVr sin¢t)

2 . • _112
+ b2cos Vr)]

(3.64)
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and

S r

GRt = -Rt-_ abc sinVe[C2CO_2V e + sin2Ve(a2cos2V r + b2sin2Vr) ] .

(3.65)

It is seen that one can solve for (AVe,AVr), for a known (ARt,ABt,ACt),

_"_,_ _u_1on _.J_). Tu determine the initial diffraction point

(Ve,Vr) for a given receiver location (Rt,Bt,¢t), one can always assume

a diffraction point at the source (O,Vrs) with the radiation direction

(Bf,¢f = ±_/2) with respect to the source coordinate system (tN,tr,t e)

and gradually add increments (ARt,ABt,A¢t) until the desired receiver

location (Rt,Bt,¢t) is reached as depicted in Figure 3.7.

In this process one can construct a cone where the rim of the cone

is traced out by the receiver trajectory with the tip of the cone at the

source point Q' and the cone axis aligned with te" The half cone angle

Bf is given by

I--/I_N._OSI2 + )_r._OSl;[

9f = tan-I I _ _: _]te'Pos

(3.66)

with

Fos--F0-Fs (3.67)
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Figure 3.7. Illustration of the diffraction point finding for a
given receiver location.
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and el(N) is given by

Note that P(1) denotes the position vector of the assumed observation

point tangential to the source, i.e., (Bf,¢f = _/2) with respect

(tN,tr,te) and P(N) denotes the position vector of the actualto

observation point tangential to the diffraction point Q, i.e.,

(ef,¢f + NA@f) with respect to (tN,tr,te) or (Bt,¢t) with respect to

(x,y,z). It is observed that there exists a one-to-one correspondence

between the points Ifrom P(1) to P(N)) on the rim of the cone and the

points on the ellipsoid surface.

After the initial diffraction point is identified by (Ve,Vr);y ,

one knows the geodesic path as defined by the geodesic equation which

was given by

Se

tan y =_-rr (3.69)

and y is a constant along a given geodesic path on the perturbed

elliptic cylinder. Such a numerical approach is illustrated in Figure

3.8. One need not trace out the complete geodesic path from the source

location to the diffraction point for each new radiation direction. As
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Figure 3.8. Elliptic cylinder perturbation.
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shown in Figure 3.8, the diffraction point (Ve + AVe, Vr + AVr) for the

next receiver location is determined from (Ve,Vr), using Equation

(3.52), if (ARt,Aet,A¢ t) is small which is the case when a complete

radiation pattern is computed.

After the geodesic path is determined, various other parameters

associated with actual field calculations must be found, the Fock

parameter E of Equation (2.!5) is given by

Q 1 kpg 1/3

- f _ [--_-) dg
Q,

, (3.70)

where the integral is evaluated along the geodesic path. Note that _ is

the arc length along the geodesic and given by either of the following

equations;

Se Sr
_=-- or _:-- .

slny cosy (3.71)

Accordingly,

or

1

d£ = s_ny (a2cos2V r + b2sin2Vr ) sin2Ve + c2cos2Ve dVe

(3.72)

i jde = cos-_ a2c°s2Ves sin2Vr + b2c°S2Ves c°s2Vr dVr (3.73)
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and the integration can be rewritten as

1 kpg_ I/3
I }r LTJ

{ - cosy Vrs

J ! !
• a2cos2Ves sin2V r + b2cos2Ves cos2Vr

!

dVr (3.74)

or

m
1 }e 1 kpg_ I/3

siny ITJ
O

l I 2 ! I• (a2c°s2Vr + b2sin2Vr ) sin2Ve + c2c°s Ve dVe (3.75)

where pg 1/(K1cos 2= y + K2sin2y) and K1, K2 are two principal curvatures

given in Equations (2.79) and (2.80), respectively.

Next, the ray divergence factor 4d¢o(Q.)/d¢(Q ) is defined as

the change in the separation of adjacent surface rays as shown in

Figure 3.9. Since the ellipsoid simulating the aircraft fuselage will

be long and slender, it is assumed that the ray divergence factor is

unity in the analysis•

This completes the elliptic cylinder perturbtion solution for an

antenna mounted on the mid-section of the ellipsoid.
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Figure 3.9. Illustration of the divergence factor (V_) terms.
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3. Elliptic Cone Perturbation

When the source is not located at or near the mid-section (Bs=90°),

the elliptic cone perturbation method is used. The geodesic path on an

ellipsoid using the elliptic cone perturbation method is shown in Figure

3.10(a) and the associated unfolded surface is shown in Figure 3.10(b).

If y and B denote the angle between t and tl at Q' and Q, respectively,

it was shown in Section III-C.1 that they are not the same as in the

elliptic cylinder case. In fact,

B = Y - :. (3.76)

The calculation of _ will be discussed in detail in this section.

Recall that the ellipsoid surface is defined by

R(Ve,Vr) = a cosV e cosVrx + b cosV e sinVrY + c sinVez (3.77)

÷

and the tangent vector te is defined by

÷

÷ _R

te = _ = -xa sinVe cosY r - yb sinVe sinV r + zc_ cosVe . (3.78)

Therefore, one can show that
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(a). Geodesic path on the perturbed elliptic cone.

(b). Geodesic path on a developed elliptic cone.

Figure 3.10. Illustration of the elliptic cone perturbation method.
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x-a cosVes cosVrs y-b cosVes sinVrs z-c sinVes

--asinVes coSVrs =--b sinVes sinVrss c cosVes
(3.79)

From Figure 3.11, z = c cscVes for x = y = 0; thus one obtains

rs = la2cos2Ves cos2Vrs + bZcos2Ves sin2Vrs

I12

+ (c sinVes - c cscVes )2]

2 sin2Vrs 2 cot4Ves I_/2
= [a_ cos2Vrs + bs + Zs

where

zs = c sinVes

as = a cosVes

bs = b cosVes •

From Figures 3.12(a) and (b),

and

A

ffix as cosV r + Y bs sinVr

(3.81)

A

a_ x as sinV r + Y bs c°sVr
_Tr =-

(3.82)
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Figure 3.11. Elliptic profile.
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+

(a). Elliptic cone model.

I >c°''
+

(b). Unfolded planar surface of the elliptic cone.

Figure 3.12. Illustration of the elliptic cone.
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From the previous calculation, one can define a new vector U as

fol 1ows:

÷ -b

÷ ag. _R

U = (_--CFr)x (_-_es)

A A

(- x a sinVesCOSV r - y b sinVessinV r + z c cosVes)

A

• (- x as sinVr + y bsCOSVr)

[a2sin2Ves cos2Vr + b2sin2Vessin2V r + c2cos2Ves ]z/2.

2 2 z/2
• [a_sin2Vr + bsCOS Vrl

A A A

x bs c cosVesCOSV r + y as c cosVessinV r + z as b sinVes

la2sSin2Vr + b2sCOS2Vr]z/2 •

• [a2sin2Ves cos2V r + b2sin2VesSin2V r + c2cos2Ves ]z/2

(3.83)
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The magnitude of vector U becomes

A A

r = slne R

From Figure 3.12(b), one obtains the following equation;

÷

dSrlUl
da - r (3.85)

Therefore, a is given by

_= _r

Vrs

t 2 ' 112 t
cosVesLa2b2sin2Ves + c2cos2Ves • (a2sin2Vr + b2cos Vr) ] dV r

rLcZcosZVe s + sinZVes(aZcosZVr + bZsinZVr )]I/2

' 2 2 ' ]11z, 2b2 + z2 cos4V..(a2sin2V. + bsCOS Vr)

= _r Lass =_ =, . ,

Vrs asZC°SzVr + bsZsinZVr + ZsZCOt4Ves dVr

(3.86)

where

r = La_cos2Vr + b2sin2V r . z2cot4Vesl ',2 (3.87)
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To obtain a diffraction point (Ve,Vr) for a radiation direction (Ot,¢t),

one follows the same idea as that of the elliptic cylinder perturbation

solution.

At the diffraction point Q, the radiation direction (Ot,¢t) should

coincide with the geodesic tangent t. Thus,

_ t_ _ _ t7=x +yty+Z
o.

= 41 cos B + te sin B , (3.88)

Note that tx, ty, tz, te, and tI were already given in the Equations

(3.38)-(3.40) and (3.24) and (3.25), respectively. Equating the x-, y-,

and z-components, respectively, one obtains

-a sinVr cosB(b2sin2Ve + c2cos2Ve )

t x =

+ c2cos2Ve(a2sin2V[a2b2sin2Ve r + b2cos2Vr)] I/2

• [c2cos2Ve + sin2Ve(a2cos2Vr + b2sin2Vr)] 1/2

asinV e cosYr sinB

[c2cos2Ve + sin2Ve(a2cos2Vr + b2sin2Vr)] I/z

a

sinOtc°sCt "_t c°sVe c°sVr

D ' (3.89)
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ty =

b cosY r cosB(a2sin2V e + c2cos2Ve )

+ c2cos2V_(a2sin2V + b2cos2V )I[a2b2sin2Ve r r

1

1/2

[c2cos2Ve + sin2Ve(a2cos2Vr + b2sin2Vr)l z/2

b sinVe sinV r sinB

[c2cos2V e + sin2Ve(a2cos2Vr + b2sin2Vr)l z/z

b

sinOtc°sCt " _-t c°sVe sinVr

D •
(3.90)

and

t z =

c(b 2 - a2) sinV r cosV r cosVe cosB

[a2b2sin2V e + c2cos2Ve(a2sin2V r + b2coS2Vr)! I/2

• [c2cos2Ve + sin2Ve(a2cos2Vr + b2sin2Vr)] I/2

÷

c cosYe sinB

[c2cos2V e + sin2Ve(a2cos2Vr + b2sin2Vr)] I/2

C

coset - Rt sinVe

D •
(3.91)
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From Figure 3.10(b), one can show that the perturbed geodesic path can

be expressed as follows:

re cos(y-:) = rs cosy (3.92)

where

r = Fa2cos2V _ + b2sin2V_. + z2cot4V^._ I/2 (3.93)

= 2 4 I/2
re (a2sCOS2Vr + b_sin2Vr + ZsCOt Ves ) - Se , (3.94)

and

Se = fVe

Yes

2 ' 1/2 I
[c2cos2Ve + (a2cos2Vr + b2sin2Vr)sin Ve] dVe

(3.95)

Now, [tx(-b sinVr) + ty a cOsVrlyields

ab cos(v-m) [c2cos2Ve + sin2Ve (a2cos2Vr + b2sin2Vr )]

[a2b2sinZV e + cZcosZV e (aZsinZV r + bZcosZVr)]Z/2

I/2

sin 0t (acosV r sinet - bsinV r cosCt)

D

(3.96)

90



Next, [(tx b cosY r + ty a sinVr) c cosVe + tz a b sinVe] yields

absinV e cosB t + csine t cosY e (asinctsinV r + bcosctcOSVr)

abc
- nR---Y= 0 (3.97)_u

Three functions can, then, be constructed from Equations (3.92), (3.96),

and (3.97) as follows:

F(Ve,Vr,Y) = reCOS(y-:) - rsCOSy = 0 • (3.98)

and

G(Rt' Bt' ¢t' Ve' Vr' Y)

= Dabcos(y.a)[c2cos2Ve + sin2Ve(a2cos2Vr + b2sin2Vr)] i/2

- sin8t (asin¢t cosV r - bcosCt sinV r)

• [a2b2sin2V e + c2cos2Ve (a2sin2Vr + b2cos2Vr)]I/2

= 0 (3.99)

H(Rt' et' Ct' Ve' Vr)

= absinV e cosB t + csinS t cosV e (asin¢t sinVr + bcos¢ t cosV r)

abc

- o . (3.1oo)
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Provided that one has obtained a diffraction point (Ve, Vr) for a

receiver location (Rt, 0t, Ct), a numerical technique can now be

developed from Equations (3.90),.(3.99), and (3.100) to solve for

(Ve + AVe, Vr + aVr) associated with a new receiver location (Rt + ARt ,

Bt + aOt' Ct + ACt)" Assuming that the ith set of (Rt, 0t, Ct' Ve' Vr)

is first known to satisfy Fi = Hi = Gi = O, or at least approximately

so, the next set (Rt + ARt , 8t + aBt, @t + ACt_' Ve + AVe' Vr + aVr) is

obtained by enforcing Fi+ 1 = Hi+ 1 = Gi+ 1 = O, such that

Fi+ 1 = Fi + FV AVe + Fv AVr + Fyay : 0
e r

, (3.101)

Gi+ 1 = Gi + GV AVe + GV AVr + Gyay
e r

+ Getae t + GctaCt + GRtARt = 0
, (3.102)

and

Hi+ I = Hi + HVeaV e + HVraV r + HBtAB t

+ HCta¢t + HRtARt = 0 .
(3.1o3)
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In matrix form, these equations are satisfied by

FV e FVr Fy--l l--aVe-I

Hv e HVr 0 _1 I_ _

-Gi - Gotae t - Gcta¢ t - GRtAR t

-Hi - HBtAB t - H@tA¢ t - HRtARt

(3.104)

Note that the partial derivations are given by the following:

FV = .[c2cos2Ve+(a2cos2Vr+b2sin2Vr)sin2Ve]i/2cos(_-a) ,
e

(3.105)

I-- cos2Ve s

FVr = (b2-a 2) sinVrcosV r I (a_sCOS2Vr+bsZsinZVr+ZZscot4Ves)I/2

l2'
Ve sin Ve ,

, . . . . , dVe
_ f [cZcosZVe+(aZcosZVr+bZsl nZVr)Sl nZVe] i/2 cos (w-a)

Ves _I

reSin(y.:)[a2b2+Z2cot4v (a_sin2Vr+b_cos2Vr)]_,2
s s s es

a_cosZV l+bsZsinZV_+Z'_Lcot4Ves
(3.106)
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Fy = r s sin y - re sin (y-a) (3.107)

and

Dab(a2cos2Vr+b2sin2Vr-C2)sinVecosVe cos(y-a)

Gv =" [_Z._Zv _r_Z_Zv _k2_Zv _Z_l 1112
"e L_ _w .e._ _vo .r_ _,,, .pie,,, ,ej

sinet(asinCtcosVr-bCosCtsinVr)[a2b2-(a2sin2Vr+b2cos2Vr)C2]sinVecosVe

- [(aZsinZVr+bZcosZVr)CZCOSZVe+aZbZsinZVe]112

abcos(y-_)

D [c2cos2Ve+(a2cos2Vr+b2sin2Vr)sin2Ve ]I/2

l--c2-(a2cos2Vr+b2si n2Vr)

" I_ R_ sinVec°SVe

a b c --I

+ sinBtsinVe(R_t c°sCtc°sVr +_tt sinctsinVr) " _tt c°sOtc°sVe I
(3.108)
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Dab cos(y-=)(b2-a2)sinVr cosVr sin2Ve

GVr -"[c2cosZVe+ (a2cosZvr+bZsi nZV r)sinZVe] i/2

+ Dab[c2cos2Ve+(a2cos2V/+b2sin2Vr)sin2Ve ]I/2 sin(y-_)

[a_b_+Z_cot4Ves{a_sin2Vr+b_cos2Vr)]

as2COSZVr+b2sin2Vr +Z_cOt4ves

I12

sin 0t (asinCtcosVr-bcos ¢tsinVr)(b2-a 2)sinVrcoS VrC 2cos 2Ve

+ [ (aZsi n2Vr+bZcos2Vr)CZCOS2Ve+aZbZsi nZ'Ve]I/z '

+ sinet(asinQtsinVr+bcosCtcosVr )[(a2sin2Vr+b2cos2Vr )

i12
2

• c cos2Ve+a2b2sin2Ve]

÷

abcos(y-a)

{c2cos2Ve+(a2cos 2Vr+b2si n2V r)sin2V e ]1/2

(b2-a 2)

• { Rt? sinVrcOSVrCOS2Ve-sinOtcosV e (R_ sinCtc°sV r

a

- _ c°sCtsinVr) } (3.109)

Gy = -Dabsin(y-a)[c2cos2Ve+(a2cos2Vr+b2sin2Vr)sin2Ve ]I/2

(3.110)
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Z

et - cosBt(asin@tcosVr-bCosCtsinV r)

[ (a2si n2Vr+b2cos2V r )c2c°s2ve+a2b2si n2V• e

112
1

.t-

abcos(y-a) I/2

D [c2c°s2Ve+(a2c°s2Vr +b2sin2Vr)sin2Ve]

c b

{ l_t sinetsinVe'C°S°tc°SVeI_t c°sCtc°sVr+ _tt sinCtsinVr)} '

(3.111)

Z

*t - sinBt(acos@tcosVr+bsinCtsinVr )

[(a2sin2Vr+b2cos2Vr)C2CoS2Ve+a2b2sin2Ve ]I/2

abcos(y-a) [c2cos2Ve+(a2cos2Vr+b2sin2Vr)sin2Vel+ D

b

" { sinetc°sVe (-_tsin_tc°sVr- _tt c°sctsinVr)} '

I12

(3.112)

GRt

ab lllZ
=_-cos(y-a)[c2cos2Ve+(a2cos2Vr+b2sin2Vr)sin2Ve

{[sinOtcosVe(a cosCtcosVr+b sinCtsinVr) + c

. [cos2Ve(a2cos2Vr+b2sin2Vr)+C2sin2Vel/R_}

cos BtsinVe ]/R2

(3.113)
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HV = ab cosVeCOSB t - c sinVesin0t(asinctsinV r + bcosCtcosV r)
e (3.114)

HVr = c cosVe sinOt (asin¢tcosVr. - bcosCtsinV r)

H -0
Y

(3.115)

(3.116)

He = -ab sinVesine t + c cosVecoSBt(asinctsinV r + bcosCtcosV r)

(3.117)

Her = c cosVesine t (a cos¢tsinV r - b sinCtcosV r)
(3.118)

and

abc

HRt = RT • (3.119)
t

It is seen that one can solve for (AVe, AVr, ay), for a known (ARt , aet,

ACt), using Equation (3.104). To obtain a diffraction point (Ve, Vr)

for a given receiver location (Rt, et, Ct), one can always assume the

first diffraction point is at the source (Ve, Vr) = (Ves, Vrs) with the

radiation direction (ef,¢f = _) for the positive ray (in +y direction)

3

or (Bf,¢f : _) for a negative ray (in -y direction), and gradually add

the increments (ARt,aBt,a¢ t) until the final radiation direction

(Bt,¢t) is reached. The detailed description on this process was

already given for the elliptic cylinder perturbation in Section III-C.2.

One need not start out from the source everytime, but obtain the new

diffraction point directly from Equation (3.104), provided that the new

receiver location does not deviate greatly from the previous direction.

97



After the geodesic path is determined by this procedure, various

other parameters associated with actual field calculations must be

found. The Fock parameter { is given by

_ "kpg_ll3{ = IT) d&
Q,

(3.12o)

From Figure 3.10(b), the geodesic arc length is obtained as follows:

cosy = (r - Se) sine . (3.121)

or

siny : rs - (r - Se) cos: . (3.122)

Therefore,

r S cosy

d_ = cosZ(y.m ) dm (3.123)

or

1 dSe

d£ : sin(y-m) _e " dVe (3.124)
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The Fock parameter { is obtained by integrating along Vr or Ve, i.e.,

_ kpg, I/3 1: r s cosy i [-_-J cosZ(y__,)
O

dm I

r _ kpg_ I/3 1 d¢ ,
= rs cosy IT ) cosZ(y.m ) dVr dVr

Vrs
(3.125)

where

dm 2b2 z_cot4Ves(a_sin2V'r + b2cos2V')]ass + s r

2 ' z2cot4Ves2 2.' b_sin VrasCOS V r + +

1/2

(3.126)

or

s _ kpg I/3 I dSe ,: C 2 ) sin(y-m) dV---'T"dVe
Ves e

(3.127)

Note that pg = 1/(K1cos2B + K2sin2B) and K1, K2 are two principal

curvatures given in Equations (2.79) and (2.80), respectively.

This completes the elliptic cone perturbation solution for the

antenna mounted off the mid section of the ellipsoid.
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4. Comparisonwith Exact Solution

Geodesics for a source mountedon an ellipsoid can be analyzed

precisely by computing the geodesic path defined by the surface

parameters (BQ,¢Q)and the geodesic tangent defined by the radial vector

direction (et,¢ t) as shownin Figures 3.13(a) and (b), respectively.

The geodesic path indicates the actual diffraction point location on an

ellipsoid; whereas, the geodesic tangent indicates the radiation

direction at the corresponding diffraction point.

In order to showthe validity of the perturbation solutions, a

more elaborate numerical methodfor the geodesics employing calculus of

variations, whose results are indicated as exact solutions here, is also

studied and derived in Appendix A. Although this method provides

accurate geodesics on the ellipsoid, it is far too complicated and

inefficient to use for practical radiation applications. However, the

exact solution is most appropriate for coupling problems where the exact

path is desired betweentwo knownpoints on the surface.

To showthe validity of the elliptic cylinder perturbation

solution, the source is placed at Bs : 90° and the geodesic paths and

geodesic tangents associated with this source location are calculated as

shownin Figures 3.14(a) and (b), respectively. In each figure, the

elliptic cylinder perturbation solutions are comparedwith the exact

solutions. Note that the 4_ x 6_ x 40_ ellipsoid was chosen for more
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SOURCE _ _0 _ / /_

(a) Geodesic path defined by the surface parameters (BQ,¢Q).

SOURCE GEODESIC

LOCATION _t ;' TANGENT

t

{
(b) Geodesic tangent defined by the radial vector direction

(et,_t)"

Figure 3.13. Definition of geodesic path and geodesic tangent.
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(a) Geodesic paths defined by surface parameters (BQ,¢Q).

Figure 3.14. Comparison of geodesics for a source mounted

at Bs = 90° on a 4X x 6X x 40_ ellipsoid.

102



0

x

x
q3"

o_

6")
W
l,d
n_

W
r_

N f

PERTURBAT ION

EXACT

_= I 7'=2800

%

' I ' ' I • "'"' I
120. ISO. 180.

--q_t ( DEGREES }

(b) Geodesic tangents defined by the radial vector direction

(Or'Ct).

Figure 3.14. (Continued).
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realistic aircraft and missile shapes. It is also noted that y is the

angle between the geodesic tangent t and the principal direction tl at

the source location. Looking through those figures, one can see that

the geodesic paths and the geodesic tangents of both methods coincide

with each other within the significant energy region close to the

source. This coincidence in the significant region can be checked more

precisely by calculating the Fock parameter ({) along each geodesic

path. Actually, the Fock functions associated with the solutions drop

8.6 dB, 16 dB, and 23 dB as the Fock parameter ({) reaches 1, 2, and 3,

respectively, in the deep shadow region. This clearly shows the

significant portion of the surface as discussed in Section III-A.

Although one can see small discrepancies for the rays toward the tips of

the ellipsoid, i.e., lines for y = 80° and y = 280 ° in these figures,

they only happen when the caustic effects come into play. In the

caustic region where virtually an infinite set of rays have significant

effects on the radiation pattern, the basic GTD theory fails. The study

of this caustic effect is beyond the scope of this study. If one

neglects the caustic regions, the geodesic paths and geodesic tangents

using the perturbation models coincide with the exact solution very well

in the significant region.

The elliptic cone perturbation solutions can be examined by

placing the source at Bs=30 ° as shown in Figures 3.15(a) and (b), where

the geodesic paths and geodesic tangents of the elliptic cone

perturbation solutions are compared with those of the exact solution
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for the same 4_ x 6_ x 40_ ellipsoid model. One should note the good

agreement between the two results. The significant energy region of the

geodesic path is also shown using the calculated Fock parameters ({) in

the figures. For more detailed analysis with various source locations,

one is referred to references [13,14].

To make sure that the solution switches correctly between the

elliptic cylinder and the elliptic cone perturbation method, the source

is placed at Bs=85 ° and the geodesic paths are calculated as shown in

Figure 3.16. Comparing Figures 3.16 with 3.14(a), one can see that the

geodesic paths of the elliptic cone perturbation solution are very close

to those of the elliptic cylinder perturbation solution for that source

location.

These comparisons illustrate that the geodesic paths can be solved

by using either numerical technique; however, the perturbation is much

more efficient. In addition, one can easily relate the radiation

direction with the desired geodesic path using the perturbation method.

On the other hand, one is not sure which geodesic is necessary to

achieve the desired radiation direction using the exact solution.
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Figure 3.16. Geodesic paths defined by the surface parameters (BQ,¢Q)
for a source mounted at es=85° on a 4X x 6X x 40x

ellipsoid.
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D. FLATPLATEATTACHMENTTOANELLIPSOID

The flat plates used to simulate the aircraft wings and stabilizers

are described by defining the location of the plate corners. The

corners are numberedin a counter clockwise sense with the first and

last corners being on the ellipsoid. The attachment of the flat plate

to the ellipsoid is essential in that the intersection represents the

wing-root section of the aircraft. The plates can be attached to the

ellipsoid as illustrated in Figure 3.17(a) and (b). However, whenthe

plates are attached on the lower half of the ellipsoid, the y component

of the first and last corners are set equal to the y dimension of the

ellipsoid center line as shownin Figure 3.17(c) and (d). This

modification is madeto eliminate the interior wedgeproblem which leads

to multiple reflections and diffractions. Since the antenna is

restricted to be on the top or near the top of the ellipsoid, this

modification is reasonable. In addition, the field contribution from

this edge is small comparedwith the other edges of the plate. This is

due to the great attenuation of the surface wave propagating along the

ellipsoid surface in reaching the edge. Note that the plates are not

restricted to lie horizontally. The flat plate attachment above and

below the center line of the ellipsoid will be discussed separately in

this section.

Now, the first approach to this problem is to find the intersection

point betweena line (i.e., one edge of the plate) and the ellipsoid.

Thenone can follow the sameconcept to find the curved junction edge

betweena flat plate and the ellipsoid.
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(a)

Y

(b)

(c)

(d)

Figure 3.17. Fuselage and wing geometries for aircraft model looking
from the front. The antenna is assumed to be on the top

portion of the models.
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Using the geometry as showG in Figure 3.18(a), the ellipsoid

surface is defined by

R(Ve,Vr) = a cosYe cosVrx + b cosY e sinVj + c sinVeZ (3.128)

and the unit edge vector is given by

eI - -- =x +y +Z
11 elx ely elz

(3.129)

where P(Xl,Yl,Zl) and P2(x2,Y2,Z2) are the position vectors of two

corners with respect to the origin of the coordinate system. From
+

Figure 3.18(a), the position vector of the first intersection point PHI

can be easily defined by

_HI : _1 " ¢lel (3.130)

ae

Since PHl(Xh,Yh,Zh) is on the surface of an ellipsoid, one obtains the

following equations:

and

a cosVe cosV r = xI - ¢lelx

b cosVe sinV r : Yl " ¢lely

c sinVe = zI - _lelz (3.131)

From these equations, one finds
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(a) Flat plate attachment above the center line of an ellipsoid.
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(b) Geometry of the curved junction edge.

Figure 3.18. Flat plate attachment to an ellipsoid.
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CXl-_lelx )2 lyl-_lely) 2

a2 + b2

IZl-_lelz )2

+ 2
c

= I . (3.1325

Defining

A = b2c2e_x+ a2c2e_y+ a2b2e_z

B = - b2C2Xlelx - a2c2ylely - a2b2Zlelz

C = b2c2x_ + a2c2y2 + a2b2z_- a2b2c2
(3.133)

and employing Equations (3.132) and (3.133), one obtains the distance

between the points P1 and PHI such that

-B + _ (3.134)
_I = A

and

-B - _ (3.135)
_2 = A

The smaller one of (_1,_2) will be used in Equation (3.130) to define

the position vector PHi(Xh,Yh,Zh)- One can follow the same procedure to

obtain the second attachment point PHF" Then, as shown in Figure

3.18(b), one can define the unit vector

;HF(Xhf,Yhf,Zhf5 " PHI(Xhi'Yhi'Zhi )

;Fi(x,y,z 5 = + + , (3.1365
IPHF(Xhf,Yhf,Zhf5 - PHi(Xhi,Yhi,Zhi)l
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and the binormal unit vector which is given by

tb(X,y,z) = eFi(x,y,z) x Np(x,y,z) (3.137)

where the unit normal vector of the plate is given by

el(xl,Yl,Zl) x e2(x2,Y2,Z2)

Np(X,y,z) = lel(xl'Y1'Zl) x e2(x2,Y2,Z2) 1 " (3.138)

According to the variation of the ellipsoid surface, one can divide the
I

line HI]r_-'_HF into N-1 unequal length segments (gi) with i = 1,2...,N-1.

The position vectors Pi along PHIPHF are given by the recursive equation

such that

Jp I A

Pi = Pi-1 + _i eFI' i = 2,...,N-1 . (3.139)

-k

By using the position vectors Pi just found, one can attain N position

vectors along the curved junction edge,i.e.,

_ " tbCEi : i + ¢i for i : 2,3,.... ,N-1 (3.140)

with

_CE1 = _HI and _CEN = _HF (3.141)
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u

Note that _i can be found by using the same idea employed to compute

Therefore, the curved junction edge is found by connecting all N

position vectors PcEi(x,y,z).

Next, consider the plate attachment below the center line of the

ellipsoid.

by

4,

The first intersecting point PHI(Xh,Yh,Zh) can be defined

PHI : PI " _I el

.

(3.142)

with

Xh : Xl " _I elx

Yh : Yl " _I ely

and

Zh = Zl " _I elz (3.143)

Considering the attachment to the elliptic cylinder as shown in

Figure 3.19, one finds

(Yl-_iely) 2 (Zl-_ielz)2

b2 + 2c
= 1 . (3144)
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Figure 3.19. Flat plate attachment below the center line of an

ellipsoid.

116



Defining

A --c2e2 + b2e_zly

B = -c2ylely - b2Zlelz

C = c2y_ + b2z_ - b2c 2 (3.145)

and employing Equations (3.144) and (3.145), one obtains the distance

between the points P1 and PHI such that

-B + J Bz-AC''
_1 - A (3.146)

and

-B- B -AC
¢2 = A " (3.147)

The smaller one of (_i,z2) is used in Equation (3.142) to define the

position vector PHi(Xh,Yh,Zh). One can follow the same procedure to
÷

obtain the second attachment point PHF" The procedure to obtain the

curved junction edge is the same as the attachment above the center line

of the ellipsoid.

This completes the derivation of the curved edge junction between

a flat plate and the ellipsoid. Note that the plates simulate the

wings, stabilizers, etc.
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CHAPTER IV

RADIATION FIELD CALCULATION ALGORITHMS

A. INTRODUCTION

This chapter presents details of the techniques to determine each

of the individual Uniform Geometrical Theory of Diffraction (UTD) terms

which contributes to the total field. It is noted that, since UTD is a

high frequency method, the lower frequency limit of this solution is

dictated by the electrical dimensions of the ellipsoid and plate

structures, i.e., the semi-minor axes of the ellipsoid are required to

be at least a wavelength and each plate should have edges at least a

wavelength long. In addition, each antenna element should be at least a

wavelength away from all edges. With the antenna mounted on the

fuselage it is obvious that the rest of the structure is very close to

the soruce. That is to say, the antenna is in the near field of the

structure. However, it is assumed that any point on the scattering body

is in the far field of the source.
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As depicted in Figure 4.1, the total radiated field is the

superposition of the following UTDfield components: 1) direct field

from the source; 2) curved surface diffracted fields from the composite

ellipsoid (referred to as the source field here); 3) reflected fields

from the finite flat plates (i.e., wings or stabilizers); 4) diffracted

fields from the edges of the plates, including diffraction from the

curved junction edges formed by the intersection of the plates with the

composite ellipsoid; 5) and vertex diffraction from each of the plate

corners. In addition to the above direct scattering from a structure,

the rays reflected or diffracted from one structure tend to interact

with the other structures causing various higher order UTD terms such as

double reflected, reflected-diffracted, diffracted-reflected, and

double diffracted, etc. Thus, the total radiated field of an antenna in

a complex environment can be expressed as a summation of individual UTD

terms as follows:

Etotal = Es + Er + Ed + Ec + Err + Erd + Edr + Edd " (4.1)

Superimposing all of these scattered field terms is not unduly time

consuming in that only a few contribute significantly in a given

radiation direction.

The first step in obtaining the solution of each UTD term is to

determine the ray path using the laws of reflection and/or diffraction.

After the ray path is identified, one must then examine the total ray
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Figure 4.1. Various first order UTD terms.
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path to see whether or not it intersects an obstacle. If the ray path

is not interrupted, the field value is computedand superimposedwith

other terms. Onthe other hand, Sf the ray path is interrupted, the

field is not computed. A complete computer simulation program has been

written which takes advantage of this feature and was used to provide

the calculated results presented in the next chapter.

EachUTDmechanism,which is expressed in terms of the x-y-z

componentsof the electric field, will be discussed in detail in the

following sections.

B. SOURCEFIELD

This section presents details of the techniques employed in the

computer routines to obtain the direct and curved surface diffracted

fields for a near field or a far field receiver. Both fields will be

referred to as the source fields in the rest of this dissertation. The

surface is assumedto be perfectly conducting and the surrounding medium

is free space. An exp (jut) time dependencewill be assumedand

suppressed in the following formulations.

The solution of the radiated field for an infinitesimal electric

or magnetic dipole (i.e., dPe(Q') or dPm(Q'), respectively) mountedon a

perfectly conducting convex surface was presented in Sections II-B.(1,2)

and the pattern factors Pe and Pmfor an extended aperture (i.e., slot)

and linear antenna (i.e., monopole), respectively, were given in Section

II-B.3. Thus, the source field solutions can be obtained by replacing
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dPe(Q') and dPm(Q') with the pattern factors Pe and Pm' respectively.

The source field solutions are then summarizedas follows:

a) whenthe receiver is in the lit region,

(i) for aperture type sources,

Em-£= (Lnn + Lbl_)

E

e-jks

ejk_s'_r in the far field

(4.2)

where

n -jk To2FcosOi) + (Fm.1_,)ToF cosoi]Lm : _ [(Pm'_)')(H _' + (4.3)

b -jk -
Lm =-_T [(Pm'b')ToF + (Pm't')(S_" T_F cos201)] (4.4)

(ii) for monopole type sources,

Ee = ] Jk_s.l_ r

I_

in the near field, and

in the far field
(4.5)
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n "JkZo
Le - 4x Pe sinei[H_+To2Fc°sBi ] (4.6)

b "JkZo -
Le - 4v Pe sineiToF (4.7)

b) When the receiver is in the shadow region,

(i) for aperture type sources,

; (Dn;÷Dmb;)Em

--e-jks

¢s(pc+S)

eJk_es "Pr

in the near field, and

in the far field
(4,8)

-116

(4.9)

b
Om

-jk I-p (Q,)-I

=--4"_[(Pm'b')ToS+ (Pm'{')S]e-Jkt}___ I

-116

(4.10)
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(ii) for the monopole type sources,

cs(pc*s)

eJk es"Pr

in the near field, and

in the far field

_JkZo I-Pg(Q')-I

-1/6

b "JkZo I-P (Q')-I

De :TPeToSe'jkt} _ I

-1/6

(4.11)

(4.12)

(4.13)

It is noted that the caustic distance, Pc, [30] is approximated by the

geodesic arc length given in Equations (3.71), (3.121) and (3.122). It

is a reasonable approximation in that the dimensions of the ellipsoid

are assumed to be large in terms of the wavelength. The other

parameters used in the above equations were defined in Section II-B.

Through an extensive study [7] of geodesic paths on a surface of

revolution, the dominant rays needed to be considered would not exceed

four rays. These four rays are illustrated in Figure 4.2. However, the

significant effect of the ellipsoid surface is associated with a region
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Z

POINTS

Figure 4.2. The four dominant GTD terms that radiate at

(e:90o  :z45o)

around the source. Since the fuselage of the usual aircraft is very

long and slender, only two dominant rays are included in the

computation of the source field in the deep shadow region• It'is also

observed that rays 3 and 4 in the figure fall into the caustic region

where the basic UTD theory fails. In order to avoid this caustic

problem, the cone boundary shown in Figure 4.3 is used in determining

whether one or two rays are used in the solution. Note that B12 is

defined automatically by determining the caustic angle in the elevation

pattern (Bc) and adding a few additional degrees to that value, i.e.,

B12 = Bc + AB where 2° < AB < 100. The caustic angle Bc can be
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Figure 4.3. Cone boundary used to define terms to be included in

the shadow region.

obtained by enforcing the determinant of the first matrix in Equation

(3.104) to zero with the following assumptions:

rs - Se 0t - y - B - _/2, = -0 and @t " 0 ort •

Note that the above parameters were defined in Section III-C.3. One

would expect to observe slight discontinuities somewhere, because

various numbers of rays are included in different regions.

This completes the source field calculation and this source field

will also be used as an incident field at the scattering body of the

aircraft structure in the following sections•
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C. REFLECTEDFIELD

The reflected field from each of the finite flat plates is

determined using image theory [24]. As shownin Figure 4.4, the

receiver image position with respect to jth plate is given by

_IrJ = Fr - 2nj. (_Fr - P'cl,j)
(4.14)

The source field solution is, then, used to compute the electric field

(Esx,_y's,E))at the image position J. This field would exist at that

point if the plate were not present. The second step is to ascertain

if the ray path from the effective source to the image position

intersects the plate. This ray path shadowing algorithm will be

discussed in detail in Section IV-F. If the ray path is not

interrupted by the plate, a reflection by that plate does not occur

for that receiver position. If the ray does pass through the plate,

then the reflected field (_r = E_x + E_y + E_z) is given by
v

m -b

Er(Pr )

Er(Fr )

Txx Txy Txz

Tyx Tyy Tyz

Tzx Tzy Tzz

u

(4.1s)
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Figure 4.4. Geometry used to determine reflected field from
plares (wings, etc. ).
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where IT] represents the reflected field polarization transformation

matrix which satisfies the boundary conditions [32] on the given plate.
A

This matrix is determined using,the normal n and tangent t unit vectors

of the electric field to the given plate as follows:

_r_(_._s)_.(_._s)E

(_._s)_:_s.¢_._s)_

_r:2(_•_S)n _s

on plate (4.16)

(4.17)

(4.18)

or

x Tyy TzxZ (n x) ^ ^Txx + x + = 2 • n - x

x Ty y TzyZ (n )') " "Txy + y + = 2 • n - y

Txzx + Tyzy + TzzZ-- 2(n • z) n- z

(4.19)

(4.2o)

(4.21)

Since the T-matrix is independent of the receiver location, it is stored

for each plate in order to optimize the computational efficiency of the

numerical solution, The total reflected field for a given receiver

position is, then, the superposition of the reflected fields from the

individual plates.
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D. DIFFRACTED FIELD

The diffracted field is obtained by using the UTD formulation

presented in Section II-C. The shadowing of the incident and reflected

rays by the flat plates is compensated by the addition of the diffracted

fields which cause the total field to be smooth and continuous at the

incident and reflection shadow boundaries. The most difficult part in

computing the edge diffracted field is to determine the ray path. For

any particular source, plate edge, and receiver location, the diffracted

ray path is unique [25]. The key in finding this unique path is to

determine the actual diffraction point along the given edge.

Typical geometries for the diffraction point in the illuminated and

shadow region are depicted in Figures 4.5(a) and (b), respectively, and

will be discussed separately in the following sections.

1. Diffraction Point in the Lit Region

As shown in Figure 4.5(a), the diffraction point in the lit region

must be located at a position along the edge such that the angle B

between the incident ray and the edge equals the angle B' between the

diffracted ray and the edge. With _ and d defined as unit vectors in

A

the direction of the incident and diffracted rays, respectively, and e

defined as a unit vector lying along the edge, the above noted basic law
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Figure 4.5. Illustrations of the diffracted field by the straight
edge.
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of edge diffraction [27] (i.e., B = B') can be stated equivalently by

the requirement that

" _ (_ _ (4 22)I .e= -e •

The edge unit vector e in Equation (4.22) can readily be computed from

the specified corner coordinates of the plate. From the procedure

depicted in Figure 4.6, the diffraction point is given by

-I," -I,,l

÷ +, iPs- Psl
Pd = PS + ÷ +' + +'

IPs - PSI + IPr- Prl

l(Pr - Ps) • eil ei

in the near field case, (4.23)

or,

+ +l + +1 A

Pd = Ps + IPs " Ps i cosB ei
in the far field case, (4.24)

where

Ps : Pc + {(Ps " Pc ) " el} ei
I 1

(4.25)

and

-t.I ÷ ÷ ÷ "

Pr : P_ + {(Pr " Pc ) " el} ei
_i i

M• ei
cotB- ,

I - (i • ei)J

(4.26)

(4.27)
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2. Diffraction Point in the ShadowRegion

If the edge of the plate is not located in the lit region of the

source as shownin Figure 4.5(b); the diffraction point cannot be

obtained directly in that one has to resort to a numerical approach. An

iterative numerical search procedure is employedhere to determine the

diffraction point which satisfies the diffraction law (i.e., T.e = d-e).

procedure, values of T.e are computedand stored for a sequenceof N

sample points along the plate edge. The coordinates (x,y,z) of the

sample points are selected and defined in the following manner. For an

edge of length _, the N samplepoints effectively subdivide the edge

into (N-l) segmentsof length a_, where A_=_/(N-I). The distance t

between the one reference end of the edge and the nth sample point along

the edge is then given by

t(n) = (n-1)a_ ; n=1,2,3, .... ,N . (4.28)

These distances define the coordinates (Xn,Yn,Z n) for each of the N

sample points. It is noted that the _.e curve for the straight edges

which attach to the fuselage varies rapidly near the fuselage. So for

these edges, the sample points are taken in a nonlinear way with more

samples near the fuselage, i.e., the distance t is given by

n-1

t(n) = Z iAs ; n=1,2,3, ....,N (4.29)
i=O
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where

As = lqTi-_
Z i

i=O

(4.30)

Except for this variation, the routine follows the detailed approach

which was given previously.

After the T-e values are computed and stored at the N sample points

along each plate edge, the routine initiates a search to determine which

one (if any) of the (N-l) segments contains the diffraction point. The

test to determine whether the diffraction point is within the limits of

the physical edge or not can be done by computing d-e at two ends of

each physical edge for a specified receiver point and then comparing

A

them with stored data T.e at the two ends. A diffraction point lies

along the physical edge if d.e>_.e at one end of the physical edge and

d.e<_.e at the other end. Otherwise, the diffraction point does not

exist on the physical edge. If the diffraction point falls within the

limits of the physical edge, the routine selects the midpoint of the

edge as the next test point. Note that a selected test point in the

search routine always coincides with one of the N sample points in the

list of previously computed T-e values. Noting the sign of the

inequality between _.e and d.e at the midpoint and two endpoints of the

edge, the routine selects the half of the total edge which contains the

diffraction point as the second search interval. The routine continues
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to halve the search interval in this manner until, after several cycles

in the iteration, the length of the search interval is reduced to the

segment length a_ between successAve sample points. This situation is

depicted in Figure 4.7, which shows the diffraction point located within

the segment bounded by distances t(m) and t(m+1). At this stage of the

search, the routine uses linear interpolation to compute the distance

hd to the true diffraction point. The value of hd is then used to
÷

compute the diffraction point coordinates Pd(Xd, Yd, Zd), as given by

and

xd = xI + hd • ex

Yd = Yl + hd ° ey

zd = zI + hd • ez

(4.31)

(4.32)

(4.33)

3. Curved Edge Diffraction Point

This section presents a discussion of the routine for computing the

diffraction point on a curved edge of a finite flat plate. In general,

a curved edge solution is needed in the analytical aircraft model to

treat the diffraction which occurs at the junction of the finite flat

plates and the ellipsoid, and the chopped fuselage curved edge.
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Figure 4.7. Graphical representation of how the diffraction point
location is determined.
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The basic approach used to determine the diffraction point along

the curved junction edge is essentially the same as that for the

straight edge diffraction point in the shadow region which was discussed

in the previous section. The only difference is that the edge unit

A

vector e is a function of position along the curved edge and the

determination of the incident unit vector T is more complicated in that

the curved junction edge lies on the ellipsoid surface as shown in

Figure 4.8(a). The position vectors of the N sample points along the

curved junction edge are easily computed using the attachment algorithm

which was discussed in Section III-D. Accordingly, the ith edge unit

is obtained as follows

÷ ÷

PCEi+ 1 - PCE i
A

ei = + + ; i = 1,2,3, .... ,N. (4.34)

IPcEi+l - PCEi I

The unit vector T is determined in the following manner. Since the

curved junction edge lies on the ellipsoid surface, one must use the

elliptic perturbed cylinder or elliptic cone method which was discussed

in Section III-C to find the incident unit vectors. The unit vector

for each of N sample points along the curved junction edge is expressed

by

i = I cosB + e sinB

(4,35)
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(a) Diffraction from the curved junction edge.

Figure 4.8. Illustration of the diffracted field by the curved junction

edge.
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(c) Incident unit vector on a developed elliptic cone.

Figure 4.8. (Continued).
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where B denotes the angle betweentl and the unit vector _. The

location of the source and the i th sample point on the curved junction

edge are defined as Ps(Ves,Vrs) and Pi(Vei,Vri), respectively.

For the antennas mountedon the off-mid section of an ellipsoid,

the perturbed cone method is used in the calculation of incident unit

vectors as shownin Figures 4.8(b) and (c). The B angle is, then,

given by

S : y - : , (4.36)

where _ was given in Equation (3.86). The y is obtained from the

following geodesic equation:

re cos(y - a) : rs cosy , (4.37)

where

2 _4, ,I/2
2 cos2Vrs + b_sin2Vr s + ZsCO g Ves)rs : (as (4.38)

and

2 cos2Vri + b_sin2Vri + z_cot4Ves )I/2re : (as - Se , (4.39)

! • !

+ b2sin2Vri)Sin2Ve 11/2 dVe ,

with

Se : }ei [c2cos2Ve + (a2coS2Vri

Ves

(4.40)
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and

as = a cosVes

bs = b cOSVes

zs = a sinVes . (4.41)

Thus, y is given by

rs - re cos

Y = tan'l ( re sins ) (4.42)

Combining Equations (4.35), (4.36) and (4.42), the unit vector T at

each of N sample points along the curved junction edge is then computed.

For the antennas mounted on the mid-section of an ellipsoid, the

elliptic cylinder perturbation method is used in the calculation of the

incident unit ....,=_v,+__ along _ho._ r.rv_d......._doe._ Note that the angles 8

and y are the same for the elliptic cylinder case. The geodesic

equation is, then, given by

Se

fl: tan'l_rr (4.43)

where

= 2'Se }el {c2cos Ve + (a2cos2V r
0

2 ' I/2 ,
+ b2sin2Vr)sin Ve} dVe (4.44)
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and

Sr = _ri c°sVes {a2sin2V _

Vrs

112
+ b2cos2V_} dVr (4.45)

Combining Equations (4.35) and (4.43), the incident unit vector T at

each of the N sample points along the curved junction edge is, then,

computed.

After the edge unit vector and the incident unit vector at each of

the N sample points on the curved edge are computed and stored, the

actual diffraction point on the curved edge is determined using the

diffraction point search algorithm for the shadow region.

4. Diffracted Field Calculation

Assuming that the ray path is identified, the diffracted field for

the mth edge of the jth plate is given by

Ed( _

s(L,¢',¢,Bo,n) 0"-) E,( d) Ae_jks .

I_0 Dh(L,¢',¢,Bo,n)_i_ES (Pd)_l (4.46)

The parameters needed for the diffracted field calculation are given as

fol lows :

sd(s i + _)

L = sd + si + £ sinZBo , (4.47)
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Bo : sin-1 [ I 1-(d'em,j)2 ) (4.48)

¢ = tan -I

@' . tan "I J

J _m,j!
I_ _I

(4.49)

(4.5o)

J SlA = sd (sd+s i ) (4.51)

and

S =

--sd in the near field, and

I/Pr'Pd in the far field.
(4.52)

Note that ES(Pd ) is the field incident on the edge at the diffraction

point and is obtained using the source field solution which was

discussed in Section IV-B. The incident field can then be expressed as

S _d A M! A!El( ) = En(n.S ) + Eb(b.@ ) (4.53)

and
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AI

E_(;d) = En(n.; ') + Eb(b., ) (4.54)

The unit vectors of the edge fixe_ coordinate system for the incident

ray are given by

A

$' - nj cos¢' - bm,j sine' (4.55)

and

' = ' x i . (4.56)

Now, the diffracted field in terms of the rectangular coordinate system

for the mth edge of the jth plate is given by

"d = _ d d
Em,j E_ + ¢ El

(4.57)

with

A

; : nj cos¢ - bm,j sine (4.58)

and

;. ; ,, . (4.59)

These unit vectors (_,',;',;,;) will be used in the following sections

without defining them again.
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5. Corner Diffracted Field Calculation

The corner diffracted field is usually very small except near the

edge diffraction shadowboundaries. Therefore, the physical edge length

is extended by 5 wavelengths for the corner diffracted field calculation

in that the current corner diffraction coefficients are based on the

concept of equivalent edge current [31,33], which would exist on this

edge whenextended to infinity, as discussed in Section II-C.2.

There are two corner diffraction terms associated with each finite

plate edge. However, for the edgesattached to the fuselage, there is

only one corner diffraction term involved in the calculation. The

corner diffracted field and its related parameters are defined in

Section II-C.2. Someparameters related to the geometry given in Figure

4.9 are defined as follows:

Bc = c°s'1 (Sc " em,j) ' (4.60)

Boc --cos "1 (s • em, j) (4.61)

and

ScS

Lc - Sc+S • (4.62)

The total corner diffracted field is obtained by superimposing the

corner diffracted fields from each of the corners.
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Figure 4.9. Illustration of the corner diffracted field.
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E. FIELDCALCULATIONFORHIGHERORDERTERMS

In addition to the above direct scattering from a structure, the

rays reflected or diffracted from one structure tend to interact with

the other structures causing various higher order UTDterms (i.e.,

double reflected, reflected-diffracted, diffracted-reflected, and

double diffracted).

1. Double Reflected Field

The double reflected field Err can be obtained following a

procedure similar to the single reflected field in Section IV-C. As

shownin Figure 4.10, the images of the receiver location with respect

to the jth plate and jth-kth plates are given, respectively, by

and

÷lj 2nj _ )Pr = _r " " (_r _ci, j
, (4.63)

(R'r (4.64)

The source field solution is, then, used to compute the electric field

{s at the image position _j,k. This field would exist at that point if

the jth and kth plates were not present. Then the double reflected

field is, then, given by

I,k)
[Erkrj(_r) ] = [T]j [Tlk[ES(_rj l • (4.6s)
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Figure 4.10. Double reflection geometry.
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Note that [T]j and [T] k satisfy the boundary conditions on the jth and

kth plates, respectively, and the matrix [T] was defined in Section

IV-C.

2. Reflected - Diffracted Field

A typical geometry for the reflected diffracted field is

illustrated in Figure 4.11. To begin the solution, one needs to define

the images of the second plate corners and the receiver location with

respect to the first plate. Fromthe geometry of Figure 4.11, the image

point of the receiver with respect to the kth plate is given by

÷Ik _ ): 2nk" (4.66)

The images of the mth corner of the mth edge of the jth plate with

respect to the kth plate are given by

÷Ik ÷

= _Cm,j " )Pcm,j " 2nk (_Cm,j " PCl,k (4.67)

and

_Ik ÷Ik

_Ik Cm+i,j " Pcm,j

em,j--l_Ik ._Ik I
Cm+i ,j Cm,j

(4.68)
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Figure 4.11. Reflected-diffracted geometry.
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respectively. The value T.em,jlu is then computedand stored at the N

sample points along each edge of the image plate. The iterative

numerical technique which was dis-cussedin Section IV-D is used to find

the diffraction point _k on the edgeof the image plate. Fromthe
+

diffraction point on the image plate, the actual diffraction point Pd at

the mth edge of the jth plate is obtained as follows:

1
,k

(4.69)

After the ray path is identified, the source field _s is computed at the

diffraction point _k on the image plate. Next, the reflected field _rk

+

at the actual diffraction point Pd is obtained using the single

reflection solution which was discussed in Section IV-C, and is given

by

[_rk(;d) ] = [T]k [Es(;_k)] (4.70)

Then the reflected-diffracted field is given by

÷ --i ¢'

E_kdm'j (Pr) s(L, ,¢,Bo,n) 0

Z

i- r (Fd)-I
Ae"jks .

(4.71)
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The parameters needed for the diffracted field calculation are given as

follows:

srd(s r + si + &)
= sin2B o , (4.72)

L srd + sr + si +

I--_r. _j -I

I I ' (4.73)¢' = tan'1 _';r" £m,j _l

l--srd- nj --I

* = tan'l rd. _m,j_i

J . 1213o : sin "1 ( I-Is rd em, j ) , (4.75)

I sr + siA : srd(sr d + sr + si) , (4.76)

and

--sld in the near field, and+ (4.77)

s : l:Pr" Pd in the far field
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The reflected-corner diffracted field can be computedfollowing the

sameprocedure as that of the reflected-diffracted field except using

the corner diffraction coefficien_ rather than the edge diffraction

coefficient, and is not repeated here.

3. Diffracted-Reflected Field

The geometry for the diffracted-reflected calculation is

illustrated in Figure 4.12. To begin the solution, one needs to define

the image point of the receiver location with respect to the jth plate

which is given by

_IrJ = _r - 2nj • C_r - _Cl,j ) . (4.78)

If one assumesthe image point J as the receiver location, the

+ mth kthdiffraction point Pd along the edgeof the plate can be found

through the single diffraction point search technique which was

discussed in Section IV-D Tho diffracted field at the image point _lj

is, then, given by

dIjprILsLBon!!s, _ Ae-jks

I s ÷ I
E±(Pd)

I Ed(_IrJ)_ I: Dh(L' ¢" ¢'B°'n) I_ _1

(4.79)
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Figure 4.12. Diffracted-reflected geometry,
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Someinteresting parameters for this diffracted field calculation are

given as follows :

(sd+ sdr)(s i + J_)

= sin2B ° ,
L sd + sdr + si +

(4.80)

= :_n"1 [
_0 .... V

iI-l;d •em,k!2 ) (4.81)

I-';i" _k -I

¢' = tan'1 ] "si" bn,k _[

(4.82)

I-;d. nk -I

• bn,k_l
(4.83)

A

J si(sd+ sdr)(sd+sdr+s i)
(4.84)

and

S -'-

+lj
" Pd

in the near field, and

in the far field .
(4.85)
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Finally, the diffracted-reflected field is obtained by multiplying the

reflected field polarization transformation matrix to the above

diffracted field, and is given by.

[Edm'krj(_r) ] = [T]j [Edm'k(_IrJ)] (4.86)

For the corner diffracted-reflected field calculation, one needs to

use the corner diffraction coefficient rather than the wedgediffraction

coefficient. Beside that, the corner diffracted-reflected field

can be computedfollowing the sameprocedure as that for the

diffracted-reflected field, and is not repeated here.

4. Double Diffracted Field

The double diffracted field contribution is usually small compared

with the other UTDterms. However, whenone edge lies in the shadow

boundary of the other edge or both diffracted edges are close to the

source, a double diffracted field maybe significant. A typical

geometry for the double diffracted field calculation is illustrated in

Figures 4.13(a) and (b). The key to solving for the double diffracted

field is to determine the two diffraction points along the diffracting

edgesfor specific source and receiver locations.
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(a) Double diffracted field when the two diffraction points
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Figure 4.13. Illustration of the double diffracted field.
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Figure 4.13. (Continued).
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When the two diffraction points lie on different plates as shown in

Figure 4.13(a), one needs to first compute and store the values

A .dI
em, j • s at the N sample points.along the second edge em, j. The N

sample points along the second edge are assumed as the receiver

locations and the first edge en, k as the diffracting edge. Then the

^ AdI

value em, j • s at each sample point on the second edge can be computed

using the usual single diffracted field algorithm and stored. In this

÷

procedure, the corresponding diffraction point Pdl on the first

diffraction edge for each sample point on the second edge is also

determined using the diffraction point search technique which was

÷

discussed in Section IV-D. Next the diffraction point Pd2 on

the second edge is found using the diffraction law, i.e.,

_ ^ _d2.
em, j • _dl = em, j • After the ray path is identified, the double

diffracted field is computed in the following manner. The incident

field Edm'j at the second diffraction point is given by

r--,io iEt (Pd2) I (L1,¢i,¢i,Bol,nl) 0

• AleJksdl

(4.87)

where _s is the source field, which was discussed in Section IV-B at the

first diffraction point Pd1. The parameters needed for this diffracted

field calculation are given as follows:
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d1
s (si + {)

L 1 = sdl+ s i + sin2Bol
(4.88)

Bol = sin-I { Jl-Is dl. em,jl 2 )

i
¢i = tan-1 I_'_i" bm,j _!

(4.89)

• (4.90)

(4.91)

and

I si
A =

sdl(s dl + si) (4.92)

Finally• the double diffracted field at the receiver location is given

by

I-'_dm,jdn,k,:,--I I-- ' --ic! 'Vr; I = . I is(L2,¢2,¢2,Bo2,n 2) 0

E_m'jdn'k(Fr) I I u ' I
-- -- I_ DS (L2, ¢2, ¢2, Bo2,n2)_l

• A2e-jksd2

dm_÷ I
E-I-'J(Pd2 )I

I

(4.93)
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The parameters neededfor this diffracted field calculation are given as

fol lows:

d2s sdl
sin2Bo2L2 = sdlsd2+ • (4.94)

_ sin-1 r 11_ l;d2. _ 12
"o2 _ _ "- t_ "n,k I ) • (4.95)

(4.96)

im sd2 ,'nk --I

¢2 : tan-I i/d2. bn,k !

(4.97)

J dl

s

A2 = sd2(sdl+ sd2)
(4.98)

and

sd2 I -Pr " Pd2

in the near field• and

in the far field . (4.99)
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If both diffraction points lie on the sameplate as shownin Figure

4.13(b), the ray path should be determined in a different way. The

first step is to project the receiver onto the edge which contains the

seconddiffraction point which is given by

÷' F + [(Pr " Pc ) " em,j] em (4.100)
Pr = Cm,j m,j 'J "

Next, project the receiver onto the plane which contains the plate

itself and the second incident ray path sdl. Then, the projection of

the receiver is given by

•_,ll ÷ I "_' ÷ I

Pr : Pr " IPr - Pr I bm,j " (4.101)

÷11

Assuming that the receiver is located at Pr' one can find the first
÷

diffraction point Pdl using the single diffraction point search

technique which was discussed in Section IV-D. After the first

÷ ÷

diffraction point Pdl is determined, the second diffraction point Pd2

is given by

÷ -I_l

" " I'"Pd2 = Pdl + IPr - _dlI " cose ' (4.102)

where

o : _ -cos-I(_ _I
m,j " ) , (4.103)
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and

÷. p
sd I Pr " d1

= _

IPr - Pdl l
(4.1o4)

After both diffraction points are determined, the double diffracted

field can be computed in the same way as done for the diffraction points

on the different plates.

It is noted that the parallel component of the field incident on

the second edge is always zero for this case, and if the diffracting

plate is a half plane (i.e., n=2) there are two perpendicular fields

incident on the second edge as shown in Figure 4.14.

The diffracted-corner diffracted, corner diffracted-diffracted and

double corner diffracted terms can be computed using the same procedure

as done for the double diffracted field, however, these terms are

usually very small.

F. SHADOWING ALGORITHM

After the ray path is determined using the previous field

calcualtion algorithms, one must then examine the total ray path to see

whether or not it intersects an obstacle. If the ray path is not

interrupted, the field value is computed and superimposed with other

terms. On the other hand, if the ray path is interrupted, the field is

not computed.
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Figure 4.14. Two perpendicular components of the field incident to the
second edge.
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First of all, it is necessary to decide whether the incident ray is

toward the plate. This can be doneby determining the value of the

parameter C1 which is given by

C1 = [nj • (Pr " Pes )] " [nj • (Pcl,j - Pes)] (4.105)

If the value of C1 is less than or equal to zero, such as the point PI

in Figure 4.15, the ray cannot be interrupted by the plate. Otherwise,

a next step is needed. From the geometry given in the figure, the

intersection point between the incident ray and plate of the jth plate

is given by

PH = Pes + C2(Pr " Pes ) • (4.106)

where

;j• - F.)
l,j

C2 = _ ÷ ÷ " (4.107)

nj • (Pr " Pes )

If the value of C2 is greater than one, then the ray cannot reach to the

jth plate such as the point P2 as shown in the figure. Otherwise, one

more step is needed to decide whether the ray passes through the plate

which is defined by corners. For this test, the parameter C3 is used

and given by
p
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Figure 4.15. Illustration of the shadowing algorithm.
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C3= I)j %1-_
m=1

(4.1o8)

I -
where -'_j o [(_Cm,j - _H)x (_Cm+l,j

em : tan-I I_ (_C_ " _H) " (_C_,, " _H) _

lll-J II1"1"/, lJ

, (4.109)

and Nj is the total number of corners used to define the jth plate. If

the value of C3 is less than zero, then the ray is not shadowed by the

÷

plate such as the point P3 in the figure. Otherwise, the ray is

÷

shadowed by the plate such as P4 in the figure.

All ray paths for each UTD term are tested with this shadowing

algorithm to decide whether or not the UTD term is included in the total

field. This completes the total field computation.
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CHAPTERV

ANALYSIS OF AIRBORNE ANTENNA RADIATION PATTERNS

A. INTRODUCTION

Using the fuselage simulation techniques and the field calculation

algorithms presented earlier, the Ellipsoid-Model Aircraft Code [15] has

been developed to compute and superimpose the various UTD terms for an

arbitrary near or far field pattern.

To demonstrate the capability of this new analytic solution,

various airborne antenna radiation patterns are analyzed using the code.

Some radiation patterns that have been previously computed with old

programs (Elliptic cylinder-model Aircraft Code [40,45] or Prolate

spheroid-Model Aircraft Code [24]) are also computed and presented here

in that this new solution provides an improved result in most cases.

The validity of this analytic solution is also verified by the

comparisons between the calculated and measured data for the wide

variety of shapes such as commercial, private and fighter aircraft,

missiles, and spacecraft. Most of these comparisons are in terms of
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actual aircraft simulations that have been used in the past for

verification purposes. The solutions are presented in terms of the

radiation patterns of the three basic elements (i.e., axial slot,

circumferential slot, and monopole) which can be used to simulate an

arbitrary fuselage mounted antenna if the aperture distribution is

known.

t_ _r_'_m _ _'_ _v_m,ln_ ,#_,oP o-_I _4.4. ...... _. ..... _ _ __- _ _

_,, v, _w,,., w,,v _,AWJ,IIII_ "@l.II IUt,,,I} I,oUtll&OI I..lOt,.,b_:l II _UL,_, d (,_dl'_T._,,_lclrl

coordinate system (x,y,z) originally defining the simulation model is

now rotated into a new system (Xp,yp,zp) as shown in Figure 5.1. Note

that the new cartesian coordinates are found by first rotating about the

z-axis an angle ¢c and then about the y-axis an angle Oc. The pattern

is, then, taken in the (Xp,yp,Zp) coordinate system with Op fixed. The

coordinate systems that apply for the principal plane pattern cuts

(i.e., roll, elevation, and azimuth patterns) are illustrated in Figure

5.2.

To begin any simulation of an aircraft, one needs to start with a

set of scale model drawings. For our purposes, Jane's book [41] "All

the World's Aircraft" is most appropriate in that it provides a

reasonable line drawing for a wide variety of aircraft.

B. COMMERCIAL AIRCRAFT

This section presents various radiation pattern results for

different antennas, locations and commercial aircraft. Measured

radiation patterns were provided by NASA (Hampton, Virginia) for a
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Figure 5.1. Definition of pattern axis.
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Figure 5.2. Transformed coordinate systems for the

principal plane pattern cuts.
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Figure 5.2. (Continued.)
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Boeing 737 and KC-135 aircraft. Since most commercial aircraft are

similar to the 737 and KC-135, one can assume similar results would

apply for other such structures.. However, if the aircraft of interest

deviates to a high degree from these geometries, one must verify his

results before he can conclude their accuracy. Once that new

configuration is verified, the class of geometries that can be treated

increases accordingly.

1. Boeing 737 Aircraft

The Boeing 737 aircraft as shown in Figure 5.3 is most interesting

in that extensive experimental work [42,43,44] is available.

One of the major problems in the design of a safe, reliable and

accurate approach and landing system known as the Microwave Landing

System (MLS) is the location of the antennas on the aircraft structure

in order to achieve the desired radiation coverage. For the Beoing 737

aircraft, Stations 220, 250, and 305 on the top of the fuselage and

Stations 222 and 950 on the bottom of the aircraft, as shown in Figure

5.4 were proposed as test locations for the antenna installation. In

order to determine the best location for the MLS application, the

radiation patterns for each test location was analyzed and measured.

Figure 5.5 illustrates the computer model which is used to simulate

the Boeing 737 aircraft for the top mounted antennas. A composite

ellipsoid (77" x 74" x 830" x 308") is chosen to simulate the fuselage
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Figure 5.3. Boeing 737 aircraft.
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ANTENNA LOCATION

A- STATION 220

B - STATION 250

C - STATION 505

D - STATION 222

E - STATION 950
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D
• °
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Figure 5.4. Test locations for the antenna installation on the

Boeing 737 aircraft.
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(b) FRONT VIEW

(c) TOP VIEW

Figure 5.5. Computer simulated model of a Boeing 737 aircraft.
The antenna is located at Station 220.
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surface of the actual aircraft as accurately as possible, especially

near the antenna location. It is assumed here that the radome is

perfectly transparent. This lea_es a short, blunt-looking nose section

which extends out from the front of the aircraft. It was found that the

nose section normally has little effect on the resulting pattern. Thus,

the cockpit nose section for simplicity is simulated by a finite flat

plate. The wings and vertical stabilizers are approximated by finite

flat plates which results in a simple model for the aircraft. The

significant features associated with the vertical stabilizer are the

leading edge and thickness of the two flat plates used to approximate

those features of the actual vertical stabilizer. The thickness is

important in that it tends to shadow the direct field from the antenna

for aft radiation directions. For the sake of efficiency, no horizontal

stabilizers are included in this model.

The radiation patterns for a _/4 monopole mounted at Station 220

above the cockpit on a Boeing 737 aircraft are, then, calculated using

the model just described. The three principal plane results are shown

in Figures 5.6 to 5.8 and found to be in very good agreement with

measurements. The experimental work was performed by the technical

staff at NASA (Hampton, Virginia) using a 1/11th scale model of a Boeing

737 aircraft. But it is noted that the measured results have some

asymmetry in the patterns. This could be attributed to misalignment of
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Figure 5.6. Elevation plane pattern of a X/4 monopole mounted at

Station 220 on top of a Boeing 737 aircraft.
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Figure 5.7. Roll plane pattern of a ;k/4monopole mounted at

Station 220 on top of a Boeing 737 aircraft.
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Figure 5.8. Azimuth plane pattern of a _/4 monopole mounted at
Station 220 on top of a Boeing 737 aircraft.
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the monopole with respect to the surface normal or the movement of the

model due to shifting weight during the measurement. This misalignment

of the monopole (approximately 3° tilted to the nose section from the

actual surface normal) was detected by the calculated elevation plane

pattern and various azimuth plane patterns. To compensate this

misalignment in the comparison with measured patterns, the conical

pattern axes were rotated 3° toward the nose section. The various

azimuth plane patterns for this antenna location are computed and shown

in Figures 5.g(a) to (g). In each case, the calculated results compare

very favorably with the measurements.

To evaluate the radiation coverage performance of the MLS antenna

at Stations 250 and 305, the elevation plane patterns for a _/4 monopole

mounted at these locations are obtained. The elevation plane patterns

are used in that it is the most critical MLS sector. It is noted that

the antenna at Station 250 is mounted 4" off the fuselage centerline

because of the structural problems that exist on the actual aircraft

fuselage. Both calculated and experimental results for Stations 250 and

305 are presented in Figures 5.10 and 5.11, respectively. The results

reveal good agreement between the theoretical predictions and scale

model measurements. In addition, the results indicate that Station 220

appears to be the best choice since it gives the best forward coverage

which satisfies the MLS performance requirement. However, due to

structural problems, the antenna of interest had to be moved to

Station 250.
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Azimuthal conical patterns of a X/4 monopole mounted at
Station 220 on top of a Boeing 737 aircraft.
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Figure 5.9. (Continued).

186



TSP --- CALCULATED

MEASURED

NOSE

/

BSTTSM

ISCALE: EACH DIVISION=IODB)

Figure 5.10. Elevation plane pattern of a _/4 monopole mounted at
Station 250 (off center) on top of a Boeing 737 aircraft.
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Figure 5.11. Elevation plane pattern of a _/4 monopole mounted at
Station 305 on top of a Boeing 737 aircraft.
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Next, an antenna location on the bottom of an aircraft fuselage

behind the radome was also proposed for the MLS application. Since the

MLS is used for both for the approach and landing, this location

appeared to be very attractive for the forward coverage requirement.

For an antenna location at Station 222, the Boeing 737 aircraft was

modeled by a composite ellipsoid (66" x 55" x 785" x 232"). It is noted

that the fuselage dimensions associated with the bottom of the aircraft

are different from the top, in that the aircraft has a definite shape

change from top to bottom. The radome on the 737 aircraft is simulated

by the truncated fuselage as shown in Figure 5.12.

In order to determine the appropriate polarization (horizontal or

vertical) of the radiated field as well as the location of the antenna,

the elevation plane patterns for a _/4 monopole, a circumferential slot

and an axial slot mounted at Station 222 are calculated and found to be

in very good agreement with measurements as shown in Figures 5.13(a) to

(c), respectively. In this case, vertical polarization has better

forward coverage than horizontal polarization because horizontal

polarization is shorted out by the perfect conducting fuselage.

Based on the MLS antenna coverage requirement, the radiation

pattern of a single vertical polarization monopole is not quite

adequate. Thus a tail mounted monopole was proposed to be mounted at

Station 950 on the bottom of the Boeing 737 aircraft fuselage for missed

approach purposes. This location is chosen because the slope of the

fuselage surface at Station 950 is similar to that at Station 250 on the
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Figure 5.12. Computer simulated model for a X/4 monopole mounted at

Station 222 on the bottom of the fuselage of a Boeing 737
aircraft.
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(a) _/4 monopole case.

Figure 5.13. Elevation plane pattern of an antenna mounted at
Station 222 on the bottom of a Boeing 737 aircraft.
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Figure 5.13. (Continued).
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(C) Axial slot case.

Figure 5.13. (Continued).
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top of the fuselage such that the space coverage of the two antennas

tends to have a better match. The computer model as shown in Figure

5.14 is composed of a composite ellipsoid with four flat plates attached

to the fuselage. Two flat plates are used to simulate the wings, and

the other two simulate the horizonal stabilizers. The engines are

neglected in the present model for simplicity. The elevation plane

radiation pattern is computed and found to be in good agreement with the

measurements as shown in Figure 5.15.

2. KC-135 (Boeing 707) Aircraft

The radiation patterns for the antennas mounted on the KC-135

aircraft are analyzed in this section. Precision pattern measurements

(elevation and roll plane patterns) using a 1/25 scale model were taken

at NASA (Hampton, Virginia) and will be used to verify our numerical

solution.

The line drawings for the aircraft are shown in Figure 5.16. The

computer simulated models of the KC-135 for antennas mounted forward of

the wings and over wings are shown in Figures 5.17 and 5.18,

respectively. The elevation plane patterns for a short monopole are

illustrated in Figure 5.19. The patterns for a circumferential KA-band

waveguide are illustrated in Figure 5.20. Finally, the patterns for

an axial KA-band waveguide are shown in Figures 5.21. Next, the roll

and azimuth plane patterns for a short monopole, a circumferential
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Figure 5.14. Computer simulated model for a x/4 monopole mounted at
Station 950 on the bottom of the fuselage of a Boeing

737 aircraft.
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Figure 5.15. Elevation plane pattern of a X/4 monopole mounted at

Station 950 on the bottom of the fuselage of a Boeing

737 aircraft.
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Figure 5.16. KC-135 aircraft.
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(a) SIDE VIEW

(b) FRONT VIEW

(c) TOP VIEW

Figure 5.17. Computer simulated model of a KC-135 aircraft.
The antenna is located forward of the wings.
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Figure 5.18. Computer simulated model of a KC-135 aircraft.
The antenna is located over the wings,
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Figure 5.19. Elevation plane pattern for a _/4 monopole mounted on a
KC-135 aircraft.
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(b) Antenna mounted over wings

Elevation plane pattern for a circumferential KA-band

waveguide mounted on a KC-135 aircraft.
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(b) Antenna mounted over wings

Figure 5.21. Elevation plane pattern for an axial KA-band

waveguide mounted on a KC-135 aircraft.
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ka-band waveguide, and an axial Ka-band waveguide mounted forward and

over the wings are shown in Figures 5.22 to 5.27.

The computed results are found to be in very good agreement with

the measurements in the elevation and roll planes. The comparisons of

the azimuth plane radiation patterns are not shown here, since the

measured data was not available.

To further demonstrate the versatility of this solution, the

radiation patterns for the Lindberg crossed-slot antenna [46] mounted at

Station 470 along the top center-line of a KC-135 aircraft is

analyzed. The Lindberg antenna (crossed slots, 90° phase difference

between two slots) is a UHF antenna designed for use in a

satellite-to-aircraft communications link. Using the computer model as

shown in Figure 5.28, the radiation patterns were computed for a right

circularly polarized Lindberg antenna. Various calculated patterns

along with the measured results as taken form reference [46] are

presented in Figures 5.29 to Figures 5.32 and, again, good agreement is

obtained. The gain level in each case is adjusted to compare with

measurements. The EB pattern corresponds to the vertical component,

E¢ to the horizontal component and Ecp pattern to the circularly

polarized field. Note that all patterns are computed at a frequency of

6.25 GHz and .039_ x .78_ slots are considered in this calculation.
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(b) Antenna mounted over wings

Roll plane pattern for a X/4 n_nopole mounted on a
KC-135 aircraft.
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(b) Antenna mounted over wings

Figure 5.23. Roll plane pattern for a KA-band circumferential

waveguide mounted on a KC-135 aircraft.

205



TOP

CALCULATED
.... MEASURED

LEFT RIGHT
WING HING

BOTTOM

(a) Antenna mounted forward of wings

TOP

WING WING

BOTTOM

ISCRLE= ERCH DIVISION-IODB)

(b) Antenna mounted over wings

Figure 5.24. Roll plane pattern for a KA-band axial waveguide
mounted on a KC-135 aircraft.
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(b) Antenna moun¢ed over wings

Figure 5.25. Azimuth plane pattern for a X/4 monopole mounted on a
KC-135 aircraft.
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(b) Antenna mounted over wings

Figure 5.26. Azimuth plane pattern for a KA-band circumferential
waveguide mounted on a KC-135 aircraft.
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(b) Antenna mounted over wings

Figure 5.27. Azimuth plane pattern for a KA-band axial waveguide
mounted on a KC-135 aircraft.
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Figure 5.28. Computer simulated model for a Lindberg antenna mounted
on a KC-135 aircraft.
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Figure 5.29. Elevation plane pattern for a Lindberg antenna

mounted on a KC-135 aircraft.
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Figure 5.29. (Continued.)
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Figure 5.30. Roll plane pattern for a Lindberg antenna mounted on
a KC-135 aircraft.
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Figure 5.30. (Continued).
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Figure 5.31. Azimuth plane pattern for a Lindberg antenna mounted on a
KC-135 aircraft.
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Figure 5.31. (Continued).
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Figure 5.32. Azimuthal conical pattern (Bp=45 °) for a Lindberg antenna
mounted on a KC-135 aircraft.
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Figure 5.32. (Continued).
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C. PRIVATEAIRCRAFTSIMULATIONS

This section presents a study of the effects on the radiation

patterns associated with modeling private aircraft.

Measuredroll plane patterns were provided by NASA(Hampton,

Virginia) [37,38,39] and are used throughout the following discussion.

1. Cessna402B

Let us consider the problem of modeling the Cessna402B illustrated

in Figure 5.33. Our goal now is to investigate how to model the roll

plane of this aircraft using a composite ellipsoid and flat plates to

best match the experimental results. Experimental results have been

obtained from NASA(Hampton, Virginia), using the 1/7 scale model at a

range of 50 feet; however, the model is input in full scale dimensions

at a pattern range of 35Q feet.

Past studies have indicated that matching the curvature of the

fuselage near the antenna is more advantageous than trying to

approximate the overall fuselage shape. With that in mind, the models

illustrated in Figure 5.34 are considered first. Here the height and

width of the ellipsoid match the corresponding dimensions of the actual

fuselage top portion near the antenna, and wings are simulated as flat

plates. Note that the prolate spheroid model of the old Aircraft Code

[24] is also included in the figure for comparison. The resulting roll

plane patterns are shown in Figure 5.35. The comparison shows that the

ellipsoid model has led to a reduction in intensity of about 4 dB
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(a) Side view.

(b) Front view.

Figure 5.33. Cessna 402B.
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Figure 5.34. Model for Cessna 402B with wings only.
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Figure 5.35. Pattern for Cessna 402B model shown in Figure 5.34.
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throughout most of the lower half of the pattern, which is a definite

improvement; however, the large lobes at -+105° and some ripple

throughout the pattern are still, missing.

A better model is obtained by consideration of the fuel tanks

mounted on the wing tips. The actual shape of the tanks is curved, but

of course they must be approximated by flat plates. A model with each

fuel tank simulated as a single plate is shown in Figure 5.36, with the

corresponding pattern shown in Figure 5.37. It is apparent that this

is a major improvement in the lower half of the pattern, as the -+105°

lobes are not present. A problem, however, is the excessive signal

intensity in the 0° to -+20° range due to strong direct reflections off

the fuel tanks.

To alleviate this problem, let us use two plates to simulate each

fuel tank. This will decrease the amount of direct diffraction by

better simulating the curved surface of the tank. Such a model is

illustrated in Figure 5.38, with the corresponding pattern shown in

Figure 5.39. A definite improvement is shown in the figure, but the

intensity in the +-110° to -+140° range is still about 6 or 8 dB high.

However, this pattern is within reasonable engineering agreement with

the experimental result.

For greater accuracy, the effects of the engine housings can be

considered. A model with engine housings and fuel tanks is shown in

Figure 5.40, and the pattern resulting from this simulation model is

shown in Figure 5.41. It is apparent from this result that the
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Figure 5.36. Model for Cessna 402B with one plate simulation of fuel
tanks.
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Figure 5.37. Pattern for Cessna 402B model shown in Figure 5.36.
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Figure 5.38. Model for Cessna 402B with two plate simulation of fuel
tanks.
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Figure 5.39. Pattern for Cessna 402B model shown in Figure 5.38.
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Figure 5.40. Model for Cessna 402B with engines and fuel tanks.
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Figure 5.41. Pattern for Cessna 402B model shown in Figure 5.40.
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pattern is greatly improved in the ±120° to ±180 ° range. Certainly

the results shown on this figure are acceptable for engineering

applications.

2. Beechcraft Baron

Another case which presents an interesting modeling challenge is

th_ R_rhrr_f_ R=_on with _ho =n_........._^_ _......._ of _- kpi

illustrated in Figure 5.42. This model is most useful for testing our

new code in that this has wing mounted engines and propellers.

A model is desired which will yield a computed roll plane pattern

in close agreement with experimental results. An initial model

including wings and engine housings is illustrated in Figure 5.43 with

the corresponding roll plane pattern shown in Figure 5.44. One notes

that the computed result is well matched with the experimental result,

but the large ripple, especially in the lower half, is missing. Perhaps

an upgrading of the model could improve our accuracy. However, the rest

of the pattern would seem, if not perfect, at least acceptable for any

engineering applications.

Next, let us consider the effect of the rotating propellers in

front of the engines. It is necessary to check the scattering due to

the rotation of the propellers in that they are close to the antenna.

Four different positions (i.e., 0°, 45°, 90°, 135°) of the stationary

propellers are chosen to simulate the rotating motion of the propellers
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(a) TOP VIEW
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Figure 5.42. Beechcraft Baron with antenna in forward location.
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(a) TOP VIEW

(b) FRONT VIEW

Figure 5.43. Beechcraft Baron model with engine housings.
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Figure 5.44. Roll conical pattern (ep=80°) Beechcraft Baron model
shown in Figure 5.43.
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as shownin Figure 5.45. For simplicity, only the left propeller is

considered with the corresponding roll plane pattern shownin Figure

5.46. Note that width of patter6 line indicates the variation of the

radiation pattern due to the rotation of the propellers. Onenotes that

the variation margin in the 200° to 300° range is about 4 or 6 dB. This

example shows the extended capability of our code in the pattern

OtlClljr_,l_l IUI I,,11_ IIIUUI_I WI_II 0 IUI.,,ClI_Illy I.JUJfI_I._L.

3. Cessna 150

Another interesting modeling challenge is the Cessna 150

il]ustrated in Figure 5.47. Perhaps the obvious way to model the Cessna

150 would be to use the ellipsoid as a fuselage, then put in a flat

plate above it to simulate the wing. However, the Aircraft Code has the

requirement that the source be mounted on the ellipsoid; whereas in this

case, the antenna is located on the wing. An acceptable model within

the requirements of this program can be obtained as illustrated in

Figure B.48, where the ellipsoid is used lengthwise as the wing. Note

that the nose and tail are modeled as flat plates. The resulting

elevation plane pattern for this model is shown in Figure 5.49.

Although the magnitude of ripple is not quite perfect, it is of the

correct spacial frequency, and the general shape of the pattern is good.

A slight disadvantage to this particular use of the ellipsoid is

due to the sharp curvature near the antenna, in that the pattern is

quite sensitive to small changes in source location.
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Figure 5.45. Beechcraft Baron model with rotating properllers on one
side.
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Figure 5.46. Roll plane pattern (ep:80°) for Beechcraft Baron model
shown in Figure 5.45.
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(a) Top view.

| ANTENNA

(b) Front view.

Figure 5.47. Cessna 150.
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(b) Side view.

Figure 5.48. Cessna 150 model. Dashed lines are not part of the

computer simulation.

238



TOP

CALCULATED

.... MEASURED

NOSE TflIL

BOTTOM

ISCRLE; ERCH DIVISION-IODB)

Figure 5.49. Cessna 150 elevation plane pattern for model shown in

Figure 5.48.
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D. MILITARY AIRCRAFT AND MISSILES

This section presents the study of the radiation patterns for the

antennas mounted on the fuselage of various military aircraft (F-16,

F-4, A-IO and C-141) and missiles. The ability of this solution to

analyze very complex structures is verified in terms of military

aircraft. Various scattering mechanisms are also studied individually

using the F-16 in order to show the significance of the variouserms.

I. F-16 Fighter Aircraft

The most interesting model among military aircraft studied to date

is the F-16 fighter aircraft in that extensive experimental results [47]

are available. The measured data was obtained by General Dynamics using

a quarter scale model of the F-16. The line drawings for a F°16 fighter

aircraft are shown in Figure 5.50.

The TACAN antenna mounted on the top of the F-16 fighter fuselage

as shown in Figure 5.50 is studied here and operated at a frequency of

0.96 GHz. As shown in Figure 5.51, a composite ellipsoid (21.5" x 23" x

400" x 250") is chosen to simulate the fuselage of the aircraft as

accurately as possible, especially near the antenna location, and the

•other appendages (i.e., wings, stabilizers, tails, etc.) of the aircraft

are simulated using 12 flat plates. Note that the radome of the F-16

fighter is simulated as a truncated fuselage.
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Figure 5.50. F-16 fighter aircraft.
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Figure 5.51. Computer simulated model of an F-16 fighter aircraft.
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The various UTD terms are demonstrated for the roll plane radiation

pattern in Figure 5.52 and the total field is compared with the

experimental results in Figure 5.53. Note that the pattern of the

prolate spheroid model [24] is also included in the figure to show the

improvement of the new code. As can be seen from the comparison, the

result of the ellipsoid model shows very good agreement with the maximum

discrepancy being less than 2 dB. Note that each pattern is normalized

to the same level such that one can compare the significance of each IFFD

term. Since the individual UTD terms can be analyzed separately using

this code, one can ascertain the significant features of a complex

target. The elevation plane pattern is shown in Figures 5.54 and the

calculated result compares quite favorably with the measurement.

To show the complete volumetric radiation patterns, the various

azimuthal conical patterns (ep = 10°, 20°, 30°, 40° , 45° , 50°, 55°,

60°,65°, 70°, 75°, 80°, 85°, 90°, 95°, 100 °, 105°, 11(1°, 115°, 120 °,

see Figure 5.2(c)) are calculated as shown in Figures 5.55 through 5.74.

In each case, both the principal and cross polarizations are considered.

The calculated results compare very favorably with the measurements in

each case. It is noted that the cockpit section simulation is not

complete in our model ; as a result, one can not expect good agreement

between the calculated and measured results in the nose region in that

the cockpit would be along the direct radiation path for such radiation

directions. In addition, the ripple above the aircraft in the elevation

pattern is most likely created by the cockpit which is not simulated in

the analysis.
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Figure 5.52. Various UTD terms for the roll plane pattern of a )./4

monopole mounted on top of an F-16 fighter aircraft.
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Figure 5.52. (Continued).
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Figure 5.52. (Continued).
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Figure 5.52. (Continued).
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Figure 5.53. Total field for roll plane pattern of a %/4 monopole

mounted on top of an F-16 fighter aircraft.
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Figure 5.54. Elevation plane pattern of a _/4 monopole
mounted on top of an F-16 fighter aircraft.
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Azimuthal conical pattern (Op = 10 ° ) of a ),/4 monopole
mounted on top of an F-16 fighter aircraft,
(See Figure 5.2(c)).

25O



lOSE

A!GHT
LEFT "MING
WING

TRIL

CALCULATED
MEASURED

(SCALE: EACH DIVISION= 4D8)

NOSE

LEFT RIGH_
WING "WING

TRIL

(b) E,/,

Figure 5.56. Azimuthal conical pattern (ep = 20°) of a L/4 monopole
mounted on top of an F-16 fighter aircraft.
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Figure 5.57. Azimuthal conical pattern (% = 30° ) of a I/4 monopole
mounted on top of an F-16 fighter aircraft.
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Figure 5.58. Azimuthal conical pattern (Op : 40°) of a _/4 monopole
mounted on top of an F-16 Tighter aircraft
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Figure 5.59. Azimuthal conical pattern (e D = 45 ° ) of a _/4 monopole
mounted on top of an F-16 fighter aircraft.
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Figure 5.60. Azimuthal conical pattern (Op = 50°) of a _/4 monopole
mounted on top of an F-16 fighter aircraft
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Figure 5.61. Azimuthal conical pattern (Op = 55°) of a >,/4monopole
mounted on top of an F-16 Tighter aircraft.
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Figure 5.62. Azimuthal conical pattern (ep : 60°) of a ),/4monopole
mounted on top of an F-16 fighter aircraft.
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Figure 5.63. Azimuthal conical pattern (Op = 65°) of a _/4 monopolemounted on top of an F-16 fighter aircraft
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Figure 5.64. Azimuthal conical pattern (Op = 70°) of a X/4 monopole
mounted on top of an F-16 fighter aircraft.
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Figure 5.65. Azimuthal conical pattern (Op = 75°) of a _/4 monopole
mounted on top of an F-16 fighter aircraft
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Figure 5.66. Azimuthal conical pattern (9 D = 80°) of a _/4 monopole
mounted on top of an F-16 fighter aircraft
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Figure 5.67. Azimuthal conical pattern (Bp = 85°) of a _/4 monopole
mounted on top of an F-16 fighter aircraft.
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Figure 5.68. Azimuthal conical pattern (Op = 90 °) of a _14 monopole
mounted on top of an F-16 Tighter aircraft
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Figure 5.69. Azimuthal conical pattern (Op = 95°) of a _/4 monopole
mounted on top of an F-16 fighter aircraft
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Azimuthal conical pattern (Op = I00:) of a _/4 monopole
mounted on top of an F-16 fighter aircraft.
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Figure 5.71. Azimuthal conical pattern (ep = 105°) of a _/4 monopole
mounted on top of an F-16 Tighter aircraft.
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Figure 5.72. Azimuthal conical pattern (Op = 110 °) of a L/4 monopole
mounted on top of an F-16 fighter aircraft.
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Figure 5.73. Azimuthal conical pattern (eD = 115 °) of a ),/4 monopole

mounted on top of an F-16 fighter aircraft.
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Figure 5.74. Azimuthal conical pattern (Op = 120°) of a X/4 monopole
mounted on top of an F-16 fighter aircraft.
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2. F-4 Fighter Aircraft

This example is illustrative in that the antenna is mounted on the

belly of an F-4 aircraft which is loaded with armament. The F-4 fighter

aircraft has a complex airframe with many scattering objects (i.e., fuel

tanks, jet intakes, pylons, etc.) attached to the basic frame. A %/4

monopole is used to simulate a UHF blade which is mounted on the bottom

fuselage of an F-4 aircraft and operated at a frequency of 375 MHz. The

measured data was obtained at the RADC Newport antenna range.

The line drawings of the F-4 fighter aircraft are shown in Figure

5.75. The computer model of the F-4 aircraft is illustrated in Figure

5.76. A composite ellipsoid (5" x 20" x 300" x 200") is chosen to

simulate the bottom surface of the aircraft fuselage; whereas, the other

appendages are simulated using 11 flat plates. It is noted that the

actual shape of the fuel tank is curved and each fuel tank is simulated

as a single plate in our model for simplicity.

The azimuthal conical pattern (Bp = 105 °) is compared with a

measurement result in Figure 5.77. Although some discrepancy does

exist, the general shape of the pattern is in good agreement.
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Figure 5.75. F-4 (Phantom) fighter aircraft.
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Figure 5.76. Computer simulated model of an F-4 Phantom fighter
aircraft.
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Figure 5.77. Azimuthal conical pattern (eD = 105 °) of a L/4 monopole
mounted on the belly of an FL4 fighter aircraft.
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3. A-IO Aircraft

In this case, a four monopolearray is mountedon the belly of an

A-IO aircraft. The line drawings are shownin Figure 5.78. The

experimental data was also obtained at the RADCNewport site.

The computer simulation model is illustrated in Figure 5.79. In

that the four monoplesare spaced a half wavelength apart, the mutual

coupling between the antennas is significant and cannot be neglected in

the pattern calculations. This can be solved using a thin wire moment

method code [49,50] to treat the four closely spacedloaded-dipoles (50

ohmsat center of each dipole) in order to obtain the excitation of each

monopoleeven though only one element was excited.

The azimuthal conical pattern (Bp = 105°) is comparedwith

measurementin Figure 5.80. The result reveals good engineering

agreement.

4. C-141 Aircraft

Let us consider a monopolemountedon the top of a C-141 aircraft.

The line drawings for a C-141 aircraft are shownin Figure 5.81. The

experimental work [40] was performed at General Dynamics(San Diego,

California) using a 1/10 scale model of a C-141 aircraft.

Figure 5.82 illustrates the computer model which is used to

simulate a C-141 aircraft. A composite ellipsoid (7.37' x 8.37' x 90' x

46.05') is chosen to simulate the fuselage surface of the actual
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Figure 5.78. A-IO aircraft.
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Figure 5.79. Computer simulated model of an A-tO aircraft.
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Figure 5.80. Azimuthal conical pattern (e = 105 °) of four monopoles
mounted on the belly of an A_I0 aircraft.
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Figure 5.81. C-141 aircraft.
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Figure 5.82. Computer simulated model of a C-141 aircraft.
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aircraft as accurately as possible, and finite flat plates are used to

simulate the wings, vertical stabilizer and T-tail as shownin Figure

5.82.

The radiation patterns for a L/4 monopolemountedon the fuselage

of a C-141 aircraft are calculated using the model just described. In

order to verify the validity of the analytic solution, various azimuthal

conical patterns (10°, 20°, 30°, 40°, 50°, 60 °, 70°, 80°, 90°, 100 °, see

Figure 5.2(c)) and the elevation plane pattern are computed and compared

with measured results as shown in Figures 5.83 and 5.84, respectively.

The calculated results compare very favorably with the scale model

measurements.

5. Missile

The missile antenna problem considered next is interesting in that

the antenna is mounted among four large ram jets which significantly

impact on the antenna location problem.

The front view of the missile and the computer simulation model are

shown in Figure 5.85. Note that the axial slot antenna is mounted

between the ram jets. The fuselage is simulated as a composite

ellipsoid and only two side walls of the intakes are simulated with two

flat plates. It is noted that a fuselage blockage plate is added in the

computer simulation model and is shown as a dashed line in Figure

5.85(b). This feature is added in the code to prevent the ray
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Figure 5.83. Azimuthal conical patterns of a I/4 monopole mounted on
a C-141 aircraft.
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Figure 5.83. (Continued).
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Figure 5.83. (Continued).
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Figure 5.84. Elevation plane pattern of a _/4 monopole mounted on
top of a C-141 aircraft.
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Figure 5.85. Missile model for an axial slot mounted between two

ram jets.
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contribution passing through the fuselage itself in the field

calculation. The roll and elevation plane patterns of this model are

comparedwith measuredresults in Figures 5.86 and 5.87, respectively.

The calculated results are in goodagreementwith the measurement.

In order to improve the pattern performance, the axial slot antenna

was mountedon the ram jet instead of the fuselage as shownin Figure

5.88. In this case, the air duct is simulated as a composite ellipsoid

and the other structures (including the fuselage) are simulated by

multiple flat plates. The roll and elevation plane patterns are

compared with measurement data in Figures 5.89 and 5.90, respectively.

The results reveal very good agreement between the theoretical

prediction and actual measurements.

E. SPACE SHUTTLE

In the design of antennas for spacecraft, re-entry vehicles, and

high performance aircraft, the major area of difficulty is achieving

near omni-directional pattern coverage with flush mounted elements. The

problem is compounded by the unavailability of several prime locations

on the frame, such as the top of the mid fuselage, all leading-edge

surfaces, the nose, and the vertical stabilizer. These difficulties

lead to the Orbiter antennas being specially developed and qualified in

order to meet the performance requirements with a high degree of

reliability. In addition, the radiation coverage requirements of some
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Figure 5.86. Roll plane pattern for an axial slot mounted between two

ram jets.
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Figure 5.87. Elevation plane pattern for an axial slot mounted between

two ram jets.
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Figure 5.88. Missile model for an axial slot mounted on a ram jet.
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Figure 5.89. Roll plane pattern for an axial slot mounted on a

ram jet.
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Figure 5.90. Elevation plane pattern for an axial slot mounted on a

ram jet.
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of the Orbiter antennas are complicated by the multiple requirements for

operation during launch, from earth orbit to both ground station and

relay satellites, and with the landing area during atmospheric flight.

The major factor influencing the decision as to what type of

antenna design to utilize for each of the Shuttle systems is the

determination of the mounting location on the Shuttle vehicle. The

choice of a mounting location is influenced by such factors as available

mounting structure, TPS(thermal protection system) covering material,

required angular coverage, and the effects of nearby blocking structure

during various phases of the Shuttle mission timeline. The task of

determining antenna locations is normally accomplished utilizing a

full-scale mockupof the subject vehicle on an antenna range. However,

due to the large size of the Shuttle, such an approach is not feasible.

Therefore, the need for an efficient analytic solution is quite

apparent.

The performance of the S-BandQuadAntennas for PMcommunications

is investigated here using this analytic solution. The basic antenna

configuration [48] consists of a set of four circularly polarized

antennas flush-mounted with 90° spacing around the roll axis of the

Orbiter forward fuselage as shownin Figure 5.91.

The computer simulation model for the top mountedantenna is

illustrated in Figure 5.92. A composite ellipsoid (75" x 104" x 1500" x

130") is chosen to simulate the top portion of the fuselage surface,

and the other structures such as side walls, nose, wings and vertical
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S-BANDQUADANTENNAS

Figure 5.91. S-band quad antenna locations on a Space Shuttle.
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{a) 3-DIMENSIONAL VIEW

(c) FRONT VIEW

(b) SIDE VIEW

Figure 5.92. Computer simulated model for a crossed-slot antenna
mounted on top of a Space Shuttle Orbiter,
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stabilizer are simulated by 23 flat plates as shownin Figure 5.92. The

three principal plane radiation patterns for the top mounted

crossed-slot antenna are computedas shownin Figures 5.93 through 5.95.

The blocking effects of the payload bay doors during various phases

of the Shuttle mission timeline are analyzed by calculating the roll

conical (Bp=45°) patterns with the doors open and closed. For the top

mounted antenna, the heat radiators which actually cause the blocking

and reflection of the incident ray are simulated as three flat plates on

each side as shown in Figure 5.96. The roll conical (Bp=45 °) patterns

for the shuttle with payload bay doors opened are compared with those

for the closed payload doors in Figures 5.97 and 5.98. Comparing these

patterns, one can easily see the blocking effect of the heat

radiator in the 100 ° to 160 ° range and the large disturbance (around 20

dB) in the pattern in 30 ° to 60° range which is the main beam region of

the top mounted antenna. This is due to strong direct reflections off

the heat radiator.

The computer simulation model for the bottom mounted antennas is

illustrated in Figure 5.99. Note that the simulation models are turned

upside down for bottom mounted antennas. For this situation, the

outer covers of the payload bay doors cause the blockage and reflection,

and are simulated as two flat plates on each side as shown in Figure

5.100. The roll conical patterns (Bp=45 °) for the shuttle with
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Figure 5.93. Roll plane radiation patterns for a crossed-slot antenna
mounted on top of a Space Shuttle Orbiter.
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Figure 5.94. Elevation plane patterns for a crossed-slot antenna
mounted on top of a Space Shuttle Orbiter.
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Figure 5.95. Azimuth plane patterns for a crossed-slot antenna
mounted on top of a Space Shuttle Orbiter.
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Figure 5.96. Computer simulated model for a crossed-slot antenna

mounted on top of a Space Shuttle Orbiter when the

payload bay doors are open.
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Figure 5.97. Roll conical patterns (B0=45°) for a crossed-slot
antenna mounted on top of a Space Shuttle Orbiter
when the payload bay doors are closed.
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Figure 5.98. Roll conical patterns (eo=45 °) for a crossed-slot
antenna mounted on top o_ a Space Shuttle Orbiter

when the payload bay doors are ope_.__nn.
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(a) SIDE VIEW

(b) FRONT VIEW

(c) BOTTOM VIEW

Figure 5.99. Computer simulated model for a crossed-slot antenna
mounted on the bottom of a Space Shuttle Orbiter.
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....-J

(c) BOTTOM VIEW

Figure 5.100. Computer simulated model for a crossed-slot antenna

mounted on the bottom of a Space Shuttle Orbiter when
the payload bay doors are open.
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payload bay doors opened are compared with those closed in Figures 5.101

and 5.102, respectively. The results also indicate severe disturbance

of the pattern due to the strongreflections off the payload bay doors.

The above results indicate why one can lose use of his

communication channel during those times when the shuttle payload doors

are open. This illustrates how one can quickly analyze the performance

of antennas in a complex changing environment.
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Figure 5.101. Roll conical patterns (Op=45 °) for a crossed-slot antenna
mounted on the bottom of a Space Shuttle Orbiter when
the payload bay doors are closed.
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Figure 5.102. Roll conical platterns (Bo=45°) for a crossed-slot
antenna mounted on the bottom of a Space Shuttle

Orbiter when the payload bay doors are open.
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CHAPTERVI

SUMMARYANDCONCLUSIONS

The object of this research has been to develop an efficient and

accurate analytic solution for the high frequency radiation patterns of

on-aircraft antennas mountedon the fuselage.

In most cases, scale modelmeasurementshave been used to design.

and locate airborne antennas. However, this approach is both expensive

and time consuming. Thus, the need for an efficient and reliable

analytic solution of on-aircraft antenna patterns is quite apparent.

The approach applied for this solution is the Uniform Geometrical Theory

of Diffraciton (UTD). It is a high frequency technique with the only

limitation being that the source and various scattering centers be

separated on the order of a wavelength or more. In somecases, this

requirement can be relaxed to approximately a quarter-wavelength.

The basic approach applied here is to break up the aircraft into

its simplest structural form so that the study is applicable to

general-type aircraft. The fuselage is modeledas a perfectly

conducting composite ellipsoid; whereas, the other appendages(such as
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wings, horizontal and vertical stabilizers, nose, fuel tanks and

engines, etc.) are modelled as perfectly conducting flat plates that can

be attached to the fuselage or to each other. The composite ellipsoid

fuselage model is necessary to successfully simulate the wide variety of

real world fuselage shapes. In fact, the fuselage has a dominant effect

on the resulting radiation pattern in that the significant energy region

is confined to the vicinity of the antenna.

An efficient numerical technique, which uses elliptic cylinder

and elliptic cone perturbation methods, for the computation of the

geodesic paths on an ellipsoid surface was introduced and verified by

the comparisons with exact solutions in Chapter Ill. The results

confirm that for a given radiation direction in the shadow region, the

geodesic path (i.e., the actual ray path) and the final diffraction

point on the ellipsoid surface can be efficiently solved using the

perturbation methods. Based on the fuselage simulation techniques

discussed in Chapter III, the algorithms for the actual computation of

each individual UTD term such as the source field, reflected field,

diffracted field, corner diffracted field, and higher order terms have

been discussed in Chapter IV.

Using the fuselage simulation technique and the field calculation

algorithms, this new Aircraft Code has been developed to compute and

superimpose the various UTD terms for near or far field calculations.

This newly developed analytic solution provides an accurate, efficient
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and useful meansfor determination of more optimumantenna designs and

locations based on their pattern performance. The capability of the new

solution was demonstated for the. wide variety of examples in Chapter V.

The optimumantenna locations and proper polarization have been

found for the microwave landing system on a Boeing 737 aircraft. The

scattering effects of the wings, tail, engine housing, fuel tanks, and

rotating propellers on the radiation patterns were analyzed for the

various antennas mountedon a KC-135, a Cessna402B and a Beechcraft

Baron. Note that the rotating motion of the propellers was simulated by

considering 4 different stationary positions of the propellers. The

program runs a pattern in approximatley 4 minutes for a commercial

aircraft model on a VAX11/780 computer.

To showthe applicability of this solution for an antenna mounted

on the wing of a Cessna150 aircraft, the ellipsoid was used lengthwise

as the wing, and the fuselage wasmodelled by flat plates.

To further demonstrate the versatility of this solution, various

azimuthal radiation patterns for a monopolemountedon an F-16 fighter

and C-141 aircraft were obtained. The scattering effects of complex

stores mountedon military aircraft were also investigated in terms of

an F-4 fighter and A-IO aircraft. Missile antennas mountedamongfour

large ram jets were also simulated for both an antenna mountedbetween

as well as on the ram jets.
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The validity of this solution was also verified by numerous

comparisons between the calculated and measured data. In most cases,

the results of this solution revealed an improvement over the previous

solutions [24,40] and show very good agreement between the theoretical

predictions and various scale model measurements.

In a more recent example, the performance of the S-Band Quad

antennas mounted on the Space Shuttle Orbiter was analyzed. The

scattering and blocking effects of the open payload bay doors was

analyzed by computing the roll conical patterns (Bp=45°). The results

revealed large disturbances (more than 20 dB) in the pattern in the main

beam regions for both the top and bottom mounted antennas. This is due

to the strong reflections off the payload bay doors and heat radiators.

Using this approach, one can efficiently analyze the pattern performance

of antennas radiating in a complex environment such as an aircraft.

With such a tool, an antenna designer can consider numerous alternatives

in order to optimize his design.
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APPENDIX A

EXACT GEODESIC PATHS FOR AN ELLIPSOID

A numerical method employing calculus of variations to calculate

the geodesic paths on an ellipsoid [36] is presented in this appendix.

This solution is used to check the validity of the perturbation solution

which was introduced to efficiently calculate the geodesic paths on an

ellipsoid in Section III-C.

Using rectangular coordinates, an ellipsoid can be described as

x 2 y2 z 2

a-"_ + _'_ + _ = 1 (A.I)

where, without loss of generality, it is assumed that c>b>a>O. The key

to the derivation of the geodesic path solution of an ellipsoid is to

find a coordinate system which is orthogonal on the ellipsoidal surface.
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Consider the following three equations

x 2 y2 z 2

aZ__+ b-__{+ c2._ - 1 , a2"> _ (A.2)

X 2 y2 Z 2

--+ + - 1 b2 > n > a2 (A.3)a2-n _ C2-11 •

X 2 y2 Z 2

+ b-_-_-_.T+ - 1 c2 > n > b2 (A.4)a2.T C2-T ,

which are of an ellipsoid, a hyperboloid of one sheet• and a hyperbolid

of two sheets [35], respectively• all confocal with the ellipsoid of

Equation (A.2). The variables uI = {, u2 = n, u3 = T are called

ellipsoidal coordinates. The transformation to the rectangular

coordinates is obtained by solving Equations (A.2), (A.3), and (A.4)

simultaneously for x, y and z, such that

112

1/2

l-(c 
z -I__ (a2"c2)(b2-c2) _l " (A.7)
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In terms of the ellipsoidal coordinates, the displacement vector

4,

dr can be written as

d_ = _-_" duI + _-_-_du2 + _-_ du3 = _IdU I + _2du2 + _3du 3 .
(A.8)

Then the length of a line element, denoted by ds, is

(ds)2 = dr • d_ =

3 3
÷ ÷ i duj

Z Z ai • aj du
i=1 j=l

where

3 3 • •

Z Z gij dul duj
i=1 j=l

(A.9)

Bx Bx By By Bz Bz

gij = _i " aj ='_ul BuJ + Bu1 BuJ + Bu1 _uJ (A.IO)

It can be shown, using Equations (A.5), (A.6) and (A.7), that

and

gij = O, if i _ j

1 (_-E)(n-E)

gli = _ (a2-{)(b2-{)(c2-{)

1 (_-n) ('r-n)

g22 = 4" (a2-n)(b2-n)(c2-n)

1 (n-_)({-_)

g33 = T (a2.T)(b2.z)(c2._)

(A.11)

(A.12)

(A.13)

(A.14)
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By substituting Equations (A.II) through (A.14) into Equation (A.9), one

obtains

(ds)2

- (T-_)(n-_)1 1 .....

: T I"(a2._(b2._)(ca._)

({-n)(T-n)

(d{)2 + (a2.n)(b2.n)(c2.n)(dn)2

(n-T)({-_)

+ (a2.T)(b2.x)(C2.T) (A.15)

For the ellipsoid of Equation (A.I), _ = d{ = O. Then Equation (A.15)

becomes

lF1 n(dn)2 T(dz)2

(ds)2 =_ (x=n) I_(n_a2)(n.b2)(n.c2) - (T_aZ)(x_b2)(x_c2)_ I
(A.16)

or

1
s --i/(z-n)

112

112

L ;!nT1m2 T

(n_a2)(n.b2)(n_c2). (.r.a2)(.r.b2)(.r.c2 dT

(A.17)

where n' = dn/d_ and dx is assumed to be positive. Let h(n,n',x) denote

the integrand of Equation (A.17), i.e.,

- 316



h --- 1/2
n.a2)(n_b2)(n.c2 ) - (T_a2)(T_b2)(T_C 2

112

(A.18)

Then using the calculus of variation technique, it can be shown that the

geodesic path satisfies the following Euler's equation:

d ah ah

- 0 . (A.19)dT an' " an

The next step is to express Equation (A.19) as a complete differential.

From Equation (A.18), one obtains

d ah2 dd_ [n'(_-n)] ah2 ah2 2h 2

dr an' - n'(z-n) an' + 2 an' + _-n (A.20)

and from Equation (A.19), one obtains

d ah2 dh ah ah2

dT an' - 2 dT an' + an " (A.21)

By substituting Equations (A.19) and (A.20) into Equation (A.21) and

rearranging the various terms, one obtains
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dEn'(T-n)'] 1 ah 1 d _h

d'r h an' + n'('r-n) h d'r an'

1 dh _h

- n'(T-n) h2 dT _)n' + n' = 0 (A.22)

which can be simplified to

(A.23)

Equation (A.19) becomes a complete differential. The derivation of the

geodesic path solution is straight forward from Equation (A.23). It is

obvious that

I Bh

n'(T-n) h _n' + n - b2 = -B (A.24)

where 6 is a constant.

Combining Equations (A.18) and (A.24), one obtains

- n(dn) 2 - -r(dT)2

(n.a2)(n.bZ)(n.c2)(n.b2+B) = (-r.aZ)(T.b2)(T-c2)(._.b2+B) • (A.25)

Since c2>T>b2>n>a2, it is obvious that T-b2+B>O>n-b2+B or b2-n>B>b2-T.

Thus, Equation (A.25) is the geodesic path solution. However, it is

more convenient to make the following changes of variables.
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n = a2sin2¢ + b2cos2@ ,

and

(A.26)

= b2cos2$ + c2sin2$ . (A.27)

In terms of ¢ and $, the geodesic path solution in Equation (A.25)

can be rewritten as

[b2 - (b2-a2) sin 2 @] (d@)2

[(c2-b 2) + (b2-a2) sin 2 ¢] [-B + (b2-a 2) sin 2 @]

[b2 + (c2-b 2) sin 2 $] (d$)2

= [(b2-a 2) + (c2-b 2) sin 2 $] [B + (c2-b 2) sin 2 $]
, (A.28)

and in integral form as

-I
[b2 " (b2-a2) sin2 ¢] I

+ (b2-a 2) sin 2 ¢] [-B + (b2-a 2) sin2 ¢] l
_I

112

$

=f
$i

I] b2 + "(c2-b2) sin 2 $

[(b2-a 2) + (c2-b2) sin 2 $] [B + (c2-b2) sin 2 $]

_I

1/2

Id$1

(A.29)

where b2-a2>B>b2-c 2. Note that the absolute values of d¢ and d$ are

used in Equation (A.29).
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To define the ranges of ¢ and ¢, it is necessary to go back to

Equations (A.5), (A.6) and (A.7). With 6=0 and in terms of ¢ and ¢,

they can be rewritten as

a 112

x = (c2.a2)i/2 cos¢ (b2cos2¢ + c2sin2¢ - a2) (A.30)

y = bsin¢ sine (A.31)

and

C

z = (c2.a2)i/2 cos¢ (c2-a2sin2¢- b2cos2¢)

1/2

(A.32)

If the goedesic path, Equation (A.29), crosses the curve ¢=0 or x, then

B<O and if it crosses the curve 4=0 or x, then B>O. Thus to ensure the

continuity of @ and ¢ along the geodesic path, the ranges of ¢ and ¢ are

defined as follows:

for B < 0

and

for B> 0 .

Figure A.1 illustrates the @ and $ curves as projected onto the x-z

plane. Equation (A.29) is the geodesic path solution of an ellipsoid

which is employed for obtaining more exact geodesic paths. When the
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Figure A.1. Projection of ¢- and _- curves onto the xz plane of
an ellipsoid.
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geodesic path includes one of those four points, PI' P2' P3 and P4 in

the figure, then B must equal zero and the integrals in Equation (A.29)

diverge at those points. Thus if'(¢2,_ 2) = Pi' i = 1,2,3,4, then it is

necessary to replace (¢2,_2) by (¢2+A¢, _2+A_) where A@ - 0 and A_ - 0.

The geodesic path between the two points (@1,QI) and (@2,Q2) can be

determined from Equation (A.29) by first determining the value of B.

Since there are absolute value-signs attached to the differentia1 de and

d_ in the geodesic path solution, it is important to know how the

variables ¢ and Q change from ¢1 to @2 and Q1 to Q2' respectively.
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