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1. Introduction and Scope

Digital flight control systems for aircraft and spacecraft perform life or mission
critical functions. Extremely high reliability requirements must be established and
demonstrated for these systems. To meet the reliability and performance require-
ments, systems become complex. Complexity and demanding requirements combine to
render the validation of system reliability difficult. Testing, sufficient to establish the
high reliability of these systems, is not feasible. Consequently, sophisticated reliability
modeling tools based on analytic models are needed to predict and validate reliability
for both the design and development phases of fault tolerant systems. Reliability
modeling tools depend upon the accurate determination of various model parameters
such as fault coverage and fault latency. When system testing to determine such
parameters is precluded, computer simulations can be used in some circumstances to
stand-in for a system. This report describes the preparation for, conduct of, and results
of a simulation-based fault injection experiment conducted using the AIRLAB Diagnos-
tic Emulation (DE) facilities. '

The primary objective of this experiment was to determine the effectiveness of the
diagnostic self test sequences used to uncover latent faults in a logic network providing
the key fault tolerance features for a flight control computer. Since this experiment
resulted in the most extensive use of the AIRLAB Diagnostic Emulation facilities to
date, a secondary, but essential, objective was to develop methods, tools; and tech-
niques for conducting the experiment.

In this experiment, more than 1600 faults were injected into a logic gate level
model of the Data Communicator/Interstage (C/I), a key component in the Charles
Stark Draper Laboratories (CSDL) Fault Tolerant Processor (FTP). For each fault
injected, diagnostic self test sequences consisting of over 300 test vectors were supplied
to the C/I model as inputs. For each test vector within a test sequence, the outputs
from the C/I model were compared to the outputs of a fault free C/I. If the outputs
differed, the fault was considered detectable for the given test vector. These results
were then analyzed to determine the effectiveness of various test sequences, to identify
latent faults, and to identify opportunities for improving the performance of the diag-
nostic test sequences. Figure 1.1 diagrams the essential elements of the experiment
design. .

The Data Communicator/Interstage of the FTP was selected because of the fol-
lowing:

1. the C/I network provides for the critical fault
tolerance features of input source congruency, error
masking, error reporting and system reconfiguration,

Lo

the quadriplex C/I network used the full capacity of
the AIRLAB Diagnostic Emulator,

3. documentation for the C/I design at the logic gate level
was available, and

-1-



4. the results of the experiment could provide valuable
information about the FTP design.

To prepare for and complete this experiment, several major issues had to be con-
sidered. Chief among these were design capture for a complex network; validation of
the model derived from the design capture; analyses and decisions that reduced the
required simulation time while preserving essential information; the design of test
sequences for a complex state network; the applicability of fault models for LSI tech-
nology; the complexity management issues associated with modeling, validating, and
simulating a large network; CAD tools and procedures to handle the complexity
management problems; techniques to maintain data integrity for extended simulations;
techniques for improving fault coverage and latency; and performance measures and
techniques for analyzing the effectiveness of test vectors. Each of these issues can
develop into significant problem areas as system complexity increases with the
advancement of integrated circuit and computer architecture technology. Specifically,
simulation methods, techniques, and associated tools will have to advance to meet the
demands of computer technology. Moreover, validation research in general will be sig-
nificantly impacted by some of these issues. :

Section 2 of this report provides an overview of the C/I design and discusses the
gate model used for various parts of the C/I. Section 3 describes the various activities
involved in the experiment preparation process. Among the activities discussed are
design capture, test sequence design, and model validation. In section 4, the conduct
of the experiment is reviewed and the results are presented and analyzed. Section 5
provides a summary of experiment results, a review of lessons learned from conducting
the experiment and a discussion of extensions to this experiment.

-2-
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2. Overview of the Data Communicator/Interstage and the Associated Gate
Level Model

2.1. Functional Description[1] {2] [3]

The Data Communicator/Interstage (C/I), which was modeled in this experiment,
provides the Fault Tolerant Processor (FTP) with certain key fault tolerance mechan-
isms. These mechanisms include circuitry to support the correct replication of simplex
source data in all good FTP channels, to detect and mask errors in a single FTP chan-
nel, and to support FTP reconfiguration by blocking out faulty channels.

Figure 2.1 shows a quadriplex FTP.

Figure 2.2 shows the data exchange network associated with a quadriplex FTP.
Each channel, A, B, C, or D, has a transmit and receive register which can be accessed
by the input/output processor (IOP) or computational processor (CP) via a shared
memory bus.

Simplex source data, that is, data available to one FTP channel may be distri-
buted correctly to all gopod FTP channels by using a FROM X exchange. Referring to
figure 2.2, a FROM A exchange, for example, will cause the data word in the communi-
cator transmit register of channel A to be distributed to all other data communicators
via the cross channel links. Data transfers between communicators and interstages are
byte serial with two bytes comprising a data word. Data distributed to each communi-
cator are passed to associated interstages.

Each interstage replicates the data and passes a copy to each communicator.
Each communicator votes the data received from each interstage and writes the voted
data into the Receive Register. The Receive Registers are then read by the associated
channel processor. In this matter, simplex source data from channel A is replicated in
all good processor channels. FROM B, FROM C, and FROM D exchanges occur in a
similar manner except that the source channel is B, C, or D respectively.

If each channel has data which requires voting for fault masking, a FROM OWN
exchange can be executed. Each channel places its copy of the data to be voted into
its respective Transmit Registers. Data words are transmitted to the respective inter-
stages which in turn replicate the data and distribute the copies to each communica-
tor. Fach communicator votes all copies of the data and returns the voted result to
the Receive Register for subsequent reading by its associated computer.

Errors detected during the voting process of an exchange are recorded in the
Status Registers of each communicator. The Status Registers of each communicator
can be read by their associated processors. It is intended that these error reports be
nsed by the FTP to determine and isolate faulty channels.

A write only Mask Register allows a channel to be excluded from the voting pro-
cess.

The capability to execute exchanges which by-pass the interstage and voter is pro-
vided for network testing.

-4-
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Table 2.1 lists the transactions on operating that can be executed by the commun-
icator.

FROM A Exchange
FROM B Exchange
FROM C Exchange
FROM D Exchange
FROM OWN Exchange

READ Receive Register
WRITE Receive Register

WRITE Mask Register

READ FROM A Status Register
READ FROM B Status Register
READ FROM C Status Register
READ FROM D Status Register
READ FROM OWN Status Register

Table 2.1. Data Communicator Operations

2.2. Circuit Description and Modeling Issues

Figure 2.3 is a functional block diagram for the C/I. Each area and the associated
gate level models will be described in the following paragraphs.

The processor interface consists of receivers for the 20 bit processor address bus;
16 bit bidirectional tri-state data bus driver/receivers; and receivers or drivers as
required for processor control signals, data acknowledge, read/write, system reset, sys-
tem clock and fault tolerant clock.

For purposes of simplifying the simulation model, the processor address bits asso-
ciated with the base address for the memory mapped data communicator were consoli-
dated into a single communicator select bit. This consolidation reduced the size of the
input files for the simulation and speeded the simulation run time. A single and gate
(address decoder) and the several address bit receivers were modeled as a single
receiver. No essential fault coverage information was lost by this simplification.

The bidirectional processor data bus was modeled as separate input and output
ports because the Diagnostic Emulator had capability for either input or output con-
nections. No essential fault coverage information was lost due to this modeling restric-
tion.
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The Loeal Data Bus is a 16 bit tri-state bus used to communicate as follows:

From Processor Bus to Transmit Register

From Processor Bus to Mask Register (5 bits)

From Processor Bus to Receive Register

From Receive Register to Processor Bus

From Status Register (5 bits) to Processor Bus

From Status Register (5 bits) to Current Status Update Logic
From Result Bus to Receive Register Most Significant Byte
From Result Bus to Receive Register Least Significant Byte

From Transmit Register Most Significant Byte to Transmit
Register Least Significant Byte

This bus was modeled by use of and gates at each data source, enabled by the
appropriate source enable signal, and by an or gate to combine the various data
sources to one signal line. The resulting model was functionally equivalent to a tri-
state bus. The or function is a phantom gate in that there is no identifiable device in
the network to which it can be associated. Despite its phantom nature, stuck-at zero
faults were asserted on these devices during simulation to cover certain kinds of bus
faults.

The Transmit Register, Mask Register and Receive Register are all implemented
with 74LS374 octal D-type latches with tri-state outputs. The storage portion of these
devices were modeled directly as D-type flip-flops and the tri-state output portion were
modeled as and gates feeding an appropriate bus or gate as indicated in the previous
paragraph.

The Source Bus communicates data bytes from the Transmit Register to cross
channel links and to the interstages. Also, data bytes from cross channel links can be
transferred to the interstages. This bus was modeled with and gates and phantom or
sates similar to the Local Data Bus.

The cross channel links which distributes data from each communicator Source
Bus to all other communicators’ source busses is a bidirectional tri-state bus. The cir-
cuitry is diagrammed in figure 2.4. An adequate model for this is shown in figure 2.5.
Since this model required a significant number of connections (384) and phantom gates
(96) and since these particular connections had to be hand edited into the network,
the simpler model (192 connections and O gates) shown in figure 2.6 was used. This
decision was based on incomplete analysis which indicated that the model adequately



.captured the network behavior. While data is handled properly by this model, the

effects of faults in the Source Select logic which supplies the enable signals for the
cross channel links were not accurately modeled. Consequently, certain gate faults
were not found by the C/I diagnostics. As discussed in a later chapter, these faults
would have been found had the more complex and accurate model been used for the
cross channel links.

The States Register file is implemented with two 741.S189 4X 16 bit RAM chips.
Ounly 5 status bits, A error, B error, C error, D error and Quad error, are recorded in
each of the 5 exchange types. Thus, only 5X5 of the potential 8 X16 bits are used for
the Status Register file. The Status Register was modeled with five, five-bit D-type
flip-flop registers and with the address decoder and selection logic necessary to direct
five bits of data to and from these registers.

The Mask Transform block receives the Mask Register bits (Mask A, Mask B,
Mask C, Mask D, and Source Lock), the two channel identification (ID) bits, and the
three exchange type bits to determine which, if any, channel to block from the voter
logic and to select the source of data to be routed to the Receive Register. This func-
tion is implemented with a 2048 X 8-bit registered programmable read only memory.
To model this device directly required that a Diagnostic Emulator overhead feature be
used. This feature assigns a block of memory outside normal device simulation which
can be used to store the contents of the memory being modeled. Memory address and
data bit connections are associated with and determined by designated nodes within
the network being simulated. To access this memory, a change on a designated control
line will stop normal simulation of the network and will invoke an action which uses
the state of the designated address nodes to select a particular location in the assigned
memory block and to impose the state of the bits in this memory location on the desig-
nated data bit nodes.

Since this operation is generally slower than gate simulation and since validation
of the operation of this PROM was judged to be more difficult than validating an
equivalent gate network for this case, a decision was made to model this block with a
simple gate network at least until the rest of the C/I network could be validated.

The interstages consist of drivers, receivers, and D-type flip-flops. These devices
were modeled using the Diagnostic Emulator gate and flip-flop primitives.

The Source Select, Current Status Update, Syndrome Or, Voter, and Voter Syn-
drome blocks are implemented using programmable logic arrays (PLA). A diagram of a
tvpical PLA is shown in figure 2.7. The logic equations programmed for each function
were modeled directly. Figure 2.8 illustrates one of these functions. The adequacy of
stuck-at gate fault models for these devices is questionable since certain bridging faults
between conductors carrying the input functions and a cell with the array cannot be
accurately represented by such a simple model. A more elaborate gate model which
would better represent these faults was beyond the scope of this effort.

The Source Select block shown in figure 2.3 uses exchange type bits and channe]
[D bits to control the cross channel links. The Voter and Voter Syndrome block

-10-
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performs the bit-for-bit voting of non-masked data copies and detects and reports
errors for non-consistent data copies. These voter related functions are implemented
in four PLA’s with two data bits (dibits) processed by each PLA. The Syndrome Or
block consolidates errors (syndromes) reported by each Voter Syndrome dibit. The
Current Status combines these consolidated errors with the contents of the Status
Register.

The final major block is the Control. This block provides the timed control sig-
nals to direct the operation of the Data Communicator. It is implemented using three
2048 X 8-bit registered programmable read only memory devices. Since these devices

are connected so that particular processor interface control signals, processor interface
address bits, and certain of their own output bits are used to control their address
inputs; a classical state machine with inputs, outputs, and internal states is imple-
mented. This state machine is depicted in figure 2.9. The circuit is modeled using D
flip-flops for the PROM register and the external memory feature of the Diagnostic
Emulator. However, it was found that the contents of the PROM were highly redun-
dant and that its size could be reduced to 512 words instead of 2048 words without los-
ing any capability. Further reductions were possible but were not carried out. Figure
2.10 shows the state diagram for the the Write Xmit operation controlled by this state
machine. Review of this design indicated that, as a result of the redundancy in the
contents of the PROM, the state machine would require substantial additional testing
to establish functionality. The redundancy likely resulted from the use of a high level
design tool. This observation has implications regarding the use of high level design
tools for fault tolerant systems.

Except for the Control block, four complete C/I's were modeled. Only two Con-
trol blocks were modeled. One Control block provided control signals for channels B,
C, and D. The other provided control signals for channel A. The Channel A C/I was
the only C/I module faulted in the experiment. In addition to the four C/I's, support
logic which generated fault tolerant clock and processor clock had to be modeled.
These signals were generated by a simple ring oscillator and a divide by counter. A
ring counter was used to create a clock whose period in gate delays or event units is
approximately equal to the actual processor clock frequency. The divide by counter
used to generate the fault tolerant clock was set at 12 processor clock pulses instead of
10 as used in the FTP. This change reduced the required simulation time without los-
ing essential information.

Every flip-flop in the C/I model has a pseudo-gate connected in line with its out-
put so that the flip-flop output can be faulted. The addition of the pseudo-gate cir-
cumvented a Diagnostic Emulator constraint which does not allow flip-flop outputs to
be directly faulted. The fault gate was automatically inserted into the netlist by the
netlist translator software on each occurrence of a flip-flop. Pseudo-gates were
inserted into the model for each external input to the C/I that went to a flip-flop.
These inserted gates were used to satisfy a Diagnostic Emulator requirement that no
external input be directly connected to a flip-flop. Finally, external output devices
which had no internal connections were connected to sink gates. The sink gate
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connection satisfied the restriction that all devices must have at least one internal con-
nection. The output of each sink gate was in turn connected to one of its own inputs
to meet this requirement.

3. Experiment Preparation
3.1. Introduction[4] [5]

Most of the effort expended in the experiment was directed toward developing
and validating the Data Communicator/Interstage (C/I) gate level model and the asso-
ciated experiment support software. This experiment preparation process can be
divided into several general areas of activity. These areas are

1. the development and testing of experiment support software,
2. the activities associated with learning to use the diagnostic emulator,
3. the development of a gate level model of the C/I,

4. the development of C/I input sequences that would test the C/I in
accordance with the C.S. Draper Laboratories C/I diagnostic software
description, and

5. the validation of the C/I model.

A brief description of the process used to set up and use a Diagnostic Emulation
model will be given in this paragraph. A complete description of the Diagnostic Emu-
lation portion of this process is given in the user manual.[4] Figure 3.1 diagrams the
process. A description of the C/I logic network was created by using FUTURENET, a
logic schematic capture computer-aided design tool. The resulting network description
file was translated to a format suitable for input to the NASA-LaRC Diagnostic Emu-
lation network initializer. This file, labeled QM-1 network, combined with files
describing initial values for network nodes and files establishing external connections
to the network such as network input and memory data connections, was supplied to a
network initializer program. The resulting initialized network file, combined with an
emulation options file and external memory initialization files, was processed by an
emulation initialization program. The resulting emulation file, along with option files,
fault description files, and external input data files, was used as input to the emula-
tion. If the FORTRAN Diagnostic Emulation program was to be used, these files were
used directly. If the QM-1 emulation was to be used, these files were converted and
then transferred to the NANODATA QM-1 machine for execution. The output of the
emulation process was used to examine the behavior of the model during the debug
and validation phase and to provide the inputs for post-processing during the experi-
ment phase.

The process described above is shown in more detail in figures 3.2 and 3.3. Note
that in figure 3.2 there is a loop through the network initializer, emulation
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initialization, memory map creation, external connections, and back to the network
initializer. This loop is necessary to establish the address references required to define
the external connections file. This part of the process is done once, provided the net-
work does not change. Also note that in figure 3.3 the difference between a VAX
IFORTRAN emulation and a NANODATA QM-1 emulation is detailed.

3.2. Experiment Support Software

To use the existing Diagnostic Emulator to the extent required by the experiment,
a number of new software utilities and tools had to be developed or procured. These
items included the following;:

1. a FUTURENET schematic capture computer-aided design tool;

9. a translator to convert FUTURENET netlists to a format suitable
for the Diagnostic Emulation process;

3. an expanded set of primitive control features for the Diagnostic
Emulator;

4. a set of programs to facilitate the preparation of Diagnostic
Emulation options, connection, fault lists, input, memory, and
initialization files;

5. a C/I mnemonic instruction translator to aid the preparation of
C/I diagnostic test sequences; and

6. a program to analyze the outputs of the Diagnostic Emulation.

At the start of this project, gate level models of hardware to be emulated had to
be created using a hardware description language. The large text file that resulted was
then translated to a netlist suitable for Diagnostic Emulation. Creating, maintaining,
changing, and verifying this large test file was a tedious, time-consuming, and error-
prone process. The FUTURENET computer-aided schematic capture tools were pur-
chased to facilitate the creation of the C/I emulation model or any other hardware
models. It was felt that these tools would reduce the effort required for creating,
maintaining, and verifying the C/I model. Since the schematic level is the natural
level at which design engineers work with and document designs, it was felt that
models created at this level would be less subject to errors.

A software program to convert FUTURENET/TEGAS netlists to the netlist for-
mat for the Diagnostic Emulator was written by RTI personnel. For the purposes of
minimizing the resources dedicated to this conversion software, the devices used in the
C/I schematic were restricted to those used by the Diagnostic Emulator. Adding the
capability to accept more general devices, which in turn would be translated to Diag-
nostic Emulator devices, is not precluded by this restriction.

-21-



UOIBZI[BINIU] IOMIIN '€ N3

£ E)
NOILVNH3

NOILVZITVILINI
NOILIVNHW3

N

NOILVZITVILINI
NOLLYINKW3

- §3NVA
HOY
NOILY3HD /:SZ:..::E
dVd AHOW3K
AHOW3H \
T
e
v SNOILO
// SNOILDINNOD
\ WNE3LX3
A S3NTVA
R WILINI
YILND

5

NHOML3N 30
03137dW0D

H3IZIWILINI
NHOML3N

160d3y

NUOML3N
30 I/2
agvno N4

-292.



8590044 uojg|nuwy ‘g g dIniy

4
NOILIV I

-23-



To meet the needs of a fault insertion experiment, new control primitives were
required for the Diagnostic Emulator. The new primitives added were as follows:

1. the capability to assert a stuck-at logic one or zero fault
on any device output for a defined number of emulation steps,

2. the capability to provide external logic inputs from an
input data file at designated emulation event numbers,

3. the capability to direct the output of designated logic nodes
to an output file,

4. the capability to assert a fault on a bit in external memory
arrays, and

5. the capability to define the length of an emulation run and to
recycle the emulation using the next fault defined in a fault list.

The capability to provide each of these primitive control features had been planned
but had not been implemented at the beginning of this effort. These capabilities were
added to both the VAX FORTRAN emulation and the NANODATA QM-1 emulation.
The implementation of these software features was done by NASA personnel.

A C/I mnemonic instruction translator was written to simplify the preparation of
test sequences for the experiment. This translator provided the conversion of
mnemonic representations for each C/I instruction into the proper bit pattern. In
addition, pseudo instructions that allowed for defining iterative loops were provided.
This latter capability simplified the creation of long test sequences consisting of itera-
tive data values . Table 3.1 shows the mnemonics used.



NAME DEFINITION

VECB Pseudo op to define start of a new test vector

VECE Pseudo op to define end of a test vector

LOOP Pseudo op tb set up a repetitive sequence of C/I operations.
Arguments specify the level of nesting and the iteration
increments and limits

END Pseudo op to define the end of a loop

RDRR  Read receive register

WRCV  Write receive register; arguments are data for each C/I

WXMR  Write transmit register; arguments indicate source for each
C/I (A, B, C, D) and data for each

WMSR  Write mask register; arguments indicate mask to be written
for each C/I

Table 3.1. C/I Instruction Mnemonics

Emulation outputs from the experiment were processed to determine the faults
detected by each test vector.

3.3. Learning Use of the Diagnostic Emulator and Testing of Software Items

A simple logic network was used as a vehicle to learn the use of the Diagnostic
Emulator and to test the various new software items. In addition to simplicity, the
network was designed to be similar to the C/I and to require the use of all Diagnostic
Smulator primitives in the C/I model. These primitives include fault insertion, exter-
nal inputs, external outputs, external memory arrays, and each type of logic device.
Suecessful setup and emulation of this network was an essential first step in learning
the use of the Diagnostic Emulator and for validating the new software development
items.

A block diagram of this network is given in figure 3.4. The network was first
analyzed on a simple IBM PC-based simulator, EZCAD. The EZCAD results were
used as a basis for comparing Diagnostic Emulator results.

3.4. Development of a C/I Gate Level Model

Some of the circuit details of the C/I gate level model are discussed in section 2.
The desired process for creating the model is shown in figure 3.5. In this process, a
schematic of the entire quad C/I network would be captured using FUTURENET.
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The resulting netlist would then be converted to a form suitable for the Diagnostic
Emulator. Changes to the model would take place at the schematic entry level and
would be followed by the translation process.

An attempt was made to carry out this process. However, the full quad C/I net-
work was too large for certain of the FUTURENET support tools. Consequently,
another less desirable process had to be employed. The actual process used is shown
in figure 3.6. In this process, the full quad C/I was broken into smaller subnets. Each
subnet was translated and these subnets were concatenated into a larger net. The
interconnections between subnets were handled by editing these interconnections into
the translated net file. While the number of interconnections was small relative to the
total network, the editing process to produce these interconnections was prone to
error. Further, this step made it difficult to return to the schematic level for model
checking and for any model changes. This limitation of FUTURENET and the manner
in which the model was created made it difficult to realize the full potential of
computer-aided design capture. Unanticipated model network configuration control
problems had to be solved, and checking of certain parts of the model was rendered
much more difficult since it had to be done at the netlist level.

An indicator of the potential for difficulties is found in the network size informa-
tion. The full quad C/I network consisted of more than 5000 nodes (devices) and
15,000 connections. About 20,000 lines of text, or more than 300 pages, were required
to list the network.

This network is relatively small compared to most VLSI designs. The only effec-
tive way to deal with such designs is with effective CAD tools.

3.5. Diagnostic Test Sequences for the Data Communicator/Interstage[6] [7]
8] [9]

The C/I plays a critical role in FTP fault tolerance by ensuring that all good pro-
cessors receive identical data values (source congruency), by masking errors, and by
providing for FTP reconfiguration after faults are detected. An important part of FTP
operation is the use of diagnostic test sequences for the C/I for both pre-mission and
in-mission testing. These test sequences are used to uncover latent faults. This exper-
iment was directed toward determining the effectiveness of proposed diagnostic test
sequences.

A fault detection, isolation, and reconfiguration (FDIR) program is used in FTP.
I'DIR provides for hardware implemented fault detection and error reporting, software
implemented fault isolation based on the analysis of error reports, software imple-
mented reconfiguration by disabling failed channels, and software implemented self
tests to uncover latent faults. The C/I is tested with self tests that operate within the
FDIR function. FDIR tests the C/I with a frequently executed high priority limited
scope test, called Presence, and a somewhat exhaustive low priority test sequence,
which is executed with a much lower frequency.
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The Presence test is a simple test that is executed at the beginning of a processing
frame to determine the presence of each processing channel of the FTP. During this
test, unique data values from each channel are exchanged via the C/I. Correct.
exchange of a channel’s unique values establishes presence.

The low priority C/I self tests of the FDIR assume that a certain class of C/I
faults, such as hard errors in the data path, will be detected in the normal course of
processing and/or by the Presence test. Those areas of the C/I logic not stimulated in
the normal course of operation are the focus of the self tests. These areas include error
detection, error reporting, fault masking, and reconfiguration logic.

The main components of the low priority C/I self tests are as follows:
1. the Voter PAL Test,

2. the Mask Transform Test,
3. the Voter Syndrome Or Test, and

4. the Current Status Update Test.

- The C/I voter is implemented using programmable logic array chips. The voting
and error detection logic is contained in the voter PAL chips. Two bits of a data byte
from each FTP channel are voted within a single PAL package. Four voter PAL pack-
ages are required for each communicator. The inputs to these PAL chips include
dibits from each channel and a mask bit for each channel, as shown in figure 3.7. The
Voter PAL Test consists of sequencing through all combinations of inputs to each
voter PAL chip for both the least and most significant byte of a data exchange. This
exhaustive test is used because certain failure modes of a PAL can result in any input
to the chip coupling to any PAL output. This is true even if the gates associated with
a given output are not programmed to accept all input signals. The total number of
test vectors required for this test are 216,

The Mask Transform Test targets the channel mask or blocking logic (see figure
3.8). This logic provides the capability to exclude a channel from the voting process.
This component of the self test requires 192 test vectors.

The Voter Syndrome Or Test targets the two PAL chips associated with combin-
ing the error outputs of the 4 voter PAL chips. The test is intended to test only those
gates not previously tested by the Voter PAL Test. This test was not completely
defined at the time of the fault injection experiment.

The Current Status Update Test is intended to uncover faults in the current
status update PAL chips (see figure 3.9). In this test, all combinations of data
exchange errors are stimulated by selection of appropriate test vectors. Stimulated
errors are logged into the Status Registers. These test vectors are followed by test vec-
tors that stimulate additional data exchange errors. The Status Register is then
checked to determine if it is properly updated.
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Figure 3.10 illustrates a typical sequence of C/I transactions associated with a sin-
gle test vector. Three transactions are required to exchange data, read the results, and
retrieve the associated error report. This does not include any special setup of the
Mask Registers and Status Registers. Once exchange results and error reports are
obtained, it is necessary for all channels to exchange this data. This allows all good
channels to arrive at a consensus on the results of a test vector. A total of nine
exchange and read transactions are required for each vector. Each exchange/read
transaction pair requires about 10 usec to complete in real time.

Assuming that the C/I self test requires approximately 216 test vectors, and that
the self test is constrained to use only five percent of the C/I throughput capacity, the
C/1 self test will require approximately two minutes to execute. This time sets a
bound on the fault latency time for faults detectable via the C/I self tests. :

Estimates of the time required to conduct a fault injection experiment using the
Diagnostic Emulator are of interest. Consider an experiment that requires the injec-
tion of 2000 faults and requires that the C/I self test sequence (about 2!° test vectors)
be executed completely for each fault. Assume that the NANODATA QM-1 is used.
Also assume that only the self test transactions must be executed, i.e., the C/I
throughput is 100% dedicated to self test for the experiment. The QM-1 version of the
Diagnostic Emulator will execute approximately 50,000:1 slower than real time for the
C/I network. The total simulation time required would be approximately 19 years. If
the VAX FORTRAN version was used at 10%1 slower than real time, the simulation
would require approximately 3.8 centuries!

The unacceptably long run times cited in the preceding paragraph provide
motivation for restricting the extent of an experiment. If the simulation time require-
ments are reduced by a factor of about 1000, 200 QM-1 hours would be required. Such
a simulation time requirement would be well within the feasible range.

In the planning stage of this experiment, the self test for the C/I used substan-
tially fewer test vectors. The number of test vectors used by C.S. Draper Laboratories
(CSDL) at that time would have resulted in reasonable simulation time requirements.
The exhaustive test implemented by the new self tests greatly expanded the simulation

time.

A reduction in simulation time by a factor of 9 can be obtained by recognizing
that the exchanges required to share opinions in an actual FTP would not be required
in an experiment. An additional factor of about 100 was needed and was obtained by
reducing the number of test vectors.

Recall that the exhaustive testing addressed certain PAL failure modes. It was
determined that these failure modes would not be reflected in a direct gate level model
of the PAL logic. Consequently, the large set of test vectors could be reduced and not
change the outcome of an experiment based on a gate level model. Further, it was
decided to test the C/I voters only for the quadriplex and triplex configurations and
only for one of the voter PAL chips.

-34-



From X [Test Data]
Read Receive Register Test Vector
Read Status Register

From A [Voted Data]
Read Receive Register
From A [Voted Status]
Read Receive Register
From B [Voted Data)
Read Receive Register
From B [Status]
Read Receive

From C [Voted Data]
Read Receive

From C [Status]
Read Receive

From D [Voted Data]
Read Receive
From D [Status]
Read Receive

Share
Opinions

9 Exchanges about 10 usec each

Figure 3.10. Typical C/I Self Test Sequence for a Single Test Vector
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The tests prepared for the experiment are summarized in figures 3.11 and 3.12.
Tests are characterized by the number of test vectors within a test, by the number of
C/I transactions or instructions required for the test, and by the number of DE simula-
tion steps required for the test. These tests include about 600 test vectors that are in
the desired range. Appendix A gives detailed listings of these tests.

3.6. Validation of the C/I Emulation Model

The purpose of the validation process was to establish, to the greatest extent pos-
sible, that the C/I emulation model accurately reflected the behavior of the C/I. Most
of the funding for this emulation experiment was directed toward this effort. In gen-
eral, the validation of a complex model would be difficult. For this experiment, several
factors further complicated the validation process.

Ideally, the emulation model for a'network would be created automatically from a
design data base using well-established software programs, and the design verification
data base of test vectors and results would be available for use. In this experiment,
design information used to create the emulation model was in the form of a schematic
drawing and a design description. Furthermore, access to the C/I designer was lim-
ited. To create the emulation model, the schematic was manually entered into a com-
puter using a CAD schematic capture tool. The devices used in the design were
replaced with Diagnostic Emulation gate primitives prior to schematic capture. The
translation of the netlist for the captured schematic to a form suitable for Diagnostic
Emulation was accomplished using a software program developed for this experiment.
As described in section 3.5, certain of the network model interconnections had to be
established by editing the translated netlist text files. Additional experiment software,
described in section 3.3, was developed to support the experiment. This software
inciuded modifications to the Diagnostic Emulator.

When discrepancies were found during testing/debugging of the model, errors in
the design capture, errors in the new software, errors in the changes to the Diagnostic
Emulator, errors in the use of the Diagnostic Emulator, and errors related to modeling
issues were all candidates for the source of the problem. Engineering analysis based on
limited design documentation was required to devise tests for the model, to determine
the correctness of the responses, and to devise additional tests for isolating the source
of detected errors.

The additional complications of the validation process for the C/I can be attri-
buted to the following: '

1. the status of the Diagnostic Emulation facilities in AIRLAB
(i.e., changes, limitations, and documentation) at the start of the
experiment,

2. the design capture process that was employed,

3. the development of software to facilitate model development, and
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Voter Tests
Tested a single voter PAL chip (2 bits)
in the quad and triplex configurations.
Used both upper and lower bytes to give
two test vectors per vote.

Mask Transform Tests
Tested mask transform logic for quad
and duplex configurations

Current Status Update Test
Tested the current status update PAL

Presence Test
Equivalent to CSDL ‘‘Presence”

Basic Test
RTI test which tested a range of C/I
functions beyond ‘‘Presence’

Figure 3.11. Tests Used for Experiment
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TEST NBR NBR SIM
NAME ABBREV VECTORS | INSTRS | STEPS
Presence presence 10 62 8400
Current Status cstupd 10 64 11900
Update ‘
Basic basic 16 112 11900
Mask Transform | msktrnq 12 84 9900
Quad
Mask Transform | msktrnxaxb 24 160 19200
XAXB
Mask Transform | msktrnxexd 24 160 19200
XCXD
Voter Test vbOlquadl 128 772 98000
Quadl1l
Voter Test vb01quad2 128 772 98000
Quad2
Voter Test vb013xa 64 388 48700
B01 3XA
Voter Test vb013xb 64 388 48700
B01 3XB
Voter Test vb013xc 64 388 48700
B01 3XC
Voter Test vb013xd 64 388 48700
B01 3XD
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4. the absence of a design verification data base of test vectors and
responses.

The effort to validate a model could have been reduced considerably by the appropri-
ate use of well-established CAD tools that were integrated into the hardware design
data base. The uncertainty as to the possible sources of model discrepancies encoun-
tered in this first AIRLAB Diagnostic Emulation experiment would be reduced for
additional experiments. Integration of the design data base into the Diagnostic Emula-
tion facilities would eliminate problems associated with design recapture. Finally,
integration of the design data base would permit the use of the design verification test
vectors and responses and would reduce the need for the validator/experimenter to
fully understand the operation of the network modeled and to analyze the detailed
responses of the network.

The validation process for the C/I model relied to some extent on the software
testing afforded by the emulation of the simple network described in section 3.3. The
approach to verifying the C/I model was to verify the C/I microsequencer logic and to
then add additional C/I functions. The C/I microsequencer model was verified using a
simple IBM PC-based simulator, EZCAD. This simulator provided easy-to-use graphi-
cal logic analyzer-type outputs. The microsequencer was verified against its docu-
mented state transition diagram for each operation type. A microsequencer model was
prepared for the VAX FORTRAN Diagnostic Emulator and was verified for each state
transition and output. This provided a source of correct control signals for subsequent
testing of the C/I model.

The full C/I model that incorporated the verified microsequencer model was
prepared for the VAX FORTRAN Diagnostic Emulator. This model was tested for
each operation type with various data inputs. Numerous design recapture errors were
found and corrected. Next, sequences of operations with various data values were
emulated. Errors were found and corrected. Finally, all the diagnostic test sequences,
except for the non-voter tests, were used as the emulator inputs. The emulator output
for each test sequence was verified for correctness.

The QM-1 version of the Diagnostic Emulation was not available when the model
verification was complete. Consequently, the experiment was started using the VAX
FORTRAN version. Once the QM-1 version became available, a QM-1 C/I model was
prepared. This model was verified against extensive emulation results from the VAX
IFORTRAN version for both good circuit and faulted circuit conditions. Non-faulted
C/I outputs for each diagnostic test sequence are included in appendix B.

Errors stemming from each of the possible sources enumerated above were found
during the validation process. However, most errors, including the most difficult errors
to isolate, were traced to the manual editing of interconnections into the large netlist
text file.

As noted earlier, the validation part of this experiment required the most effort.
Without appropriate CAD tools integrated into the design data base, it would be diffi-
cult to justify the cost of experiments using other designs of similar complexity. This
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experiment involved a network of relatively modest complexity (5000 cates) relative to
modern VLSI (50,000 to 100,000 gates). Standards for verifying the accuracy of net-
work models are much higher for highly reliable fault tolerant systems. The only cost-
effective way to manage the complexity of modern VLSI designs for a highly fault
tolerant system will be with the use of well-established validated CAD tools that are
integrated into a common design data base.

4. Diagnostic Emulation Experiment Description and Results

4.1. General Plan
The general plan for this experiment is to do the following:

1. emulate at the gate level the Charles Stark Draper Laboratories
(CSDL) Fault Tolerant Processor’s Communicator/Interstage
(C/1) hardware using the AIRLAB Diagnostic Emulator facilities,

2. insert single faults into the gate level model,

3. for each inserted fault, use the CSDL diagnostic self test
sequence for the C/I as inputs for the emulation model,

4. determine if observable errors are produced in the emulation model
output for each fault inserted, and

5. evaluate the results of the experiment.

Figure 4.1 diagrams the emulation setup. Test vectors from the C/I diagnostic
self test sequence were used as input to a gate level model of the C/I network. Faults
that model stuck-at-one and stuck-at-zero gate output failures were inserted into the
gate level model. Each fault was inserted for a complete pass through the diagnostic
self test sequence, only one fault was present in the network during any pass through
the self test sequence, and faults were only inserted into the channel A portion of the
C/L. For each fault and test vector, outputs from the C/I model and both data and
error reports were compared against the outputs produced by a fault-free C/I model.
If the outputs differed, the fault was designated as detectable for the test vector in

question.

Figure 4.2 diagrams the output space for this experiment. Originally, 600 test
vectors were planned (see section 3.5), but only 328 were used. These test vectors were
grouped into tests associated with a particular purpose or functional area within the
C/1. These tests are listed in figure 4.3 along with their associated parameters. Faults
were grouped into sets associated with a particular functional area. Figure 4.4 lists the
fault groupings, and figure 4.5 diagrams the functional areas associated with these
fault sets. Note that within Voter and Voter Syndrome fault sets, devices associated
with 2 of the 8 bits were faulted. Excluding these faults reduced the experiment

-40-



[PPOJA 28%®3siaju)/10jedlUunm@WoO) 'y AN g

g'o'8
3JON3ND3S

JI1SONIVIO
‘1NdNI

AYOWIN
03sn
SnLYLS 13A37 31v9
V1vQ 0'9'8 I/9
:LndLNO )
vivo I vivg X
\ ]
SnLYLS 713A37 3LV9
v1vQ v 1/9
:1ndLNO \\1
A
€2 X N¥
AHOW3IW O03SN
)
1811

1nvd

JI1SONIVIQ
‘INGNI

-41-



2oedg jnsay :.osa_:.umm Z°¥ 24nB1 g

SINIOd 4008 -

dnoyd
TTVNOILONNL

SY0LO3A

(00E) SHOLI3A 1S31

AdAL 31VD

(0£9%) sinvd

-42-



TEST NBR NBR SIM
NAME ABBREV VECTORS | INSTRS | STEPS
Presence presence 10 62 8400
Current Status cstupd 10 64 11900
Update
Basic basic 16 112 11900
Mask Transform | msktrnq 12 84 9900
QUAD
Mask Transform | msktrnxaxb 24 160 19200
XAXB
Mask Transform | msktrnxexd 24 160 19200
XCXD
Voter Test vbOlquadl 128 772 98000
Quadl
Voter Test vb0lquad?2 128 772 98000
Quad?2
. Voter Test vb013xa 64 388 48700
B01 3XA
Voter Test vb013xb 64 388 48700
B0O1 3XB
Voter Test vb013xc 64 388 48700
BO1 3XC
Voter Test vb013xd 64 388 48700
BO1 3XD
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duration. Since the network topology for the remaining 6 bits was the same as for the
2 bits where faults were injected, the results for the 2 bits could be used to determine
the results for the remaining 6 bits. This grouping of faults and test vectors was found
to be a useful way to interpret experiment results and to draw conclusions regarding
the effectiveness of particular test vectors. Figure 4.6 shows a typical output from the
emulation. The single number on a line is the simulation time step and the four
numbers on a line are the outputs from the four channels of the C/I model. Figure 4.7
is a typical post-processing output. For each vector in a self test sequence and for each
fault in a fault set, the faulty circuit emulation output values are compared to good
circuit emulation output values. If the outputs differ, the fault is considered to be
detected by that test vector. The ‘““1” entry in figure 4.7 indicates that the fault was
detected. The score (the number of faults found) for each vector is given at the bot-
tom of the fault list, and the number of vectors in the designated test detecting a par-
ticular fault is given in the right hand column. The first run and additional runs
within the fault list are for fault-free conditions. Emulator outputs from the first run
were used as the reference for subsequent faulted outputs. Emulation runs required
large amounts of computer execution time and complex setup procedures. The oppor-
tunity for errors was of concern. Consequently, additional fault-free runs were
included to help ensure consistent results. This precaution did, in fact, result in find-
ing several problems during the experiment.

4.2. The Experiment

Originally, the NANODATA QM-1 version of the Diagnostic Emulator was to be
used for this experiment and the VAX FORTRAN version was to be used for validat-
ing the model. Since the changes to the QM-1 version were not completed when the
model validation was complete, the experiment was started using the AIRLAB VAX
computers. After the QM-1 version became available, it was used to complete the
experiment. Figure 4.8 summarizes the use of AIRLAB computing resources during
the experiment. It should also be noted that more than 300K blocks of disk storage
were in use at various points during the experiment. Figure 4.9 details some interest-
ing experiment-related numbers. One interesting observation is that the total amount
of real time operation of the C/I that was simulated was only two seconds. Another
interesting number is the average stack size (12 devices) for the emulation algorithm.
This number indicates the average number of devices whose outputs change during a
given simulation step. It is indicative of the potential savings in processing time that
could be realized by an event-driven simulation versus a simulation that must compute
all device outputs for each event time. The ratio of average stack size to total network
size (12:5000) is substantial and represents a considerable reduction in device computa-
tions. However, it is also indicative of a design that has low device activity. A ratio of
[:20 should be more typical. From the numbers in figure 4.9, it is possible to estimate
the average device computations per second required for an equivalent non-event-
driven simulation of this network. Figure 4.10 summarizes these calculations. It
should be noted that for fault simulation, a time resolution equivalent to 1/2 or 1 clock
cycle is often sufficient. It was found that the QM-1 version operated about 80K:1
slower than real time for this network, and that the VAX 11/780 was about 1.2X 108
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Group Number of Faults
Local Data Bus 128
Source Bus 370
Status Register 160
Current Status Update 106
Source Select | 120
Syndrome Or 116
Voter/MUX/Result Bus 264
Voter Syndrome 132
Mask Transform | 62
Microsequencer & Control 216
Fan-out
1674

Figure 4.4. Fault Sets by Functional Group
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TEST SEQUENCE — MSKTRNXAXB GOOD CIRCUIT <— FAULT CONDITION

12
0 0] 0] 0
100
0 (4] 0 0
i 244
. 0 0 0 0
388
0 0 0o 0
532
0 0 0 0
658
0 0 0 0
These numbers represent 766
simulation time step for (0] 0 0 0
which the following C/1 » 1270
outputs were sampled. 146063 146063 146063 146063
1396
11 11 11 11
1522 N
These data are outputs 0 0 0 0
from the four C/I's. 2026
34307 34307 34307 34307
2152
11 11 11 11
2278 .
0 0 0 0
2782
143470 143470 143470 143470
2908
3 3 3 3
3034
o 0 0 0
3538
31714 31714 31714 31714
3664
S S S) 5
3790
] 0 0o 0
4294
107760 107760 107760 107760
4420
3 3 3 3
4546
o 0 0 0
5050
107760 107760 107760 107760
5176
5 5 .5 5
5302
0 0 (0] 0
5410
0 (0] 0 0
5914
. 34307 34307 34307 34307
6040
11 11 11 11
6166

Figure 4.6. Typical Good Circuit Output
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Fault file:
Vector file:
Data file:

Run number
Device

CSTUP1FAULT.DAT
CSTUPD . VEC
CSTUP1OUT .DAT

*
Fault Vector number
Condition -{ 1] 2} 3|

2 wuav VONUIVIVGL G
2 = no fault
3 = stuck at "0"
4 = stuck at "1*

S| 6 71 8i

9{ 10|

2, APA1GO1
3., APA1GOl
4, APA1GO2
5. APALGO2
6., APA1GO3
7. APA1GO3
8. APA1G04

9. APA1G04
10, APA1GOS
11, APA1GOS
12, APA1G06
13, APA1GO6
14, APA1GO7
15, APA1GO7
16, APA1GO8
17, APA1GOS8
18, APA1GO9
19, APA1GO9
20, APAIG10
21, APA1G10
22, APAIG11
23, APAIG11
24, APA1G12
25. APA1G12
26, APA1G13
27, APA1G13
28. APA1G14
29. APA1G14
30, APA1G1S
31, APA1G1S
32, APAl1G16
33, APA1Gl6
34, APAIG17
35. APA1G17
36, APAIG18
37. APA1G1S8
38, APA1G19
39. APA1G19
40, APA1G20
41, APA1G20

43, APAl1G21
44, APA1G21
45, APA1G22
46, APA1G22

47, AFPPA1E0O
48, AEPPA1E0O

49, APA1G23
S0, APA1G23
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Figure 4.7. Typical Post-Processing Output
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Test VAX 11/750 | VAX 11/780 QM-1

Presence 34 hrs.
Basic 84 hrs.
Current Status 38 hrs.

Update
Mask Transform 65 hrs.

XAXB
Mask Transform 72 hrs.

Quad
Voter XA 6.6 hrs.
Voter XB 6.6 hrs.
Voter XC 244 hrs.
Voter XD 122 hrs.

400 hrs. 259 hrs. 13.2 hrs

Figure 4.8. Emulation CPU Time*

*Does not include post-processing
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Network size

Simulation resolution
Gate delays per clock
Clocks/Fault tolerant clock

Average stack size of
Event-driven simulation

Maximum stack size of
Event-driven simulation

Total faults

Total C/I transactions cycles/fault
Transaction cycles in experiment
Simulation steps

Total real time

> 5000 devices
> 15000 interconnections

1 gate delay - 5ns
18 — 120 ns

12+

12 devices

~ 500 devices
1670

2034

~ 3 x 108

~ 3.6 x 10°

~ 2 seconds

*Actual fault tolerant clock has 40 processor clock periods. The simula-
tion was scaled to 12 to reduce run time.

Figure 4.9. Some Diagnostic Emulation Experiment Numbers
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Processor Gate Events/Sec | Real Time Ratio
VAX 11/750 | 1 x10° . 2.4 x 105 : 1 slow
VAX 11/780 | 2 x 10° 1..2 X 106 . 1 slow
QM-1 37 x 103 60 x 103 : 1 slow

Establishing equivalence to a non-event-driven
simulation is difficult

If equivalent time resolution is required for the non-
event-driven simulation, the comparable speeds are

VAX 11/750 500k Gates/Sec
VAX 11/780 1 x 10° Gates/Sec
QM-1 20 x 10° Gates/Sec

If 1/2 clock period time resolution is required, then the
comparable speeds are

VAX 11/750 50k Gates/Sec
VAX 11/780 100k Gates/Sec
QM-1 2 x 108 Gates/Sec

Figure 4.10. Summary of Diagnostic Emulation Speed
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slower than real time.
4.3. Analysis of Experiment Results

The experiment data presented in this section are not adjusted or modified to
account for certain modeling problems identified after the experiment was complete.
These problems will be discussed in a later section. Primarily, results are organized by
diagnostic test and fault set. For each self test/fault set pair, the percentage of faults
detected relative to the number of faults injected within the fault set are presented.
Test vectors with the best and worst scores for each test/fault set pair are identified.
The relative and combined performance results of the self tests are presented. Finally,
the percentage of faults found by the best vector within a test relative to the number
of faults detected by the test are examined.

Before reviewing these results, it should be noted that conclusions and observa-
tions are subject to the following:

1. There are limitations due to the adequacy of a gate
level fault model for the C/I implementation technology;

2. Faults were only injected in a single emulated C/I;
3. The number of faults within a fault set varies;

4. Self tests reflect RTI's understanding of the CDSL
self test description;

5. Faults were injected in devices associated with two of the eight
voter bits.

The Presence (P) test results shown in figure 4.11 are of particular interest.
CDSL executes all vectors of this test prior to every FTP processing frame (typically 10
msec to 40 msec) under their FDIR program. Presence is a short test (small number of
test vectors) relied on to establish the general health of the C/I channels. Note that
the results for the Mask fault set are not shown due to loss of these computer data. As
can be observed from figure 4.11, this test is very effective for detecting data path
faults (Local Data Bus and Source Fault Sets). However, the performance for other
fault sets such as the Voter Syndrome set is about 50%. Overall, the performance of
this test is about 62% against the injected faults. However, when adjusted for the
devices not faulted in the Voter and Voter Syndrome fault sets, the performance is
closer to 55%. Note also that both the single best and worst test vectors for the entire
test will detect about 509 of the faults. Since this test is executed frequently, the
average latency time for about half of all C/I faults is very short. Further, each vector
is very effective relative to overall test performance. Since this test requires a small
number of test vectors, it will require only a small portion of the FTP processing
resources. These data confirm the CSDL assumption regarding the effectiveness of

-52-



Werst Vector

Best Vector

1333
1

NN  Tota! Faults Foung

N

xxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxx

Y

1008088004004
I TitT

xxxxxxxxxxx

vz

i

rrrrrrrr
1

j 204
/

Ezzzzzzzzzz,

2222220

] | !

nv
AseN
lonuo)
Ipusg 9304
<
L 7SN g B
10 1Ip 2] Eza
Z o
g
[+ ]
19[°8 200G é .
A,
[l
srepdny smeis 2
N
w =
= 20
2 5 =
od smelg
=
sng 20Imog
XA I930A
sng e1e(] [eoo]

} f x x x
© O o o o
O O O N~ ©

SIINVA QAIDANT 40 INIDH3d

] |

I I
O O O
d ~4



Presence for data path faults.

Figure 4.12 gives the results for the Current Status Update (CSU) test. This short
test is designed to test certain of the Status Register update logics, and of necessity
must exercise parts of the error reporting logic. As can be observed and as is expected,
this test performs substantially better than the Presence test for the Status Update
and Syndrome Or fault sets. CSU test performance is considerably less than Presence
for the data path fault sets and is about the same for the remaining fault sets. The
overall performance is about 50% against the injected faults. When adjusted to
include the devices that were not faulted in the Voter and Voter Syndrome fault sets,
the performance is about 409. The low CSU test performance for the Source Select
fault set should also be noted.

The results for the two Mask Transform tests are given in figures 4.13 and 4.14.
The Mask Transform Quad (MTQ) test has 12 test vectors and the Mask Transform
XAXB (MTA/B) test has 24. Both tests target the C/I reconfiguration logic. Overall,
both tests perform better than Presence. As should be expected, their performance
against the mask fault set is somewhat better than the ubiquitous 50%. Also, their
performance against the Voter Mux fault set is good. Their overall performances are
near 70%. When adjusted for the additional voter bits, their performance is still
above 65%.

The results for the last non-voter test, Basic (B), are given in figure 4.15. This
test is an abbreviated version of the one of the tests designed by RTI for the validation
of the C/I model. These results are included as a point of reference. Since the test was
not optimized against a comprehensive fault model, it is not intended as a recom-
mended test. It does demonstrate that simulations can be used to consider alternative
tests and demonstrates the potential for improvement in test performance. Basic
requires 16 test vectors. The Basic test performs well on the data path faults and has
better performance than Presence against the Status Reg, Status Update, Syndrome
Or, and Control fault sets. Further, its performance approaches that of MTQ and
MTA/B for the Mask fault set. The overall performance of Basic is in excess of 70%
against the injected faults and exceeds 65% when adjusted for the devices not faulted
in the Voter and Voter Syndrome functions.

The overall performance of each non-voter is shown in figure 4.16. The combined
performance is close to 90% and is not significantly affected when adjusted for the
devises not faulted in the Voter and Voter Syndrome functions. Figure 4.17 shows the
combined performance of all non-voter tests for each fault set. Also shown are the per-
formance improvements provided by the voter tests. With the voter tests included,
overall performance is 92%. The voter tests used were XA, XB, XC, and XD and
required a total of 256 test vectors. The non-voter tests required a combined total of
72 test vectors. Figure 4.18 identifies and shows the performance of the best test for
each fault set. Figure 4.19 shows the performance of the worst test for each fault set.
The extremely poor performance of CSU against the Source Select fault set is not
shown. Instead, the next worst test, MTA/B is indicated. Figure 4.20 shows the per-’
formance of the best single vector for each fault set and for the entire set of test
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FAULT SETS BY FUNCTIONAL AREA

Figure 4.12. Current Status Update Test
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Figure 4.15. Basic Test



vectors. It is interesting to note that the performance of the best single vector is about
50%. Figures 4.21 through 4.25 show for each fault set and test the percentage of
faults found by the best vector within the test relative to the total number of faults
found by the test. These results tend to support an assertion that for C/I network
configuration, a high percentage of the faults that can be detected by a given test will
be detected by a small percentage of the test vectors. Such an assertion is not true for
all network configurations and care must be exercised in the conclusions that can be
drawn from these data. However, the concept of identifying those test vectors that are
more effective in terms of detecting more faults has special significance for fault
tolerant systems. The time required to find a fault is at most T and on average is T2.
The average time that faults remain latent within a system can be reduced by using
the more effective test vectors more frequently than the less effective vectors. The
potential for reduction of fault latency time is discussed in more detail in section 4.5.
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4.4. Review of Undetected Faults

A detailed review and analysis of the device faults that were not detected in this
experiment is presented in this section. Failure to detect certain of the faults will be
found to be due to bus modeling problems. Other fault detection failures will be
found to be due to deficiencies in the tests used. A few fault detections failure will be
found to be undetectable by any test.

The total number of faults that were not detected by any test was 141. Of these,
47 were found to be contained in the Source Select fault set. Also, figure 4.17 shows
that the combined performance against Source Select faults is less than for any other
fault set. A detailed examination of the devices associated with these undetected
faults indicated that most, if not all, were associated with one of two problem areas.
One problem area was in a group of devices whose faulted condition could not be
detected due to the bus modeling problem discussed in section 2.2. An accurate model
of the cross channel interconnections would likely have resulted in these faults being
detected.

The remaining undetected faults in the Source Select fault set were associated
with the C/I channel ID logic. The ID logic permits C/I modules tc be used for any
C/I channel. When a module is used in a channel A processor, hardwired inputs force
the ID logic to allow the module to function as the channel A C/I. Similarly, ID logic
establishes the identity of modules used in other channels. If certain of the devices
associated with channel ID are faulted in such a manner that the local.channel identity
is unchanged, these faults are indistinguishable from fault-free devices. Since there are
no provisions for stimulating different channel ID inputs under processor control, none
of these faults can be detected. It is not clear whether the effects of these faults are of
significance. If the devices for a given C/I fail in the manner described, the C/I
module will continue to operate properly so long as the module is always used for that
channel. Non-coverage of these faults could, however, affect maintenance procedures.
[t is not uncommon for replicate modules within a system to be interchanged with a
module that is suspected of being faulty. The potential for ambiguous results exists if
an apparently functioning module with one of these latent faults is substituted for a
suspected faulty module.

The fault set with the next largest number of undetected faults is the Control set
with 26. Examination of the associated devices indicated several problem areas.
Again, certain of the undetected faults were traced to the cross channel bus modeling
problem and to the ID logic problem. Several other undetected faults were traced to
devices that provide certain control signals directly to the processor interface. These
faults would be detected by the associated FTP channel processor. Either these dev-
ices should not have been included in the fault set, or their outputs should have been
included in the C/I model’s external outputs and subsequently checked for proper
state in the experiment post-processing. Finally, three undetected faults were found to
be associated with devices which propagate the system reset signal. Failure of these
devices in a state equivalent to an inactive reset signal cannot be detected if the failure
occurs after a valid reset has occurred. The significance of such latent faults is open to
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speculation. Failure to be able to reset could have only transient and inconsequential
effects on a system provided that the C/I microsequence controller always returns
itself to an idle state. However, these faults are undetectable during normal operation
and as such represent a potential problem.

The Voter Syndrome fault set had 19 undetected faults. After examination of the
associated devices, it is believed that the Voter Quad test, which was not used for this
experiment, should detect these faults. Although planned for the experiment, the use
of the Voter Quad test could not be completed prior to the end of the experiment.

The Status Update fault set contained 16 undetected faults and the Syndrome Or
fault set contained 14 undetected faults. An assessment of these faults was incon-
clusive, but it is believed that the Voter Quad test would detect some portion of these.

The Status Register fault set contained 15 undetected faults. An examination of
these determined that the decode logic in the Status Register memory was associated
with the undetected faults. They are undetected because the C/I Status Registers
automatically reset after a Read Status Register operation and because the CSDL self
test diagnostics, as understood by RTI, include a Read Status Register for each test
vector. Unless a test causes different errors to be written in each Status Register prior
to a read of any of the registers, address decode logic faults cannot be distinguished
from fault-free behavior. A simple modification of the self tests should render these
faults detectable.

The four undetected faults in the Mask fault set were associated with the ID logic
problem described above. Fault sets, Source Bus, Voter Mux, and Local Data Bus con-
tained no undetected faults.

Table 4.1 summarizes the undetected faults, the causes for not being detected,
and the estimated relevant undetectable faults.

If the assessments of the undetected faults are correct and if the ID logic faults
are considered inconsequential, the adjusted performance for the C/I self tests would
exceed 98% and could approach 99.8%. If the reset faults are inconsequential, the per-
formance approaches 100%.
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Undetected Estimated
Fault Set Faults Source Comments Undetectable
Source Select 47 Cross channel 0
model & ID logic
Control 26 ID logic & cross 3
channel + product
interface & reset
Voter Syndrome 19 Run Voter Quad Test 0
Status Update 16 not known Run Voter Quad Test 0-16
Syndrome Or 14 not known Run Voter Quad Test 0-14
Status Reg. 15 Status Reg modify self test 0
address decode
Mask 4 ID logic 0]
Local Data Bus 0 0
Voter Mux 0 0
Source Bus 0 0
Combined 141 3-33

Table 4.1. Summary of Undetected Faults
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4.5. Inferences Drawn from Experiment Results

As-indicated in the previous section, care must be exercised in the use of the
experiment results. Performance numbers derived for the various tests are subject to
the limitations of fault models, network models, and the correctness of the self tests.
While such results cannot be considered to be precise, they can be used in some
instances to support specific observations and conclusions. This section reviews the
inferences drawn from the experiment data.

The experiment results support the CSDL assumption that the Presence test will
detect a high percentage of the C/I data path faults. In addition, Presence detects
approximately 60% of device output faults.

Certain faults occurring in the C/I ID logic and the system reset logic cannot be
detected. The significance of these undetectable faults is open to speculation and an
assessment of such is beyond the scope of this report.

Particular faults occurring in the Status Register address decode logic cannot be
detected by reading the Status Register after every test vector input to the C/I. If the
CSDL self tests use this procedure, these faults will be undetectable. A simple modifi-
cation of a portion of the self test would remedy this problem.

Finally, the results suggest that certain of the test vectors detect a considerably
larger number of faults than do other test vectors. Even though certain test vectors
are less productive, they may be required to detect faults that are undetectable with
the most productive test vectors. Average fault latency time could be reduced if these
more productive test vectors are used more frequently than the less productive, but
necessary, test vectors.

To demonstrate the potential for reduction in average latency time for faults
within a network, consider a test composed of V different test vectors which detects all
network faults. Assume that each vector can be imposed on the network in time T. If
all faults are equally likely to occur and if each vector is used once per test repetition,
the average latency time for faults is VT/2. Suppose that 4/5 of the faults are
detected by 1/5 of the test vectors. Define a new test composed of the same test vec-
tors. Since the prime test vectors are four times more effective than the remaining test
vectors, repeat the prime vectors four times more frequently than the remaining test
vectors. The time required to complete such a test would be 8/5 VT. The average
latency time for a fault would be 8/25 T. Thus, the new test would give a shorter
average latency time. This would directly reduce fault recovery times, which would
reduce the exposure to near-coincident faults.

Consider the average latency of the C/I FDIR self tests. From section 3.5, it is
known that the Presence test is repeated in every processing frame and that the
remaining C/I self tests could require approximately two minutes to complete. Assume
that a processing frame is typically 40 msec. Experiment results indicate that the per-
formance of the Presence test is about 60%. The remaining 40% of the faults must be
found by the slow FDIR self tests. Average latency time for C/I faults using FDIR
becomes
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L= 0.6 x 0.04 sec + 0.4 x 120 sec| =~ 24 sec.

Experiment data indicates that the performance of the Presence test could be
improved by modest increases in the number of test vectors. Both Basic and Mask
Transform Quad have better performance than Presence and require fewer test vec-
tors. Assume that this opportunity is not exploited. Experiment results also indicate
that the combined performance of all non-voter tests (72 test vectors total) is on the
order of 90%. When adjusted for model discrepancies and the ID logic, the perfor-
mance is closer to 95%. Assume that a new FDIR test is designed. Assume that it
consists of 100 test vectors that are executed with a frequency of 5 seconds and that it
detects 359% more faults than does the Presence test. The slow FDIR is expected to
detect the remaining 5% of the faults. The average latency for this scenario becomes:

L= —;- [0.6 x 0.04 sec + 0.35 x 5 sec + 0.05 x 120 sec | = 4 sec.

The improvement in average latency from 24 seconds to 4 seconds is substantial.

The results of this experiment have been used to identify potential problem areas
and to identify areas where performance can be improved by relatively modest changes

to the self test diagnostics.

5. Conclusions, Observations, and Recommendations

The objective of this section is to briefly summarize the relevant conclusions and
observations discussed in detail throughout this report. In addition, several efforts
that are natural extensions to this experiment are discussed.

The results of the experiment summarized in section 4.6 are as follows:

1. Presence detects a high percentage of data path faults;
2. Presence detects about 60% of all C/I gate output faults;

3. Certain faults in the C/I ID and reset devices cannot be
detected by any test vector;

4. Faults in the address decode logic of the Status Register
will not be detected by test vectors that include a Status
Register Read after each transaction;

Opportunities to reduce average fault latency and to
improve overall performance are suggested by the results.

N
.

Most of the effort in this experiment was directed toward recapturing the C/I
design and validating the C/I model derived from the recapture process. To effectively
deal with VLSI scale designs, well-established CAD tools that are integrated into a
design data base containing design verification test vectors will be required.
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Faster simulators will be required to support the complexity of VLSI. However,
significant work can be accomplished with existing simulators. For studies where
simulation results are examined in detail, faster simulators would provide results more
rapidly than could be assimilated.

The applicability of the gate level fault model used in this experiment is limited
for modern devices such as gate arrays [8][9]. Since bipolar technology was employed
for the current C/I implementation, the experiment results are more applicable than if
FET based technology had been used. The main exception to thls observation is the
PAL devices used in the design.

Network size relative to the tools and techniques used impacted all phases of this
effort. The complexity management problems for this modest-sized network not only
lead to the validation problems discussed above, but impacted areas such as experi-
ment run times, model configuration management, and computer storage requirements.
Dealing with more complex designs without better tools would not be cost-effective.

The amount of computer time required to complete simulations of this scale or
greater and the standards for the integrity of results derived for highly reliable systems
combine to require that a methodology for using simulations include fault tolerance
and error detection mechanisms. For example, the chances of a computer error affect-
ing the results derived from an extremely long simulation run can become significant.

The microsequencer for the C/I was designed using a high-level design tool. The
state transition table generated by this tool was highly redundant due to the manner
in which certain address bits were allowed to reach the microsequencer register,
PROM. While the design was functionally correct and was easy for the designer to
create, it was much harder to test. This relatively minor example suggests that the
new high-level design tools used to support cost-effective modern VLSI design could
produce designs that are less testable and more expensive to validate. These tools are
optimized for design functionality and for cost-effective designs. They are not optim-
ized for testability. '

The experiment provided information on the performance of the Diagnostic Emu-
lator. The VAX FORTRAN version is a factor of 1.2X 108 slower than a real time C/L
The QM-1 version is about a factor of 60X 10° slower. For the C/I with its unusually
low activity gates, the QM-1 version of the Diagnostic Emulation should compare
favorably with higher performance parallel non-event-driven VAX-based simulators.

Natural extensions to the experiment described in this report are as follows:

1. to execute the Voter self tests that were not completed;

2. to modify diagnostic tests to confirm that Status Register
address decoder faults can be detected;

3. to modify cross channel link models and confirm that certain
faults become detectable;
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4. to modify the DE fault model to include faults on gate
inputs and to repeat the experiment;

5. to inject faults into other C/I channels and observe
test vector performance;

!
6. to fault the PROM bits of the C/I microsequencer to deter-
mine performance against these faults;

7. to build a gate level model of the PAL device that more
accurately models the failure modes in gate arrays, to run
self tests, and to compare results to the less sophisticated
fault model;

8. to inject some double faults to determine the probability
of a double fault leading to system failure.

These possible extensions of the original experiment would benefit from the fact

that a C/I model has been created and validated.
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APPENDIX A
Listing of the Diagnostic Tests
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Presence Test Program

RSTR
RSTR
RSTR
RSTR
RSTR
WMSK
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
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DO
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DO
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Al

DO
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DO
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DO

A0

Al

DO

D1

Dl

DO

co

Cl

D1

DO

A0

Al

DO

D1

D1

DO

DO

Dl

D2

D3

Aol
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Current Status Update Test Program

WMSK
RSTR
VECB

VECE
VECB

VECE
VECB

VECE
VECB

VECE
VECB

VECE
VECB

VECE
VECB

VECE
VECB

VECE
VECB

VECE
VECB

VECE

M15 M15 M15 M15

TOXEDT
&2k
mom
o Jo N ele)
O
oo
o9}

O
O
O
O

C

oFwm
0
°§§ g
@
OCDO
0O _OOo

C

X

0

3

)
OOHOOHOOHFOOKO

e
o
O
o
=

D

X
w
eg
o)

leJo N ele

o Yol ol

O
3
e
®

D

oxx
192}
°§E§
OC)O
@
UCDO
OrHOOHOO

)
W
H
e
O
O
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BO Bl Bl

0
0O Cl Cl CO
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Cl Co Cl
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O D1 D1 D1
D1 D1 D1
0

O DO DO DO
D1 D1 DO

0
O Al A1 Cl
D1 D1 D1

0]

O BO BO DO
CO A0 AO
0

Al

AQ

Bl

BO

Cl

Cco

DO

D1

Cl

DO
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-Basic Test Program

RSTR
RSTR
RSTR
RSTR
RSTR
VECB
VECE
VECB
VECE
VECB
VECE
WMSK
VECB

VECE
VECB

VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
RSTR
VECE

VECB
RDRR
VECE
WMSK
VECB
RDRR
VECE

VECB
RDRR
VECE

VECB
RDRR

VECE

A AAA
B BBB
cccec
DDDD
0000

WRCV DO DO DO DO

RDRR

WRCV D2 D2 D2 D2
WRCV D3 D3 D3 D3

RDRR
RDRR

MO MO MO
WXMR A A
RSTR A A
WXMR A A
RSTR A A
WXMR B B
RSTR B B
WXMR B B
RSTR B B
WXMR C C
RSTR C C
WXMR C C
RSTR C C
WXMR D D
RSTR D D
WXMR D D
RSTR D D
WXMR O O
0000
RSTR O O
M1 M1 M1
WXMR O O
RSTR O O
M2 M2 M2
WXMR O O
RSTR O O
M4 M4 M4
WXMR O O
RSTR O O
M8 M8 M8
WXMR O O
RSTR O O

MO

A A D2 DO

OO0 UD un QO Ow ww wyr
o0 UU ©n 0N Nw oo wyr MY

OO0 OR0O ORO <DEC)
@ B [\
© O © O O O O ©

o
o

D3

DO

DO

DO

DO

DO

DO

A0

Al

Al

Al

Al

DO

D2

D3

DO

DO

DO

DO

BO

Bl

Bl

Bl

Bl

DO

DO

DO

DO

D2

D3

DO

DO

Co

Cl

Cl

Cl

Cl

DO

DO

DO

DO

DO

DO

D2

D3

D8

D9

D9

D9

D9
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Mask Transform Quad Test Program

RSTR
RSTR
RSTR
RSTR
WMSK
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
WMSK
VECB
RDRR
VECE
VECB

VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE

AAAA

B BBB
cccc
DDDD

M31 M31 M31 M31
WXMR A B B A AO
RSTR A BB A
WXMR D C C D DO
RSTR DC CD
WXMR AACCAl
RSTR A A CC
WXMR A B A B AO
RSTR A B A B
WXMR B B D D DO
RSTR B B DD
WXMR C D C D DO
RSTR CD CD
M1S M15 M15 M15
WXMR A B B A Bl
RSTR A B B A
WXMR D C C D DO
RSTR D C CD
WXMR A A C C BO
RSTR A ACC
WXMR A B A B Bl
RSTR A B A B
WXMR B B D D DO
RSTR B B D D
WXMR C D C D DO
RSTR CDCD

BO

DO

DO

Bl

Bl

DO

C1

DO

DO

co

Cco

DO

DO

Co

Cl

DO

DO

Cl

DO

D9

D8

DO

DO

D8

DO

D8

DO

DO

D9

D9

DO

Al

DO

DO

D8

Al
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Mask Transform XAXB Test Program

RSTR
RSTR
RSTR
RSTR
WMSK
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
WMSK
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
WMSK
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE

ovNwy
kdolols k-]

O Ow wyr M PO Ob »

RSTR
WXMR

RSTR
WXMR

RSTR
WXMR

RSTR

Ml4 M

WXMR

RSTR
WXMR

RSTR
WXMR

RSTR
WXMR

RSTR
WXMR

RSTR
WXMR

RSTR

M29 M

WXMR

RSTR
WXMR

RSTR
WXMR

RSTR
WXMR

RSTR

=

4

N Owm wr» M PO O Y

> PP >0 O >
™ wyr PO QW W

(o]
U Dw ww w» »O Aw woo 0¥

O Ow ww wyr »0 OO0 W

o0 OO0 QOw w0 Qg oy pO 00 Ow W

9 M

=
W

O Qo oy »0O 00O QW w
U U Uw WO OU oy

0 M30

4

A D2 B2
DO DO
D3 DO
D2 B3
DO B3
DO DO

M14
B3 C2

DO DO
B2 DO
B3 C2
DO C2

DO DO

U Do ODw wnOH v gr» Y

9 M29

A C2 D5

A
D DO DO

D
C C3 DO

C
B C2 B3

B

DO

Cc2

C3

DO

DO

C3

DO

D6

D5

DO

DO

D5

DO

D2

D6

DO

DO

D5

DO

DO

D6

D6

DO

D2

DO

DO

D5

D3

DO

B2

DO

DO
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VECB
RDRR
VECE
VECB
RDRR
VECE
WMSK
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE

WXMR B B D D DO
RSTR B B DD
WXMR C D C D DO
RSTR CD C D
M13 MI13 M13 MI13
WXMR A B B A DO
RSTR A BB A
WXMR D C C D DO
RSTR DC CD
WXMR A A C C C2
RSTR AACC
WXMR A B A B Al
RSTR A B A B
WXMR B B D D DO
RSTR B B DD
WXMR C D C D DO
RSTR CDCD

D3

DO

D1

DO

DO

Cc3

D5

DO

D5

DO

A0

Bl

DO

DO

C3

C3

c2

DO

B2

DO

Bl

B3



Mask Transform XCXD Test Program

RSTR
RSTR
RSTR
RSTR
WMSK
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
WMSK
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE

VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
EDRR
VECE
VECB
RDRR
VECE

2O0OwW>

N
NSO

gag :

5 2

» o0 w>
> PpYr PO OPp PN

U Ow ww wy» PPN OW W

RSTR
WXMR

RSTR
WXMR

RSTR
WXMR

RSTR
WXMR

RSTR

M1l M

WXMR

RSTR
WXMR

RSTR
WXMR

RSTR
WXMR

RSTR
WXMR

RSTR
WXMR

RSTR

M23 M

WXMR

RSTR
WXMR

RSTR
WXMR

RSTR
WXMR

RSTR

=0 Ol w

O Ow Wy P PO Op Y

O v mwm wWr PO NOW w
o PO 00O O w0 NCD oyr 0O QOO0 O wHO QU O PO 0N O W

rm wnNn QU Tr

[\S]

» P PO OY» P
w w» PO N0 w

NUQo

1

3

M

M

M

N

7 M27

>
o)
N

DO

D3

D2

DO

DO

O DU Uw wnH QU oO»

1 M1l

W
[¥8]

o
o

W
N

o
w

)]
o

w)
o

M23
C2

U DU ouw wnNn OO o» >

DO

C3

c2

B2

DO

DO

B3

B3

DO

c2

DO

DO

c2

Cc2

DO

D5

DO

DO

B3

DO

Cc2

C3

DO

DO

C3

DO

D6

D5

DO

DO

DS

DO

D2

D6

DO

DO

DS

DO

DO

D6

D6

DO

D2

DO

DO

D5

D3

DO

B2

DO

DO
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VECB
RDRR
VECE
VECB
RDRR
VECE
WMSK
VECB
RDRR
VECE
VECB

. RDRR

VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE
VECB
RDRR
VECE

WXMR B B

RSTR B B
WXMR C D

RSTR C D
M7 M7 M7
WXMR A B

RSTR
WXMR

RSTR
WXMR

RSTR
WXMR

RSTR
WXMR

RSTR
WXMR

RSTR

0O Ow wyp »pr PO OV
U Uw ww wr PO QW

O A oy PO OO QW WIXO OO U

~J

D Do bw wN OU LDy » ©O UTU O

DO

DO

DO

DO

C2

Al

DO

DO

D3

DO

Dl
DO
DO
Cc3
DS

DO

DO

D5

DO

A0

Bl

DO

DO

Cc3

C3

C2

DO

B2

DO

DO

Bl

B3



Voter Test Quadl Program Voter Test Quad2 Program

WMSK M15 M15 M15 M15 WMSK M15 M15 M15 M15

RSTR O O O O RSTR O 0 0 O

Loop 0 11031031031 LOOP 2 31031031031
VECB WXMR O O OO T4 T4 T4 T4 VECB WXMR O O OO T5 TS T5 TS5
RDRR RDRR

VECE RSTR O O O O . VECE RSTR 0 O O O

END END
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Voter Test BO1 3XA Program

RSTR
WMSK
LOOP
VECB
RDRR
VECE
END

LOOP
VECB
RDRR
VECE
END

00O0O0

M14 M14 M14 Ml4
000011031031
WXMR O O O O DO T4 T4 T4

RSTR 0 0 0 O

000231031031
WXMR O O O O DO TS TS TS5

RSTR O O O O

Voter Test BO1 3XB Program

RSTR
WMSK
LOOP
VECB
RDRR
VECE
END

LOOP
VECB
RDRR
VECE
END
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3 M13
0031031
WXMR O O O O T4 DO T4 T4

0000
M13 M13 M1
01100

RSTR 0 0 O O

231000031031
WXMR 0.0 O O TS5 DO TS5 TS

RSTR 0 0 0 O



Voter Test BO1 3XC Program Voter Test B0l 3XD Program

RSTR O O O O RSTR 0 0 O O

WMSK M11 M11 M1l M1l WMSK M7 M7 M7 M7

LOOP 01 1 031000031 Loop 011031031000

VECB WXMR O O O O T4 T4 DO T4 VECB WXMR O O O O T4 T4 T4 DO
RDRR RDRR

VECE RSTR O O 0 O VECE RSTR 0 O 0 O

END ' END

LOOP 231031000031 LooP 231031031000

VECB WXMR O O O O T5 TS5 DO T5 VECB WXMR 0 O O O TS5 T5 T5 DO
RDRR RDRR

VECE RSTR O 0 O O VECE RSTR O 0 0 O

END END
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APPENDIX B
Diagnostic Emulation
Outputs for Non-faulted C/I
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Presence Test

PRESENCE GOOD CIRCUIT
12
0 0 0 0 0 0 0 o
100 6706
0 0 0 0 52652 52652 52652 52652
244 6832
0 0 0 0 0 0 0 0
388 6958
0 0 0 0 0 0 0 0
532 7462
0 0 0 0 15744 15744 15744 15744
676 7588
0 0 0 0 0 (0] 0 0
802 7714 »
0 0 0 0 0 0 ‘0 0
910 8218 ‘
0 0 o 0 162033 162033 162033 162033
1414 8344
15744 15744 15744 15744 0 0 0 0
1540
0 0 .0 0
1666 .
0 0 0 0
2170 :
162033 162033 162033 162033
2296 )
0 o o 0
2422 -
0 0 0 0
2926
143071 143071 143071 143071
3052 A
0 0 0 0
3178
0 0 0 0-
3682
34706 34706 34706 34706
3808
0 0 0 0
3934
0 0 0 0
4438
130516 130516 130516 130516
4564
0 0 0 0
4690
0 0 0 (o}
5194
47271 47271 47271 47271
5320
0 0 0 0
5446
0 0 0 0
5950
125125 125125 125125 125125
6076
0 0 0 0
. 6202
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Current Status Update Test

CSTUPD GOOD CIRCUIT
12
0 0 0 0 0 0
82 5968
0 0 0 0 4 4
208 6094
0 0 0 0 0 0
33¢ 6598
0 0 0 0 0 0
838 _ 7120
0 0 0 0 4 4
1360 7246
1 1 1 1 0 0
1486 7750
0 0 0 0 0 0
1990 8272
0 0 0 0 10 10
2512 8398
1 1 1 1 0 0
2638 8902
o 0 0 0 0 0
3142 9424
0 0 0 0 10 10
3664 9550
2 2 2 2 0 0
3790 10054
0 0 0 0 0 0
4294 10576
0 0 0 0 37 37
4816 10702
2 2 2 2 0 0
4942 11206
0 0 0 0 0 0
5446 11728
37 37
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10

o
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) BAGIC

@]

O O O o O o o o

125125
0
52652
‘0

0
125125

125125
0

-1018

GCOCD CIRCUIT

12
0

100
244
388
532
676
802

910

© 0o ©o © © © o o

1126
125125

1234
0

1342
52652

1450
0

1558
0

2062
125125

2188
0

2314
0

2818
52652

2944
0

3070
0

3574
125125

3700
0

3826
0

4330
52652

4456

4582
0

5086

0

o O O ©0 O ©o o o

125125

52652
0
0

125125

125125
0

0
52652
0

0

© © 0O O O O O o o

125125

52652
.0

0
125125

125125
0

0
52652
0

0

125125 125125 125125

5212
0
5338

0

0]

0 0 0 0
5842
52652 52652 52652 S2652
5968
0 0 0 0
6094
0 0 0 0
6598
125125 125125 125125 125125
6724
0 0 0 0
6850 .
0 0 0 0
7354
52652 52652 52652 52652
7480
0 0 0
7606
0 0 0 0
8110
15744 143071 130516 66223
8236
16 15 13 7
8380
0 0 0 0
8506
0 o 0 0
8614
0 0 0 0
9118
162033 162033 162033 162033
9244
16 16 16 16
9370
0 0 0 0
9478 :
0 0 0 0
9982-
34706 34706 34706 34706
10108 .
1S 15 15 15
10234
0 o 0 0
10342
0 0 0 0
10846
47271 47271 47271 47271
10972
13 13 13 13
11098
0 ) 0 0
11206
0 0 0 0
11710
111554 111554 111554 111554
11836
7 7 7 7
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Mask Transform Quad Test

MSKTRNQ GOOD CIRCUIT
12
0 0 0 0
100
0 0 0 0
244
0 0 0 0
388
0 0 o 0
532
0 0 0 o
658
0 0 0 0
766
0 0 0 0
1270
143071 15744 15744 143071
1396
11 6 6 11
1522
0 0 () ()
2026
130516 66223 66223 130516
2152
11 6 6 11
2278
0 0 0 0
2782
47271 47271 162033 162033
2908
3 3 14 14
3034
0 0 0 0
3538
34706 15744 34706 15744
3664
S 12 s 12
3790
0 0 0 0
4294
111554 111554 34706 34706
4420
3 3 14 14
4546
0 0 0 0
5050
111554 47271 111554 47271
5176
5 12 5 12
5302
0 0 0 0
5410
0 0 0 0
5914 :
77777 77777 77777 17777
6040
37 37 37 37

6166

0
173577
37

0
167273
37

0
134716
37

0
176737
37

0
166233
37

0

6670
173577

6796
37

6922
0

7426
167273

7552
37

7678

8182
134716
8308
37
8434

8938
176737
9064
37
9190

0

0

0
9694
166233
9820
37

0
173577
37

(0}
167273
37

"0
134716
37

0
176737
37

0
166233
37

0
173577
37

0
167273
37

0
134716
37

)
176737
37

0
166233
37



MSKTRNXAXB

O © © o © O o

146063

107760
3
0
107760
5
0
0

34307

12
100
244
388
532
658
766

1270
146063
1396
11
1522

2026
34307

2152
11

2278
0

2782
143470
2908

3034
3538

31714
3664

O © O 0 ©o o o

0

3
0

5
3790

0
4294
107760
4420

3
4546

5050
107760
5176

0

5

5302
0

5410
0

5914
34307

6040
11

6166

Mask Transform XAXB Test

GOOD CIRCUIT

© O O ©O o o o

146063
11

0
34307
11

0
143470

107760
3

0
107760
5

0

0
34307
11

0
0]
0
0
0
0
0

146063
11

0
34307
11

0
143470

107760
3

0
107760
5

0

0
34307
11

0 0
6670

0

0

107760 107760 107760 107760

6796

11 11
6922

0 0
7426

70017 70017
7552

3 3
7678

0

8182
34307 34307
8308

8434

0 0
8938

70017 70017
9064

3 3
9190

0 0
9694

52652 52652
9820

S
9946
0 0
10054
0 0
10558
34307 34307
10684

6

10810

0 0
11314

146063 146063
11440

6 6
11566

0 0
12070

107760 107760
12196

3 3
12322

0 0
12826

34307 34307
12952

12 12
13078

0 0]
13582

143470 143470
13708

-92-

146063
6

0
107760
3

0
34307
12

0
143470

146063
6
0
107760
3

o.
34307
12
0
143470



3 3 3 3
13834

0 0 o 0o
14338

70017 70017 70017 70017
14464

12 12 12 12
14590

o o 0 0
14698

o 0 0 0

15202 .

0 0 0 0
15328

6 -6 6 6
15454

o (] o o
15958

146063 146063 146063 146063
: 16084

6 6 6 6
16210

0 0 0 0
16714

34706 34706 34706 34706
16840

3 3 3 3
16966

C~- =&

-93-

0 0
17470

162033 162033
17596

12 12
17722

0 0
18226

34706 34706
18352

3 3
18478

0 0]
18982

143470 143470
19108

12 12

0 4]
162033 162033
12 12

0 0
34706 34706
3 3

0 (4]

143470 143470
12 12



Mask Transform XCXD Test

MSKTRNXCXD GOOD CIRCUIT

© O O © © o ©

31714

31714
14

0
107760
5

0

0

31714

12
100
244
388
532
658
766

1270
125125

1396
6

1522
0

2026
70017

2152
6

2278
0

2782
52652

2908
14

3034
0

3538
31714

3664
S

3790
0

4294
31714

4420
14

4546
0

5050
107760

5176
S

5302

O © 0 O © o o

0

5410
0

5914
31714

6040
6

6166

0

© O 0 O © o

125125

31714

31714
14

0
107760
5

0

0]
31714
6

0
0
0
0
0
0
0

125125

107760
5

0

0
31714
6

0 0
6670

125125 125125
6796

-6 6
6922

0 0
7426

146063 146063
7552

14 14
7678

0 0
8182

34307 34307
8308

s s
8434

0 0
8938

34307 34307
9064

14 14
9190

0 0
9694

52652 52652
9820

5 5
9946

0 0
10054

0 0
10558

706017 70017
10684

11 11

10810

o - 0
11314

125125 125125
11440

11 11
11566

0 0
12070

143470 143470
12196

14 14
12322

0 0
12826

34307 34307
12952

12 12
13078

0 0
13582

52652 52652
94, 13708

0
125125
6

0
146063
.14

0
34307

34307
14

52652

70017
11

0
125125
11

0
143470
14

0
34307
12

52652

0
125125
6

0
146063
14

0
34307

34307
14

52652

70017
11

0
125125
11

0
143470
14

0
34307
12

52652



14 14 14
13834

0 0 0
14338

70017 70017 70017
14464

12 12 12
14590

0 0 0
14698

0 0 0

15202 :

177777 177777 177777
15328

11 11 11
15454

0 0 0
15958

15744 15744 15744
16084

11 11 11
16210

0 0 0
16714

34307 34307 34307
16840

14 14 14
16966

0 0 0
17470

14

70017
12

0

0
177777
11

0
15744
11

34307
14

162033 162033 162033 162033

17596

12 - 12 12 12
17722

0 0 0 0
18226

70017 70017 70017 70017
18352

14 14 14 14
18478

0 0 0 0
18982

143470 143470 143470 143470
19108

12 12 12 12



VBO1QUAD1

12

0 0

82

0 0

208

0 0

334

0 0
838

100000
964

0 0
1090

0 0
1594

100000
1720

10 10
1846

0 0
2350

100000
2476

10 10
2602

0 0
3106

100000
3232

10 10
3358

0 0
3862

100000
3988

4 4
4114

0 0
4618

100001
4744

23 23
4870

0 0
5374

100000
5500

14 14
5626

0 0
6130

100001
6256

33 33
6382

0 0
6886

100000

100000

100000

100000

100000

100001

100000

100001

GOOD CIRCUIT

0 0

0 0

o o0

0 0
100000 100000
0 ]

0 0
100000 100000
10 10

) 0
100000 100000
10 10

0 0
100000 100000
10 10

) 0
100000 100000
4 4

) 0
100001 100001
23 23

0 0
100000 100000
14 14

0 0
100001 100001
33 33

0 0

Voter Test Quadl

-96-

100000
4

0
100000
14

0
100002
23

0
100002
33

0
100000
4

100000
7012
4
7138
0
7642
100000
7768
14
7894

8398
100002
8524
23
8650

9154
100002
9280
33
9406

9910
100000

4

0

0

0

10036

10162

0
100001
27

0
100002
27

0

0

10666

100001

10792
10918
11422

27
0
100002

11548

27

11674

0

12178

100003
23

0
100000
2

100003

12304
12430
12934

23
0
100000

13060

2

13186

0
100001
25

0

13690

100001

13816

25

13942

0

0

14446

100000
3

0
100000
14

0
100002
23

0
100002
33

0
100000
4

0
100001
27

0
100002
27

0
100003
23

0
100000
2

0
100001
25

o

100000
4

0]
100000
14

0
100002
23

0
100002
33

0
100000
4

0
100001
27

0
100002
27

0
100003
23

0
100000
2

0
100001
25

0



100000 100000 100000
14572

12 12 12
14698

0 0 0
15202

100001 100001 100001
15328

35 35 35
15454

0 0 0
15958

100001 100001 100001
16084

31 31 31
16210

0 0 0
16714

100001 100001 100001
16840

1 1 1
16966

0 0 0
17470

100001 100001 100001
17596

31 31 31
17722

0 0 0
18226

100000
12

0
100001
35

0
100001
31

0
100001
1

0
100001
31

0

-97-

100001 100001
18352

11 11
18478

0 0
18982

100000 100000
19108

6 6
19234

0 0
19738

100001 100001
19864

25 25
19990

0 0
20494

100002 100002
20620

23 23
20746

0 0
21250

100003 100003
21376

27 27
21502

0 0
22006

100001
11

-0
100000
6

0
100001
25

0
100002
23

0
100003
27

0

100001
11

0
100000
6

0
100001
25

0
100002
23

0
100003
27

0



100001 100001 100001 100001

22132
35 35 35 35
22258
0] 0 0 0
22762 -
100001 100001 100001 100001
22888
5 S 5 S
23014
0 0 0 0
23518 .
100003 100003 100003 100003
23644
33 a3 33 33
23770
0 0 0 0
24274
100003 100003 100003 100003
24400
23 23 23 23
24526
0 0 0
25030
100000 100000 100000 100000
25156
2 2 2 2
25282
0 0 0 0
25786
100000 100000 100000 100000
25912
12 12 12 12
26038
0 o 0 0
26542
100002 100002 100002 100002
26668
25 25 25 25
26794
0 0 0 (¢]
27298
100002 100002 100002 100002
27424
35 35 35 35
27550
0 0 0 0
28054
100000 100000 100000 100000
28180
6 6 6 6
28306
0 o 0 0
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