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Abstract

Problems in image understanding involve a wide va-
riety of data (e.g., image arrays, edge maps, 3-D shape
models) and processes or algorithms (e.g., convolution,
feature extraction, rendering). This paper describes the
user-interface and underlying structure of an Image Un-
derstanding Workstation designed to support multiple lev-
els and types of representations for both date and pro-
cesses.

The Image Understanding Workstation consists of two
parts: the Image Understanding (IU) Framework, and the
user-interface. The IU Framework is the set of data and
process representations. It includes multiple levels of rep-
resentation for data such as images (2-D), sketches (2-D),
surfaces (2-1/2 D), and models (3-D). The representation
scheme for processes characterizes their inputs, outputs,
and parameters. Data and processes may reside on dif-
ferent classes of machines.

The user-interface to the IU Workstation gives the user
convenient access for creating, manipulating, transform-
ing, and displaying image data. The user-interface fol-
lows the structure of the IU Framework and gives the user
control over multiple types of data and processes. Both the
IU Framework and user-interface are implemented on a
LISP machine.

By developing a fundamental set of representations and
4 consistent user-interface, the IU Workstation provides
a rich environment for algorithm developers and system
engineers to implement and study applications wn image

understanding.

INTRODUCTION

Problems in image understanding involve a wide va-
riety of data (e.g., llmage arrays, edge maps. 3-D shape
models) and processes or algorithms (e.g., convolution,
icature extraction, rendering). A critical issue in image
nnderstanding (IU) is the representation of data. Data
in [U work includes initial sensor-derived numeric arrays
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and more abstract, symbolic representations such as lists
of edges. Appropriate representations must exist in an
IU system to accomodate these different levels of infor-
mation. The characteristic computations in IU work are
also diverse, ranging from numerically intensive to sym-
bolic. The goal of the Image Understanding Workstation
described in this paper is to provide an integrated and
highly interactive software environment to support such
diverse TU activity. -

In general, IU software environments are evolving into
integrated systems of considerable computational and rep-
resentational power [4]. Some recent systems illustrating
these trends are: Visions [2], Powervision [5], and SuperS-
ketch [6]. As described in the review article by McConnell
and Lawton [4], the basic components of general IU envi-
ronments are: representations, programming constructs,
system-specific databases, and user-interfaces.

Several current [U environments are built on top of
object-oriented programming environments that readily
support data and process abstraction. Key attributes of
object-oriented environments are: abstract type defini-
tion, combination and inheritance mechanisms, and ac-
cess to diverse objects through a uniform set of messages
[4].

L

The Image Understanding Workstation described in
this paper consists of two parts: the Image Understand-
ing (IU) Framework, and the user-interface.

[0 FRAMEWORK

The [U Framework consists of the fundamental set
of data and process representations in the IU Worksta-
tion. As shown in Figure 1, the IU Framework includes
representations for [U data and a core set of IU algo-
rithms. The IU Framework is intended to be a foundation
for other program modules such as control strategies and
application-specific environments.
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Figure 1.

(i) Data Representations

Problems in image understanding involve data at dif-
ferent levels of abstaction, ranging from numeric arrays
created by a sensor, to extracted feature objects such as
curve lists. The goal is to provide a range of data repre-
sentations appropriate for each of these types of informa-
tion.

Data objects share several kinds of information such
as: data type, data, name, domain and range dimension-
ality, and axis information which completely describe the
underlying data. In addition, data objects have an associ-
ated display-options attribute which specifies the default
way to display the object in the IU Workstation.

Figure 2 illustrates two different types of data objects
in the IU Workstation: the bridge image in the left win-
dow is a 2D-ARRAY, and the set of extracted contours in
the right window is a 2D-INSTANCE-LIST. The under-
lying data for the extracted contours is a list of contour
line objects (not a one-bit array). Each contour line ob-
ject in the list is a data object characterized by: number.
type, length, elevation, list of points, thickness, and color.
Further data abstraction to lines of a minimum length is
illustrated in Figure 3.

Data objects in the IU Workstation can be creai !
using data from either LISP arrays, VAX files, or Odyssey
‘1’ format files. Appropriate defaults are provided for axis

information and display options.

Data objects in the [U Workstation are assigned to
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“"worlds” according to the inherent organization of the
data in the object. For example, an Image World has ob-
jects whose data is addressed by rows and columns in an
array. Map World data is accessed by latitude, longitude.
and elevation; Hough World data is accessed by radius
and angle. The use of "worlds” classifies data objects by
type. allowing processes and methods selective access to

particular groups of data objects.

The relationship between data objects and process
objects is shown in Figure 4.

(i1) Process Representations

Processes or algorithms are also implemented as ob-
jects in the [U Workstation. A process is characterized by
its input data-object(s) and world, output data object(s)
and world, parameters, and class of machine. Processes
are invoked via an evaluate method that automatically
saves a copy of the information about the process being
executed: its inputs, outputs, and arguments.

Processes in the IU Workstation are not limited to
the LISP environment. A Remote Processing Object has
been implemented to forward commands and monitor re-
sponses from remote hosts. Currently. the Remote Pro-
cessing Object uses the Telnet window protocol to com-
municate with VAX systems. This integrated approach
allows numerically intensive operations to be sent to an
appropriate machine for computation. The TU Worksta-
tion provides the entire interface for the remote process.
cllecting pathnames and arguments, then sending the in-
-triction to the remote host. Remote computations can
I« ‘nonitored from the IU Workstation and output files
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Figure 2.
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Figure 4.

can be automatically set up as data objects in the IU
Workstation.

Figure 5 shows the results of an algorithm executed
through the Remote Processing Object. The input image
is shown in the upper left window. A VAX-based FOR-
TRAN scene segmentation program was used to create
the output segmented images shown in the upper right
and lower left windows. A pop-up menu showing the pa-
rameters used in the Scene Segmentation process is also
displayed.

Note that processes arc also implemented as objects
in the IU Workstation. As such, they can be treated as
“data” in the sense that higher level control strategies or
knowledge representations can be constructed to manip-
ulate or reason about process objects. (See Figure 1.)

USER-INTERFACE

The IU Workstation user-interface is the set of tools
for accessing, manipulating, and visualizing objects in the
IU environment. The user-interface 1s window-oriented
and gives the user a consistent set of commands for man-
aging a complex set of image data and processes which
reside either on the LISP machine or a remote machine.

The goal of the IU Workstation user-interface is to
give the user simple and rapid communication with the [U
envrionment through mouse-button selectable commands,
menus with appropriate default settings, and pop-up de-
scription windows for all objects in the environment: data
objects, process objects, and windows and associated dis-

plays.

The screen of the IU Workstation is comprised of sev-
eral types of windows: command menus, display windows,
and a Lisp typein window. The screen can be reconfigured
with fewer command menus in order to maximize display
space. The three bottom-level menus shown in Figure 5
contain the basic commands for window reconfiguration,
graphics, and data manipulation.
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[T" Warkstation commands are selectable by mouse,
i=~1gned keystroke, or typein, and extensive help and doc-
.ientation are a part of each command definition. In
general, commands in the IU Workstation are mouse-
button specific. That is, left mouse clicks on a command
give default behavior; middle or right mouse clicks give
menus. Default behaviors (e.g., default parameters for
displays, or default input and output worlds for processes)

allow the user to rapidly specify simple tasks.

Pop-up command menus are used in the IU Worksta-
tion to hold less frequently used commands. Screen space
is saved by grouping these commands into a pop-up menu
that is accessed by an assigned keystroke. For example,
commands related to the Remote-Processing-Object are
handled in this manner.

The commands in the IU Workstation provide a com-
mon interface (or set of messages) to the different data
objects in the IU environment. For example, the DIS-
PLAY command uses appropriate display code accord-
ing to whether or not the selected data object is a 2D-
array, 2D-instance-list, or other data type. Similarly, a
DESCRIBE command is applicable to all objects in the
IU environment.

Another key feature of the IU Workstation user in-
terface is the functionality included in the display win-
dows. Display windows have an associated virtual win-
dow which describes the mapping between displayed data
values and window coordinates. Thus, display windows
support operations for zooming, copying, interrogating,
and extracting portions of the displayed data using the
mouse. The IU Workstation display windows maintain
information about the data being displayed, and also how
it is displayed (1.e., magnification, color map, annotation,
etc.) Display capability exists for both color and black
and white monitors. The IU Workstation is implemented
on the Texas Instruments Explorer II Lisp Machine.

SUMMARY

The Image Understanding Workstation described in
this paper is implemented in an object-oriented program-
ming environment and includes multiple levels of repre-
----ations for IU data. Processes or algorithms are al~.
characterized and computations on different classes of ma-
ciiines are supported.

The user-interface to the- IU Workstation is composed
of basic tools for visualizing, manipulating, and access-
ing objects in the IU environment. The user-interface is
highly interactive, window-oriented, and gives the user a
consistent set of commands for managing the complexity
inherent in IU envrionments.
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Figure 5.

By developing a fundamental set of representations
an¢ a consistent user-interface, the IU Workstation pro-
vicdes a rich environinent for algorithm developers and sys-
tern engineers to implement and study applications in im-

age understanding.
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