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PREFACE

The 1988 Johnson Space Center (JSC) National Aeronautics and Space Administration (NASA)/
American Society for Engineering Education (ASEE) Summer Faculty Fellowship Program was
conducted by the University of Houston and JSC. The 10-week program was operated under the auspices
of the ASEE. The program at JSC, as well as the programs at other NASA Centers, was funded by the
Office of University Affairs, NASA Headquarters, Washington, D.C. The objectives of the program,
which began in 1965 at JSC and in 1964 nationally, are

1. Tofurther the professional knowledge of qualified engineering and science faculty members

2. Tostimulate an exchange of ideas between participants and NASA

3. Toenrich and refresh the research and teaching activities of participant’s institutions

4. To contribute to the research objectives of the NASA Centers

Each faculty fellow spent at least 10 weeks at JSC engaged in a research project commensurate with
his/her interests and background and worked in collaboration with a NASA /JSC colleague. This
document is a compilation of the final reports on the research projects done by the faculty fellows during

the summer of 1988. Volume 1 contains reports 1 through 14, and volume 2 contains reports

15 through 26.
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ABSTRACT

This report compares the Soviet Space Food and Nutrition programs
with those of the U.S. The Soviets established the first Space Food programs
in 1961, when one of the Soviet Cosmonauts experienced eating in zero
gravity.

A Soviet scientist recently developed "trophology” - the study of living
systems which includes assimilation of nutrients. Trophology is expected to
permit nutritional advances beyond the “Balanced Diet” concept of satisfying
ongoing metabolic needs. The concept expands and enriches the old con-
cepts with the new findings in space nutrition. The Soviet scientists have
conducted a number of studies regarding the concepts of nutrition assimila-
tion and increased nutritional needs in long duration missions.

U.S. Space Food and Nutrition programs have been developed over the
past twénty-ﬁve years. From the early days of Mercury and Gemini to future
Space Station requirements, the U.S. Space Food and Nutrition programs
have progressively improved.

This study indicates that some major differences exist between the two
space food and nutrition programs regarding dietary habits. The major
differences are in recommended nutrient intake and dietary patterns
between the cosmonauts and astronauts. The intake of protein,
carbohydrates and fats are significantly higher in cosmonaut diets compared
to astronauts. Certain mineral elements such as phosphorus, sodium and iron
are also significantly higher in the cosmonauts’ diets. Cosmonauts also
experience intake of certain unconventional food and plant extract to resist

stress and to increase stamina.



COMPARISON OF SOVIET AND U.S. SPACE FOOD
AND NUTRITION PROGRAMS

INTRODUCTION

The successful conquest of space was facilitated considerably by the
creation of a life support system for cosmonauts and astronauts. One of the
more important elements of life support is nourishment for the spacecraft
crews. Collective efforts of technologists, nutritionists, engineers, physicians
and microbiologists have developed a solution for these problems. Foods not
only provide astronauts or cosmonauts nutrition for normal vital activities,
but also provide psychological fulfillment.

For more than thirty years, Russian food industry technologists, scien-
tists and specialists have studied and developed various forms, types and
groups of food products. This resulted in a specialized food production in-
dustry to develop food for the cosmonauts. Nine food products with very
limited storage lives were developed and tested for Yuriy Gagarin in 1961.
One of the first tasks of the first man in space was to attempt eating in zero
gravity. A food ration was then proposed for flights lasting from one to four
days. The products were canned meats, the first dinner foods, and fruit juices
in aluminum tubes, and bite-sized pieces of bread. All were considered to
have very limited shelf lives. (20, 21)

The primary purpose of the U.S. Space Food and Nutrition Program is to
provide nutritionally balanced diets to the astronauts during space flights
and to gather physiological information and conduct nutritional studies de-
si?ned to assess the eftects of space flights on nutrient metabolism and its
effects on crew performance. Over the past twenty-five years, the designs of
foodsystems for spacecraft have been developed from the experience of past
food systems. The foods used on U.S. space flights have been comprised of a
wide variety of foods which have been specially processed and/or packaged
to adapt them to zero gravity consumption. Mercury food was experimental
and transient. Aluminum tubes were used for the semi-solid foods. The first
manned flight of the Gemini program, Gemini 3, lasted less than five hours,
but four experimental meals were aboard to test. The meals consisted of de-
hydrated foods in cubes, dry mix and freeze-dried products providing up to
2900 Kcal/crewmember. The Shuttle food system has over 150 items for
astronauts to choose from when selecting a menu. The foods are classified by
the method of preservation, namely, rehydratable, thermostabilized, natural
form, and intermediate moisture. (19)

OBJECTIVES

1. To study the historical background and progression of Soviet Space
Food and Nutrition programs.

2. To acquire knowledge about cosmonauts’ daily dietary intake and
nutritional supplements during longer duration missions.

3. To study their physiological information and nutritional research and
assess the effects of space flight on nutrient metabolism on crew
performance.

4. To compare the Soviet Food and Nutrition program to the U.S.
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REVIEW OF THE LITERATURE

In the Soviet space programs, nutrition is given an important place in
the life support systems for spacecraft crews. The "Soyuz-9” spacecraft,
which was launched on July 1, 1970, with a crew of Andriyan Nikolayes and
Vitaliy Sevastyanov, completed an 18-day flight. Their mission carried a de-
vice for heating food products in aluminum tubes. This made it possible to
prepare hot foods onboard the spacecraft. In 1974, aboard the "Salyut-4”
space station, a device was used to simultaneously heat products in aluminum
tubes, and bread, which significantly improved the food intake of the space-
craft crews. (1, 20)

In the Salyut-6 missions, the food technologists, scientists, and other
specialists expanded the variety of food products, increased their quality, and
extended their shelf lives. A six-day ration was developed which provided a
daily four-meal course (first and second breakfast, lunch and dinner). The
Salyut-6 mission ration in 1977 had over 70 different products including
twenty types of meat, fish, poultry, and cheese in 100gm cans, together with
pureed first and second courses (10 types) in aluminum tubes. There were
fourteen types of dehydrated (freeze dried) first and second courses and
garnishes for the canned meats, which could be rapidly reconstituted by
adding hot water, Bakery products, and desserts made from twelve types of
semi-dehydrated fruits were also available. The drink selection included fruit
juices, tea, coffee, milk, and fermented milk products.

In Soviet Space Food and Nutrition programs, the make-up of the diets
are developed on the basis of the flight duration, the complexity of the pro-
gram, the anticipated energy use, the storage, heating and dispensing
equipment, the water reclamation systems, and other equipment. In long
term-space flights, the relative monotony concerning diet does become
annoying to some degree. In order to prevent the monotony of the diets and
uplift the psychological aspects of life, some specially prepared fruits and
vegetables were transported on an experimental basis. The shipment of fresh
apples, onions, and garlic also was transported at the request of cosmonauts
G. Crechko and Yu Romenenko during their Soyuz mission. The use of fresh
fruits and vegetables was expanded. Oranges, lemons, melons, honey, cran-
berries, and even fresh cherries, were sent at the request of V. Ryumin during
his Soyuz mission. The cargo spacecraft were used to send fresh fruits and
vegetables to Vladmir Lyakhov and Aleksander Aleksandrov, who stayed
three months in space during Soyuz T-9 mission in 1983.

The food service provisions aboard the Salyut-6 mission consisted of the
following elements: Container for stowing and storing foods, tables to make
meals, an electric warmer, place settings, a device to recycle, measure, and
dispense hot and cold water, and containers for disposal of packages and left
over foods. (15, 9) .
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TABLE | - MENU EXAMPLE (COSMONAUTS) (4)

MENU EXAMPLE (COSMONAUTS)
List of foods for a one-day menu on Salyut-6:

First Breakfast:

Chicken with Prunes 100g
Bread 45g
Candy 50g
Coffee with Milk 150g
Lunch:
Cottage Cheese with Pureed Black Currants 165g
Honeycake 45g
Black Currant Juice with Pulp 50g
Dinner:
Sauerkraut Soup 165¢g
Roast Beef with Mashed Potatoes 57.5g
Bread 45g
Prunes with Nuts 60g
Candied Fruit 50g
Coffee with Sugar 24g
Supper:
Chicken in Tomato Sauce 165g
Bread 45g
Cheese 100g
Tea with Sugar 23g

V. P. Bychkov, et. al, 1986, researched the diets of three Salyut-7 prime
crews. The Salyut-7 cosmonauts experienced the best nutritional systems of
the Soviet Space Nutrition programs. The rations of the Salyut-7 crews had a
caloric value of 3150 Kcalories and were well balanced, containing all the
nutritional requirements. The food system included cosmonauts rations, con-
tainers for serving and storing food, a dining table, an electric food heater,
utensils and dishes, devices for regenerating water and measuring hot and
cold water to packages of freeze-dried food, containers for disposing of
waste, and a refrigerator for storing fruit and vegetables. The food had
equivalent food value of diets of Salyut-6, but consisted primarily (65%) of
freeze-dried products, rehydrated with hot or cold water. (5, 17, 20)

In a study by V. P. Bychkov, et. al., 1981, concerning the adequacy of the
protein supplied in the diet of crews of Salyut-6, it was found that the physi-
cal status of the cosmonauts and the parameters of nitrogen metabolism
after the missions were indicative of adequate protein intake. Examination
of nitrogen metabolism in the crew of the first main expedition aboard
Salyut-6 (96-day mission) revealed that, in spite of individual fluctuations in
the excretion of the end products of nitrogen metabolism in the post-flight
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period, their range was within the pre-flight levels. Urinary excretion of the
total nitrogen was 11.1 gm per day post-flight and 11.6 gm per day pre-flight.
On the 3r3and 4th post-flight days, it dropped to 9.0 gm per day, then re-
verted to the base level on the 5th and 7th days. (8)

in the second expedition aboard Salyut-6 (140-day mission), the post-
flight excretion of the end product of nitrogen metabolism was close to pre-
flight levels. On the 3rd post-flight day, there was a 40% decrease in excre-
tion of total nitrogen, 21% decrease for urea, and 44% decrease for ammon-
ia, with retention of normal proportion. There was a tendency toward nor-
malization of these changes on subsequent post-flight days. (8)

I. G. Popov, et. al, 1982, conducted a study to determine the effect of a
48-day flight on the blood amino acids content in the crew of Salyut-5. It was
found that changes in essential and non-essential amino acids ratios, e.g.,
methionine and cysteine, are of major concern. They observed that the
changes in amino acids metabolism could be due to several nutritional fac-
tors. The transition from the pre-flight diet to the inflight diet could lead to a
reduction in the essential amino acids content. A decreased intake of dairy
products, eggs, leguminous products, freshly prepared food, and an excess
intake of foods which had gone through severe heat processing and drying.
They suggested that this offsets the amount of amino acids in foods and their
accessibility to digestion. They also suggested that changes in living con-
ditions may change the synthesis of amino acids. Similar studies were
conducted by I. G. Popov, et. al., 1983, to measure the amino acids levels in
blood of cosmonauts during the 185-day Salyut-6 flight. It was found that
appreciable decreases in the concentration of most amino acids occurred in
both cosmonauts. The threonine and cysteine levels in blood plasma of both
cosmonauts were below the bottom of the normal range cited in the Russian
Medical Encyclopedia. Alanine and histidine for the commander, and
methinine, isoleucine, and arginine for the flight engineer, were also below
the normal range. The demonstrated changes in plasma amino acids were
attributed to similar factors cited by Popov in 1982. Recommended counter-
measures are also similar, such as organizing nutrition rehabilitation for
cosmonauts by increasing all amino acid intake, particularly methionine,
cys)teine, valine, histidine, tyrosine, arginine, aspartic, and glutamic acids. (23,
24

K. V. Smirnov, et. al., 1982, studied the state of the digestive system
following long-term space flights. Those studies included: gastric, pancreatic
and intestinal enzymes. These studies demonstrated consistent changes in
the digestive system function. The depth and severity were related to dura-
tion and the condition of the space flights. It was found that weightlessness
plays an effective role in these changes. There was a noticeable change of
increased activity of gastric pepsinogen and pancreatic lipase after the first
day of the 96-day mission. They were normalized by the 25th day of the
readaptation period for the 96- and 140-day flights, and at the 43rd day after
the 175-day space flights. They suggested inflight use of preventive measures
and conditioning of cosmonauts to develop changes in enzyme secretion in
the gastrointestinal tract during the readaptation period. The marked
changes were not noted on the first day after the 185-day space flight, in
comparison with the 175-day flight, due to the preventive measures of ade-
quate nutrition used during the readaptation period. (27)



V. P. Bychkov, et. al., 1982, studied the effects of hypokinesia on man’s
nutritional status. They found that during and after the bed rest studies
adequate nutrition and certain unidentified nutrients can serve as efficient
countermeasures against metabolic changes, such as weight loss, negative
nitrogen, phosphorus, potassium, and sodium balance. The nutrient re-
habilitation led to a positive nitrogen balance, increase in the utilization of
vitamin C, B1, B6, and faster termination of compensatory nitrogen re-
tention, as compared to subjects in the control group. Physical exercise with
adequate nutrition was found to be the most effective means of preventing
changes observed under hypokinetic conditions. (3)

I.A. Radayeva, et. al., 1982, conducted research regarding the biological
value and shelf life of cultured dairy products in the diet of cosmonauts.
Freeze-dried cultured milk products, yogurt with sugar, and yogurt with
fruits and berries were examined for shelf life. It was determined that the
realistic shelf life was 12 months at 20° +5° C and 18 months at 1-4° C. They
considered these foods to have a high biologic value with respect to their
protein. The leucine/isolucine ratio is 2:1 for acidophilus paste, 2:3 for sweet-
ened yogurt, 2:4 for fruit and berry yogurt. It was reported that freeze-dried
cultured dairy products may be quite beneficial in the diet of cosmonauts and
were recommended to be incorporated into space diets. (26)

N. G. Bogdanov, et. al., 1986, studied vitamin levels in cosmonauts
during pre-flight training and after completion of short-term space flights.
They reported a statistically significant decrease in the excretion of a number
of vitamins during the post-flight period. They suggested that it was due to
an increased vitamin metabolism which leads to an increased need for them
during post-flight. (2)

DISCUSSION

Soviet specialists believe that both a regular meal schedule and carefully
selected diet are important for the maintenance of overall conditioning in
space. Nutrition is thought to have a synergestic effect with other counter-
measures on the control of adaptive changes, such as musculoskeletal
strength and mass losses. It has been observed that cosmonauts can actually
gain weight in space if exercise is combined with vitamins, calcium supple-
ments, appealing foods, and appetite stimulators, such as onions, garlic and
spices. (4, 16)

USSR SPACE FOOD AND NUTRITION CONCEPTS
FOOD

In the 30th minute of the 1961 mission, Yuri Gagarin ate and drank.
This became the first evidence of the possibility of eating, chewing, and swal-
lowing liquid and solid food in weightlessness. Daily ration of the cosmo-
nauts on Vostok and Vostok-2 contained about 2800 Kcal, including 100 gm
of protein, 118 gm of fat and 308 gm of carbohydrates. Foods which were
used in the flights were packaged in dispenser tubes and included soups, cot-
tage cheese, as well as drinks: coffee, cocoa, juices. The rations had limited
shelf lives without refrigeration (up to 5 to 6 days). Meat products in packets
had to be prepared directly prior to flight. (20, 21)

1-7



In the Soyuz missions, foods with long shelf life, such as bread, were
baked in the form of small “one-bite” rolls to prevent crumbs. Meat products
such as ham, steak, and veal, were also included in the diet. The daily dietary
intake for cosmonauts in Soyuz had a 3-day menu cycle with four meals per
day. The Soyuz mission also included dehydrated boiled meat, and Soyuz-9
cosmonauts were the first to heat meals at 60° to 70° C and drink from the
dispenser tubes. (20)

Cosmonauts P. Popvich and Yu Artyukhin on Salyut-3 were the first to
test dehydrated products, rehydrated with recovered water. These experi-
ments were continued in Salyut-4. Dehydrated products now comprise up to
20% of the food rations. TKe second crew of the Salyut-4 took additional
food products of limited shelf life, as well as bread, coffee, and tea for the
first time in the transport ship. The unmanned “Progress” transport ship is in
widespread use to deliver fresh food rations to the orbital station. (20)

The water supply system on board the spacecraft functions in conjunc-
tion with the food systems. The supply of drinking water in the orbital
station is produced at a rate of up to two liters per man per 24 hours. (17)

The most recent and satisfactory cosmonaut nutritional system on
Soviet manned space flights was the one developed for Salyut-7. There is a
buffet table on Salyut for eating food, as well as a set of table accessories, a
food heater, facilities for sanitary cleaning of the table accessories, and bags
for leftovers and packaging. The calorie content of the daily diet was in-
creased up to 3200 Kcal to combat the negative consequences of weight-
lessness and physical training exercises during the missions. (5, 16)

NUTRITION

-Dr. Oleg Gazenko, 1987, in an address to the U. N. committee on the
peaceful uses of outer space, discussed the concepts regarding digestive
physiology. He described “a recently developed branch of medicine -
trophology” as the study of general principles of fundamental vital processes
of living systems, such as ingestion, processing, and assimilation of nutrients.
Several discoveries in this area were outlined: New information regarding
the immunological defense of the small intestine, importance of dietary fiber
in digestive functioning and overall health, and microbiology of the digestive
tract in medical support of long-term space flight. (12)

Dr. Gazenko suggests that trophology will advance the nutritionists’
knowledge beyond the accepted concept of “Balanced Diet”, which means
satisfying on-going metabolic needs, to the new concepts of “Adequate
Nutrition.” The new concept does not really replace the previous concepts
but expands and enriches them with new findings in the field of space
nutrition. (12)

In research findings, decreases observed in essential amino acids in cos-
monauts after the 211-day mission led researchers to the conclusion that the
pre-flight diet should be supplemented with methionine and aspartic acid
and inflight and post-flight diets with seven essential amino acids plus
cysteine, arginine, proline, and asparticacid. (6, 11)

Soviet scientists believe that increased exercise regimens require an
additional intake of calories to maintain proper energy balance. They also
believe that supplements consisting of vitamins, amino acids and minerals
promote the retention of fluids and electrolytes. They have shown that pro-



per dietary combinations can also help to regulate the digestive and en-
zymatic changes associated with stresses of space flights. (22, 25)

The Soviet scientists also believe that the plant extract (Eleu-
therococcus), exercise and high calcium diet are three major ways by which
reduction in calcium loss is possible in the spacecraft crews. They also use the
?la;\t extract to resist stress and to increase stamina among the cosmonauts.

10

PACKAGING AND PRESERVATION

Snack products, bread products and appetizers, as well as sweet pastry
products and fruits, were packaged for the Soviet space missions in film pack-
ets made of viscotene, a clear plastic film material similar to polyethylene.
Some of them were vacuum packed. The ration of cosmonauts in the Soyuz
ship included new shelf stable foods with a long shelf life, and pureed and
liquid products in dispenser tubes. Meat products - ham, steak, and veal -
were prepared in the form of meals preserved in metal cans. The sweet
products included chocolate candy, prunes with nuts, and honey ginger
bread, all in film packages. Some of the products, in the form of briquettes,
were covered in edible film. The dehydrated boiled meat included in the
menu was vacuum packed in a film. (9, 17, 20, 25)

U.S. SPACE FOOD AND NUTRITION CONCEPTS

The food systems planned for the U.S. Space Station are detailed in
reference (28).

SUMMARY AND CONCLUSION

The research study shows that the successful conquest of space, either
for astronauts or cosmonauts, depends on the collective efforts of technolo-
gists, engineers, physicians, microbiologists, nutritionists and psychologists.

According to the Congressional Research Service Report prepared by
Hon. Ernest F. Hollings, May 1988, the Soviets have continued to make steady
strides toward their goals of having a permanently occupied space station in
Earth orbit. The Soviets hold a commanding lead in the operational use of
crews. They have introduced two new launch vehicles and continue to devel-
op a space shuttle and space plane. (13, 14)

A comparison time line of U.S. and Soviet space missions is shown in the
Appendix.

Cosmonaut Romanenko, after his 326-day flight in space in 1987, stated
that Mars is getting nearer and nearer to Earth. The Soviets also conducted a
variety of studies dealing with new concepts regarding nutritional assimi-
lation and increased needs in long duration missions. However, when com-
paring the research data, these reports are equivocal regarding counter-
?;tel?sures taken, the increased needs, and types of tests used in the analyses.

The present research study indicates that food for U.S. space flight has
improved steadily throughout the space programs. From the early days of
Mercury and Gemini to future Space Station requirements, the U.S. Space
Food and Nutrition program has progressively improved. The U.S. Space Food
and Nutrition programs are more advanced in terms of their food packaging,



preservation techniques and flexible menu patterns for long duration mis-
sions. (28) However, some major differences exist between the two space
nutrition pro%rams regarding the respective dietary habits. These differences
are shown in Tables 2 and 3.

TABLE 2 - DIFFERENCES IN RECOMMENDED NUTRIENT INTAKE OF
COSMONAUTS AND ASTRONAUTS

NUTRIENTS COSMONAUTS ASTRONAUTS
Kilocalories ca - cal
Protein 1.5g/kg Bwt.§140g 8a/kg Bwt.

Fat 1.4g/kg Bwt. (100g 1.3g/kg Bwt. §938)
Carbohydrates 4.5g/kg Bwt. (3959 4.8g/kg Bwt. (350g)
Phosphorus 1.79 .88

Sodium 4.5g 3.5g

Iron 50mg 18mg

TABLE 3 - OTHER DIFFERENCES IN FOOD INTAKE OF COSMONAUTS AND

Fresh Fruits and
Vegetables

Onion, Dill, Parsley

Multivitamin

Supplied by Progress
ship

Cultivated in on-
board ve?etable
garden (18)

Supplement--twice/
day

ASTRONAUTS
FOOD COSMONAUTS ASTRONAUTS
Plant Extract (Eleu- Used to increase None
therococcus) 500mg/  stamina to resist
day or 1.00g every stress
other day
-Garlic As food seasoning None
Vodka Small amount None
Brandy Small amount None

Stored 16 hours before
launch

None

Optional (Shuttle)

Undevit Vitamin--twice/day None
Aerovit Vitamin--twice/day None
Essential Amino Supplements/ None
Acids (Methionine) increased amount

Glutamic Acid Supplement None
Decamerit
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The cosmonauts’ nutrient intake is probably higher than the

astronauts’. The mean daily inflight nutrient consumption per person during
Shuttle STS-1 through STS-61C indicate higher intake of nutrients by the
astornauts compared to the RDA (Appendix). The difficulty exists in
estimating the nutrient intake since Shuttle crews are not required to
maintain a food intake log. (29)

FUTURE RECOMMENDATIONS FOR U.S. SPACE NUTRITION PROGRAMS

nwo AW N=

Determine nutrient requirements for longer duration missions.
Understand the increased essential amino acids requirements during
pre-flight, inflight, and post-flight diets.

Determine the effects of plant extract as a stimulant.

Determine the beneficial effects of alcohol for longer duration missions
in space.

Study the regulatory effects of proper dietary combinations on
digestive and enzymatic changes which are associated with stresses of
long duration flights.

Study the accepted concept of “Balanced Diet”, which means satisfying
only ongoing metabolic needs, to the new concept of “Adequate
Nutrition”, which does not really replace the previous concepts, but
expands and enriches them with new findings in the field of space
nutrition.
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ABSTRACT

A preliminary study of SOAR, a general intelligent architecture
for automated problem solving and learning, is presented. The
underlying principles of universal subgoaling and chunking were
applied to a simple, yet representative, problem in artificial
intelligence. = A number of problem space representations were
examined and compared. It is concluded that learning is an inherent
and beneficial aspect of problem solving. Additional studies are
suggested in domains relevant to mission planning, as well as, in
aspects related to SOAR itself. '
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available, the subgoal terminates and pops from the goal stack. The
goal stack also serves as the anchor to information in working
memory (WM). Each working memory element (WME) is connected to
some goal in the stack and can be accessed only by specifying the
connection from the goal to the WME via augmentations. An example
of one such connection is:

(goal <g> “state <s>)
(state <s> Abinding <b>)
(binding <b> Acell c11 Atile <t1>)

where state and binding are the goal augmentations that provide the
connection between the goal <g> and the value of the action attribute.
A chunking mechanism is provided to summarize the system
behavior in terms of subgoals, and also enables the system to learn
aspects of problem solving related to subgoals. The overall
architecture is presented in Figure 1.

Some of the important characteristics of SOAR are: (1)
separation between architecture level and the knowledge level; (2)
problem-spaces for representing knowledge; (3) universal subgoaling
to resolve impasses ; and (4) production system representation that
serves as access paths to information in long term memory. In
addition, there is no conflict resolution mechanism in SOAR. All
matched productions are fired "in parallel” and add one type of WMEs
to the working memory. The process of collecting available
information is called the elaboration phase. The second type of WME
is the preference element that is used by the architecture in the
decision cycle to determine the next goal context. The decision
procedure, sketched in Figure 2, controls the elaboration and decision
cycles. More detailed descriptions can be found in elsewhere (1-3).

PROBLEM DOMAIN

SOAR's capabilities are illustrated below in an output trace of
the problem-solving process for the "eight-puzzle” problem. The
board in the eight-puzzie is represented by nine cells occupied by
tiles numbered one through nine with one blank cell. The numbers on
the beginning of each line are the decision cycle numbers;
elaboration cycles are not shown. The Build:P notation signifies a

2-4



INTODUCTION

SOAR is a production system architecture for a system capable
of exhibiting general intelligence. SOAR has three principal
characteristics separating it from other architectures. These are: (1)
SOAR can be used to solve a range of problems, from routine problems
to open-ended problems; (2) SOAR applies a wide range of problem-
solving methods required for these tasks; and (3) SOAR learns about
aspects of the problem-solving process and is capable of reporting
about its performance.

This document summarizes the work performed in implementing
simple, yet representative, problems in SOAR. One purpose of this
exercise was to be acquainted with the SOAR architecture and
implementation. In the course of this work, some general issues were
raised and found to coincide with current research topics in SOAR.

This paper is organized as follows. First, a brief description of
SOAR is presented. Next, some "toy" Al problems are briefly described
and their implementations in SOAR are presented. Penultimately, a
comparison of some problems decompositions is examined and the
affect of problem presentation on learning and performance is
discussed. Finally, future studies that can be performed are
recommended.

SOAR: AN OVERVIEW

SOAR is an architecture for exhibiting general intelligent
behavior. SOAR has evolved from a series of production system
architectures (1,2). SOAR is embedded in about 255 kilobytes of LISP
code, and extends 100 kilobytes of modified OPS5.code.

In SOAR, each task is represented in problem-spaces. The
problem solving process begins from an initial state, working through
the state to subsequent states by applying operators. Stages in the
problem solving process are characterized by a goal context, which
consists of the current goal, problem-space, state and operator.
When one stage in the problem-solving process does not have enough
information, it creates a subgoal (hence the name "universal
subgoaling”) to collect the needed information. The new subgoal is
then added to the goal stack that keeps track of the goals that were
created for this problem-space. When the needed information is

2-3



Soar Architecture

Chunking
Mechanism
l +
Production
Memory
O

®

|

sy (Objects

Working
Memory
Manager

Working Memeory

T ————
p— —

@_or_ltext Stacb

+/-

I—;ecision Procedure

Figure 1

2-4a



Decision Procedure
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new chunk (rule) being created during the trace. The letters G, P, O
and S represent the current goal, problem-space, operator and state,
respectively. -

Learn status: on all-goals print trace

0 G:Gi

1 P:P3 EIGHT-PUZZLE

2 S:S4

3 0O: 034 MOVE-TILE(C22)

C22(S4) --> S35
1218]3]

e
[110]4]

e
171615]

4 S:835

5 ==>G: G185 (UNDECIDED OPERATOR TIE)

6 P:P186 SELECTION

7 S: S42

8 O: (047 046 045)

9 ==>G:G190 (EVALUATE-OBJECT (MOVE-TILE(C21)) OPERATOR

NO-CHANGE)
10 P: P3 EIGHT-PUZZLE
11 S: S35

12 O: 040 MOVE-TILE(C12)

C21(S35) --> S48

12103
ool

|118]4]
o=l

171615]
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C12(S35) --> S53
12183
ool
10| 1][4]
ool
|71615]|

13 S: 853
Duplicate chunk
Build:P200
Duplicate chunk
Build:P202
Build:P204

Build:P205
14 O: 041 MOVE-TILE(C21)

C21(S35) --> S59
12103
" el
[118]4]
==l
|71615]

15 S: S59
16 O: 074 MOVE-TILE(C11)

C11(S59) --> S64

10123
ool

|118]4]
o]

1716]5]
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17 S: S64
18 O: 076 MOVE-TILE(C12)

C12(S64) --> S70
1112]3]
ool
10]8]4]
o
1716151

19 S: S70
20 O: 080 MOVE-TILE(C22)

C22(S70) --> S77

111213
ol

1810]4]
ol

|71615]

21 S: 877
goal SOLVE-EIGHT-PUZZLE achieved
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>(print-stats)

Soar 4.4 (external release: created April 19, 1987)
Run statistics on July 26, 1988
81 productions (1345 / 5703 nodes)
229.41667 seconds elapsed (43.133335 seconds chunking overhead)
21 decision cycles (10924.604 ms per cycle)
46 elaboration cycles (4987.319 ms per cycle)

(2.1904762 e cycles/d cycle)
211 production firings (1087.2828 ms per firing)

(4.5869565 productions in parallel)
717 RHS actions after initialization (319.96747 ms per action)
226 mean working memory size (339 maximum, 296 current)
2890 mean token memory size (10696 maximum, 3893 current)
22363 total number of tokens added
18470 total number of tokens removed
40833 token changes (5.6184134 ms per change)

(56.7125 changes/action)

The particular implementation of this problem in SOAR requires
twelve productions, which can be divided as follows: (1) four rules for
setting-up the problem space; (2) one rule to create an operator
instantiation; (3) two rules for applying an instantiated operator; (4)
one rule for search control; (5) one rule for monitoring states; and (6)
three rules for evaluating operators. While the rules described are
specific to this problem, encoding other tasks typically involve a

similar division of a problem and hence a similar division of rules.

LEARNING

The chunk below is an example of a rule that becomes part of

production memory during the session outlined above.
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(SP P218 ELABORATE
(GOAL <G1> "OPERATOR { <> UNDECIDED <0O2> })
(OPERATOR <02>
ANAME EVALUATE-OBJECT "ROLE OPERATOR
ASUPERPROBLEM-SPACE <P1> *"OBJECT <O1> ASUPERSTATE <S1>
ADESIRED <D1> *"EVALUATION <E15)
(PROBLEM-SPACE <P1> ANAME EIGHT-PUZZLE)
(OPERATOR <O1>
ANAME MOVE-TILE *BLANK-CELL <C2> ATILE-CELL <C1>)
(STATE <S1> "BLANK-CELL <C2> *BINDING <B1> { <> <B1> <B2> })
(BINDING <B1> ACELL <C25)
(BINDING <B2> "CELL <C1> ATILE <T2>)
(DESIRED <D1> *BINDING <D2>)
(BINDING { <> <B1> <D2> } ACELL <C2>)
(BINDING <D2> ATILE <T2>)
->
(DISPLACED (MAKE EVALUATION <E1> NUMERIC-VALUE 1)
ANLAM-MAKE (QUOTE (EVALUATION <E1> NUMERIC-VALUE 1)))))

In more transparent form the rule states:

IF any tile is being moved into its final position
THEN the next state will yield an evaluation of 1,
i.e., the next state will be evaluated favorably

This particular rule is one that is created because of the current
implementation; the search control rule creates a worst preference
for those operators not placing tiles in their desired locations. Other
search control productions are responsible for the creation of chunks
more in line with their method of search control (4).

The search control rules are of importance in the outcome of the
problem-solving process. To explore the effect of these rules on the
parameters to measure performance, sample runs were performed
using three different search control strategies. The results are
presented in Table 1. The third column refers to a search control
procedure that rejects an operator that will move back a tile into its
previous location. The fourth column refers to a search control
mechanism that creates a worst preference to a tile that is to be
moved out of its desired location. The fifth column corresponds to no
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prespecified search control strategy. Each row contains data for each
type of run. The data contain the number of productions in the system,
the elapsed time to complete the task, the number of decision cycles,
the number of elaboration cycles, the number of production firings and
the maximum number of working memory elements. The last row,
corresponding to runs that have already "learned,” indicates the
number of chunks that were fired during a problem solving session.
The numbers in parentheses indicate the amount of time required for
chunking.

As expected, chunking added productions to each system.
However, a learned system did not chunk again. Also as expected, a
"stronger" search control mechanism (column Four) corresponded to a
better overall performance: fewer cycles, fewer rule firings, more
efficient memory and more efficient chunking The reason for this is a
priori control of the preferences in the "worst*preference” strategy.
Applying specific preference orientations in the search control
strateqy appears to be an effective way to structure a problem
implementation (1,4). Finally, it is noted that even without a
specified search control strategy (column Five), SOAR's default
strategy is sufficient to solve this problem prior to chunking.

CONCLUSIONS

A preliminary examination of SOAR has been performed and,
from the above-mentioned results, the following conclusions are
drawn:

+ Learning is a beneficial aspect of automated problem.solving in
that code can be made more efficient and previously
unrecognized knowledge, in the form of chunks, can be created.

» Problem decomposition is the key to an efficient (or even
successful implementation). The search control
mechanism(s) used in a specific implementation strongly
influences the problem-solving process and the learning
process.
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o Measuring the difficulty of a problem is a nontrivial task. The
performance criteria measured by SOAR need to be
scrutinized before a definitive measure can be ascertained.

It is clear that additional studies are needed, with more practical
problems (such as those presented in (4)), to see if the SOAR
architecture can be useful in NASA-related applications.
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ABSTRACT

The current Life Sciences Laboratory Equipment (LSLE) microcomputer for
life sciences experiment data acquisition is now obsolete. Among the
weaknesses of the current microcomputer are small memory size, relatively
slow analog data sampling rates, and the lack of a bulk data storage device.
While life science investigators normally prefer data to be transmitted to
Earth as it is taken, this is not always possible. No down-link exists for
experiments performed in the Shuttle middeck region. One important aspect
of a replacement microcomputer is provision for in-flight storage of
experimental data.

The Write Once, Read Many (WORM) optical disk was studied because of its
high storage density, data integrity, and the availability of a space-qualified
unit. In keeping with the goals for a replacement microcomputer based
upon commercially available components and standard interfaces, the
system studied includes a Small Computer System Interface (SCSI) for
interfacing the WORM drive. The system itself is designed around the STD
bus, using readily available boards. Configurations examined were (1)
master processor board and slave processor board with the SCSI interface,
(2) master processor with SCSI interface, (3) master processor with SCSI and
Direct Memory Access (DMA), (4) master processor controlling a separate
STD bus SCSI board, and (5) master processor controlling a separate STD bus
SCSI board with DMA.

Storage times for 512-byte disk sectors ranged from 56 to 22.5 milliseconds
without DMA and 53 to 8.9 milliseconds with DMA. The faster times resulted
from using large blocks of data per disk write request. With the faster times,
the storage rates significantly exceed anticipated data acquisition rates.
While DMA is especially attractive, configuring workable systems from
available boards without hardware modification is difficult.
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INTRODUCTION

The success of manned space exploration depends in part on an
understanding of the physiological effects of microgravity. A major
concern of life sciences research in space is to guarantee the health and
safety of astronauts for missions of both long and short duration.
Additionally, astronauts have experienced many symptoms during exposure
to microgravity. These latter symptoms have been subsumed under the
rubric of "Space Adaptation Syndrome." It is part of the charter of the Life
Sciences Flight Experiments Program (LSFEP) to perform experiments in
space that will contribute to the understanding of the physiological effects
of space travel on humans and, where possible, to develop strategies for
reducing the debilitating effects.

Most flight investigations require the use of a microcomputer for high
speed collection, storage, and downlinking of in-flight physiological data.
The Life Sciences Laboratory Equipment (LSLE) Microcomputer has served
these needs for life sciences investigations in the shuttle Spacelab module.
This computer has provided the link between Spacelab experiments and the
Science Monitoring Area (SMA) in the Life Sciences Project Division
building at the Johnson Space Center (JSC). To perform this function the
LSLE microcomputer sends formatted real-time data, in a digital serial form,
to a High Rate Multiplexer (HRM) in the Spacelab module, which in turn
transmits the data to the ground via a Tracking and Data Relay Satellite
System (TDRSS) satellite.

While the old LSLE microcomputer has served its purposes well, it has
become obsolescent and must be replaced by a newer design. Shortcomings
of the old LSLE microcomputer include a lack of replacement units and parts,
an absence of on-board mass storage or real-time data display, an inability to
be programmed in a high level language, and poor general specifications
when compared to today's standards. Because of these deficiencies, the
development of a new LSLE microcomputer is now a high priority item. The
requirements for a replacement LSLE microcomputer include all of the data
acquisition, HRM downlink, and experiment control functions of the
current machine. Additionally, the new microcomputer must have better
and more extensive displays, faster data sampling rates, extensive archival
storage capabilities for use in middeck experiments where no HRM downlink
is available, greater processing speed, more memory, compatibility with
popular commercially available systems such as the IBM PC, and the ability
to be programmed by the principal investigator using common high-level
languages. The design should be based to the maximum extent possible on
commercially available boards and should avoid custom hardware as much as
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possible. It is hoped that the HRM interface is the only custom design
required.

A multiple processor system has several advantages over single processor
systems. In the multiple processor system, one processor (called the
"master") is reserved to the maximum extent possible for the principle
investigator's use, while additional processors (called "slaves") are dedicated
to each input/output operation. For example, separate slave processors are
used for analog to digital conversion (A/D), digital to analog conversion
(D/A), Parallel 1/0O, Serial 1/O, the HRM interface, optical disk control, etc. In
this way, work is shared among the many processors. Once this partitioning
is defined, separate engineering efforts can attack each task and
development work can proceed in parallel. Expansion would have minimal
impact on the original parts of the system, as additional processors would
handle the additional data acquisition load. This modularization facilitates
software and hardware maintenance. It allows on-going replacement of
obsolete components at the board level, without significantly disturbing
other parts of the system. A chief advantage of this concept is that the
modular nature of the system extends into the hardware itself, thereby
making development and reconfiguration much simpler.

One of the most important elements of the new LSLE microcomputer is the
optical disk. The Write Once Read Many (WORM) optical drive would allow
the LSLE microcomputer to be used in the shuttle middeck where no
downlink capabilities are available. This will allow the LSLE microcomputer
to bé used on a much larger number of flights (including those not flying
the Spacelab), thereby greatly expanding opportunities for the Life
Sciences Flight Experiments Program. In most cases, the investigator will
prefer real-time data downlink, but as flight opportunities are limited, he
may choose to fly his experiment in the middeck rather than to risk losing
the opportunity altogether. In other cases, the investigator may be given a
late opportunity to add his experiment to an existing fully developed
payload. In this case, time may not permit the development of ground
software to handle the HRM data stream. Again, the use of an optical disk
will reduce data handling costs and development times. It has been
estimated that the cost of ground software to handle the HRM data stream for
life sciences experiments is $250,000 per mission, regardless of the number
of experiments served. @ The use of the optical disk instead of the HRM would
remove this cost entirely. In summary, the use of an optical disk will allow
single experiments to be inserted into missions on relatively short notice
and will permit full use of the middeck by life science investigators. Other
bulk storage systems, such as streaming tape and other magnetic devices, do
not offer the robustness and high data density of the optical disk.

The objective of my work this summer was to develop prototype software
needed to store collected data on an optical disk as well as to recover it. Also,
timing studies were to be performed to determine if data storage rates would
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be sufficient for the data collection sample frequency required of the new
system.

EQUIPMENT USED

The commonly used STD bus was chosen for the system backplane. This bus
is well supported, with several hundred manufacturers offering several
thousand boards. Thus, prospects are excellent for future upgrades in
keeping with advances in technology.

The STD bus processor boards selected for the system are based on the Intel
8088 and 80188 processors. Advantages of these boards include processor
compatibility with the familiar IBM PC family and the availability of a wide
range of software and hardware support products. In the system under
study, the master processor board is the Ziatech Corporation ZT8815,
containing an 8 MHz 80188. This board has computing power similar to the
IBM PC/AT. Of particular interest, the 80188 processor chip contains Direct
Memory Access (DMA), which provides fast memory -- peripheral data
transfer in parallel with other processor functions. Additional processor
boards, slave processors, are Ziatech ZT8830 boards. These contain § MHz
8088 . processors, with computing power approximating that of the IBM PC.
Both master and slave boards contain a standard SBX interface and connector
for "piggyback" peripheral modules. Hundreds of modules are available
from dozens of vendors, providing real-time input and output hardware.
Thus self-contained data acquisition subsystems can be formed using, for
example, an SBX analog to digital converter attached to a slave processor
board.

The optical disk interface is the Small Computer System Interface (SCSI)
standard. One configuration uses a slave processor with the Zendex
Corporation model ZBX-280 SCSI SBX module. The ZBX-280 is based on the NCR
5380 SCSI controller chip. The same SBX module attached to the master
processor is an alternative configuration, which allows the use of DMA, not
available with the slave processor boards. Another alternative SCSI
interface is the Ziatech STD bus peripheral board, the ZT8850, which
provides a chip set for SCSI as well as other disk control devices. The ZT8850
includes its own DMA. Compared to the Zendex ZBX-280, the ZT8850 is simpler
to program, with more SCSI signals generated by hardware rather than
under program control. The master processor board controls the ZT8850 as a
bus peripheral, unlike the ZBX-280 which is directly interfaced and does not
reside on the STD bus. With the ZT8815 processor and the ZT8850 SCSI boards,
DMA may be implemented using either the 80188 DMA of the ZT8815, or the
ZT8850 on-board DMA circuits.
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The optical disk drive is the Optotech model 5984. This drive was selected
because Mountain Optech (Boulder, CO) makes a space qualified version of
the drive (model 200SES) under contract to Goddard Space Flight Center. The
model 5984 is identical in electrical and software characteristics to the model
200SES, but is less expensive. Both are 200 megabyte (per side) capacity
optical disk drives, using 5 1/4 inch removable media cartridges.

A summary of the equipment used and location of principal vendors is given
in Table 1.

SOFTWARE DEVELOPED

Test programs were written to assure that the optical disk could be both
written and read in the various configurations considered, and to determine
read and write times. Best case conditions were used in that no other
competing -activity was required of the processor chip or, where used, the
STD bus. In all cases, a main program in C calls a collection of assembly
language functions. For support of the Zendex SCSI piggyback (NCR 5380
chip) interface with either master or slave processor board, the assembly
language routines are revisions of routines provided by Mountain Optech.
Each principal SCSI phase is handled by a separate call: reset, selection
(including arbitration), status, command, message in, data output, and data
input. (The message out phase has not been implemented.) The data
transfer is byte by byte, with polling and handshake signal generation by
software. The calling program can thus check for proper progression of
phases and handle error conditions. Additional functions were written for
DMA use for the data input and data output phases with the Zendex SCSI
interface used with the ZT8815 master processor board.

A separate set of assembly language functions, matching the names and
organization of the above routines, has been prepared for use with the
master ZT8815 board and ZT8850 peripheral SCSI board. These require no
significant change in the C calling programs written for other
configurations. = While the example code available from Ziatech for the
ZT8850 support was influential, these routines followed the organization of
the functions for the Zendex interface, rather than the task oriented Ziatech
routines. The routines for the ZT8850 are generally simpler than those for
the NCR 5380 based Zendex interface. The ZT8850 does not support
arbitration. The handshake signals required for data transfer are hardware
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TABLE 1. -- EQUIPMENT USED.

HARDWARE

Ziatech 8862 Card Cage and Power Supply (STD bus)

Ziatech ZT8830 Intelligent I/O Control Processor (slave)

Ziatech ZT8815 80188 based CPU card (master)

Zendex ZBX-H280 SCSI controller multimodule (iSBX)

IBM PC compatible personal computer for downloading programs to STD bus
boards

Digital storage oscilloscope for obtaining timing data

Mountain Optech Model 5984 Optical disk drive

SOFTWARE

Ziatech 8830 Debug software (and ROMs) to load and debug programs
Ziatech 8815 Debug software

Microsoft C Language, version 4.00

Microsoft Macro Assembler, version 4.00

Microsoft Linker (loader), version 3.51

Microsoft MS-DOS operating system, version 3.10 (for program development)

VENDORS
Ziatech Corporation Zendex Corporation
3433 Roberto Court 6700 Sierra Lane
San Luis Obispo, CA Dublin, CA
93401 94568
(805) 541-0488 (415) 828-3000
Mountain Optech Microsoft Corporation
2830 Wilderness Place 10700 Northrup Way
Suite F Bellevue, WA
Boulder, CO 98004
80301
(303) 444-2851 (206) 882-8089
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generated. The data transfer is still byte by byte, with handshake signal
polling to avoid data loss. Some DMA support routines for the ZT8850 have
been developed.

Copies of software developed for this project may be obtained from Peter N.
Bartram, Division of Engineering, Norwich University, Northfield, Vermont
05663 (telephone 802/485-2263), or Donald. Stilwell, NASA/Johnson Space
Center, Mail Code: SE3, Houston, Texas 77058 (telephone 713/483-7308).

RESULTS

Polled data transfer can be performed in all configurations studied (ZT8830 +
ZBX280, ZT8815 + ZBX280, and ZT8815 + ZT8850). DMA writing to the optical
disk may be performed using the ZT8815 with ZBX280 configuration,
provided the SBX signal TDMA, not implemented by the ZT8815, is grounded
(requiring the addition of a wire on either the ZT8815 or the ZBX280). The
ZBX280 uses this signal for one alternative for ending DMA transfer. With it
left floating, as on the ZT8815, the ZBX280 attempts to halt DMA prematurely.
Even with this change, with which DMA writing to disk works well, DMA
reading of the disk returns incorrect values. The source of difficulty has
not been determined with confidence. The ZT8850 DMA controller functions
correctly, provided the memory used is not on the ZT8815 processor card
controlling it. (A separate memory board was used.) Also at the time of this
writing, code for using the ZT8815 processor DMA with the ZT8850 is under
preparation. .

For polled data transfers, timing results were similar for both reading and
writing. For the LSLE replacement microcomputer, disk writing in real-time
is critical, whereas reading will be performed at a later time, when speed is
of lesser importance. With the ZBX280 SCSI interface, writing a single 512
byte sector each call for data output, the average write time was less than 56
milliseconds per block, regardless of processor. With each write request
specifying a ten-sector block (5120 bytes), the average write time for ten
sectors was 250.4 milliseconds (25.04 milliseconds per sector). Some ten
sector blocks required 225 milliseconds, others 276  milliseconds. These
times were identical for both the ZT8830 and ZT8815 processor boards. For
write request block sizes of 25 sectors (12800 bytes), the average time
required was 562.5 milliseconds per block (22.5 milliseconds per 512 byte
sector). This is over 22 kilobytes per second. Since each real-time
measurement results in a two-byte value, data storage in excess of 11000
samples per second is possible.
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For the ZT8850 SCSI with no DMA, write times for single sector requests
averaged 52.7 milliseconds per sector. For ten sector blocks, the average
time per block was 197 milliseconds (19.7 per 512 byte sector). With 25 sector
blocks, the time averaged 369 milliseconds (14.8 milliseconds per 512 byte
sector). With 25 sector (12800 byte) blocks, over 33.8 kilobytes per second
can be stored, or over 16,900 measurement samples per second.

With DMA using the ZT8815 with ZBX280, single sector write times averaged
52.7 milliseconds per sector. For DMA using blocks of 10 sectors per write
request, the write time per block fluctuated between 124 and 176
milliseconds, averaging less than 150 milliseconds per block (15
milliseconds per 512 byte sector). The time required to write blocks of 25
sectors fluctuated between 210 and 260 milliseconds, averaging 221
milliseconds per 12800 byte block, or 8.84 milliseconds per 512 byte sector.
Thus with DMA, storage rates in excess of 56 kilobytes per second (28000
measurement samples per second) are possible.

Using the ZT8850 STD bus SCSI board with DMA (as provided on the ZT8850
board), single sector write times also averaged 52.7 milliseconds per sector.
Average write times using blocks of ten seconds per write request also was
less than 150 milliseconds per block, 15 milliseconds per sector, and the same
fluctuations in time were observed. However, the times for writing blocks of
25 sectors were longer: fluctuating between 260 and 312 milliseconds,
averaging about 269 milliseconds per block. With this, about 46.4 kilobytes
per second average storage rate results.

CONCLUSIONS AND RECOMMENDATIONS

Without DMA, data storage rates are marginally adequate for anticipated data
collection rates. With DMA, storage rates exceed any envisioned
requirements. DMA is particularly attractive because during data transfer
to the disk, the processor is freed for other tasks.

At this point, it appears better to use the master processor for control of the
SCSI interface to the optical disk. At the time of this writing, no slave
processor supporting DMA is available with an SBX piggyback connector
(for an SCSI interface), though these are under development. In order to
gain the benefits of DMA, the master must be used to control the SCSI
interface.  Even if the slower transfer rates of currently available slave
processor boards supporting the SBX piggyback modules (such as the ZBX-
280 SCSI) are accepted, significant master processor usage would still be
involved. This is because one slave cannot access memory of others. Thus
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the master would have to transfer data from data acquisition slaves to the
SCSI slave memory. With the master controlling the SCSI interface, no
memory to memory copy is required. The master can send data to the SCSI
directly from data acquisition slave board memory.

Block size is the most important factor for write speed. This is probably
because with large numbers of contiguous sectors written with one write
command, fewer disk seeks are required to properly position the write
heads. ¥ DMA only marginally improved single sector block write times,
where seek time seems to be limiting. With larger block sizes, not only is
speed improved with both methods, but DMA gives markedly improved
performance.  With large amounts of data being written with each output
command, data transfer time becomes limiting, as the number of seeks is
reduced. The uneven write times can probably be attributed to the
occasional write head repositioning required for two contiguously addressed
sectors located on adjacent disk tracks.

However, DMA is not without difficulty, especially in mixed-vendor

configurations. The TDMA signal incompatibility has been mentioned
earlier. It is suspected that other problems of non-standard standards may
be involved in using DMA in other configurations. The system designer

must have a good understanding of both hardware and systems
programming.

Several recommendations now can be made. (1) Further work is needed to
test alternative DMA configurations. (2) As the block sizes were here chosen
arbitrarily, optimization of the number of sectors written per write request
in light of memory requirements is required. Along with this, the need to
interleave data from several data acquisition slaves needs to be considered in
determining block size. (3) It is important that the timing studies be
repeated in a prototype system with all parts functioning. With other
activity on the STD bus and more demands on the master processor, it should
be verified that data storage rates will be maintained at a level exceeding the
requirements of the data acquisition slave processors. (4) When slave
processor boards supporting DMA and the SBX piggyback modules become
available, the wisdom of placing the SCSI under control of the master
processor should be reconsidered.
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ABSTRACT

NASA programs for manned space flight are in their 27th
year. Scientists and engineers who worked continuously on
the development of aerospace technology during that . period
are approaching retirement. The resulting loss to the
organization will be considerable. Although this problem is
general to the NASA community, the problem was explored in
terms of the institutional memory and technical expertise of
‘a single individual in the Man-Systems Division. The main
domain of the expert was spacecraft lighting, which became
the subject area for analysis in these studies. The report
starts with an analysis of the cumulative expertise and
institutional memory of technical employees of organizations
such as NASA. A set of solutions to this problem are
examined and found inadequate. Two solutions were
investigated at 1length: hypertext and expert systems.
Illustrative examples were provided of hypertext and expert
system representation of spacecraft lighting. These
computer technologies can be used to ameliorate the problem
of the loss of invaluable personnel.



DESCRIPTION OF THE PROBLEM*

Personnel represent a major share of the
resources of any organization. As these individuals
interact with  others in and outside of their
organization, as problems are confronted and solutions
identified, the organization's personnel increase in
value to the organization. The solutions, the
interactions, the actions of the personnel of the

organization during their association with it contribute
to the institutional memory of the organization. Each
employee is privy to part of this memory to the extent
the employee has participated in the
organization's activities. Much of this institutional
memory resides only within the employees. As such it is
at risk with the employee. When any employee resigns,
retires or dies, their wunique part of the institutional
memory is lost.

This paper examines this problem as it
confronts NASA. It describes the early stages of an
effort - wusing the tools of expert system development

and hypertext data management schemes - at NASA-Johnson
Space Center/Life Sciences Directorate to capture some of
this institutional resource before it is lost. While NASA
is a unique organization in many respects, its efforts to
confront and resolve this problem may provide some
guidance for other organizations which are encountering
similar problems.

Loss of Institutional Memory

Institutional memory is the history of the
activities and interactions which have occurred within
an organization. Some of this history is recorded in the
form of memos, papers, research studies and other

archival material, but a large share is resident in the
ephemeral memories of employees of the organization. Much
of the information is common to more than one individual,
but each individual has a unique <combination of
elements of the larger whole. They can also claim
some unique elements of the institutional memory. As
these individuals are separated from the organization -
through transfers, retirements or death -~ the unique
components of the institutional memory which they possess
are lost to the organization.

Not all individuals within the organization can be
considered to possess equally valuable components of the
institutional memory. The corporate technical experts

*The order of authorship is alphabetic: C. Bell, specialized
in the hypertext solution, R. Lachman in expert systems.
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will be more highly valued than the corporate chauffeurs.
Ideally, a process for the identification of the
critically important experts and the capture of their
critical experiences can be in place early in the expert's
association with the organization. Such a process would
greatly ease the problems of retaining within the

organization the expert's uniquely valuable Xknowledge.
The failure to identify these individuals prior to their
leaving the organization will ensure loss of their
unique components of the institutional memory.

NASA has a workforce which 1is rapidly approaching
retirement age. Due to the unfortunate conjunction of
similar hiring dates - associated with the start of the
space program - and the number of individuals rolling
over their military retirement into the federal
system, some divisions ( e.g.; Man-Systems Division ) have
over 50% of their technical and managerial personnel
eligible for retirement. This is an aging population as
well, subject to the impact of degenerative disease
processes and common mortality risks.

Senior experts serve other roles in organizations
beside those related to the application of their expertise
and as a repository of institutional memory. They
provide mentor services to junior personnel,
acquainting new hires with successful and unsuccessful
experimental and behavioral procedures. With the loss
of the senior individuals the efficiency of the organization
declines as non-productive techniques are retried, as
mistakes are repeated by the 1less experienced new
personnel.

Approaches to Solution of Problem

Several techniques have been tried for managing
the problems associated with the loss of senior
personnel. These can be grouped 1into those designed to
reduce the rate of personnel loss and those designed to
compensate for this loss. The organization can attempt to
reduce the number of personnel 1lost to retirement by
providing compensation -~ increased pay, more recognition,
etc. - to these individuals. Appeals to corporate
loyalty or patriotism may be tried to retain vital
personnel. Legal adjustments - such as removal of
mandatory retirement laws - have reduced arbitrary
barriers. If retirement is not preventable,
efforts can be made to reduce the impact of the
expert's leaving. These efforts might take the form of long
term post-retirement consulting assignments. A phased
retirement package made of gradually extended vacation time
allotments during the employee's last few years of service
might help to reduce the impact to the organization of
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sudden retirement.

Several approaches are available to compensate for
the 1loss of personnel. To try to retain some elements
of expertise at risk, an organization may assign
apprentices to senior experts. These apprentices can
reduce the impact of the 1loss of the expert by
providing a partial replacement during a transitional
period. New archival technologies are being introduced
which will provide computer assistance to the problen.
The organization can manage the problem in the traditional
fashion of accepting the 1loss of the expert and their
unique institutional memory components.

None of the retirement-rate reduction programs
described compensate for the 1loss of experts due to
age related or accidental processes. Consulting
programs or phased retirement programs are weakened by
two conflicting issues. To the extent that the expert
is out of the normal flow of the organization’s information
and duties - referred to as the "loop" - the value of the
expert's unique contribution is diminished. The more
attempts are made to keep the expert in the "loop" the less
others in the organization are able to accept and begin
to compensate for the 1loss of the expert. There is a
morale problem associated with excessively delayed
retirement programs as well. The senior expert should
be able to enjoy a healthy retirement period. Junior
employees may begin to resent the fact that advancement
routes are being blocked by the continued presence of the
senior experts.

The use of apprentices, trainees or proteges would seem
to give a semblance of continuity to activities
requiring high levels of expertise. The success of this

approach is dependent upon several factors. It
assumes that there are interested trainees available.
It assumes that the expert is sufficiently

introspective to identify the critical features of
themselves that make them valuable to the organization and
is able to determine effective techniques to transfer
these features to another. The expert needs to be able
to verbalize his expertise and identify situations where
it may be safely practiced by the trainee. These are not
common skills nor are they easily learned. Finally it is
unlikely that the expert can pass along the authority
and knowledge associated with many years experience in a
short time period.

Simple acceptance of continuing losses is the most
commonly chosen alternative. Organizations such as NASA
will find the cost of these losses very onerous. This
leaves NASA with a strong motivation to explore
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alternate archive generating and organizing procedures or
other technological fixes.

An active archival program with a professional staff
to gather, ‘cross-reference and maintain significant
documents is an expensive option. A difficulty in using
such an approach for the problem of the loss of
institutional memory through personnel attrition is that
the material which is retained is the material which
is retainable - printed text -~ and not the critical
material of attempts successful or not, of judgements
validated or disabused. These are retained by the expert
and make up a crucial portion of the expert's unique
component of the institutional memory. While these
experiential items may be vital to the expert and their
handling of new problens, they are not nearly as likely to
appear in archival storage as memos or minutes of
informational meetings. Had the expert maintained an
active report or diary of problem solutions and attempted
strategies, of backgrounds to decisions made and
processes observed, the problems associated with both the
archival and the apprenticeship approaches would be
reduced. If the retiring expert can be induced to create a
set of documents detailing the significant issues used to
identify and solve problems, the thought processes and
attack strategies needed, then the problems outlined in
the preceding paragraphs will recede. It is unfortunate
that most experts find it extremely difficult to
accurately verbalize the techniques they use to identify
solutions. Most are not even conscious of the procedures
they are applying to the solution. Memory that may be
critical to the decision making process may not be
consciously available until needed for the solution of
a particular problem. The reminiscence approach has a
further negative associated with it. If a particular domain
or pattern of problems has not been addressed recently,
the information may not be brought to conscious memory in
time to be added to the verbal record.

Even with complete memoirs of retirees, problems of

organization, selection, access and structure remain.
Access procedures must be simple enough to facilitate
their use by remaining employees. They need to be robust
enough to survive and be able to produce useful

information for users who may not have the time to become
facile in wusing a sophisticated data search package.
Cross references between memoirs and other archival
material need to be maintained, and a data dictionary
of terms and synonyms established. The standard to
work toward is an on-line system available to users within
their desk environment or through simple telephone
connections - equivalent in ease to contacting the
former employee. It can be anticipated that a significant
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portion of the material provided will be redundant, but a
redundancy of information is to be preferred to a
shortage of information. A winnowing process can control
for information duplicated by other retirees or available
from other sources.

Experts serve as more than information repositories.
They achieve their status through the appropriate
application of their knowledge to the situations they
confront - they make decisions. While present software and
theoretical activities point toward efforts to
duplicate the broad decision making processes of
experts, the most successful applications thus far have been
those where the domain of interest is very narrow. Expert
system tools have been most successfully applied in
highly bounded situations, where the range of variables
of interest can be anticipated and their interactions
predicted and encoded. Unbound situations provide the
greatest challenge to the extension of this
technology. The problem of the 1loss of institutional
memory and consultative resources is a very unbounded

situation.

The replication of the tasks of the expert may be
approached as a problem in artificial intelligence (i.e. as

an expert system problem), or as a data base/archival
problem. Given the specific needs of the person seeking
to use the expert as a consultant, a traditional query

language/key word - synonym archival approach will require
substantial knowledge of the information domain prior to
effective use. Many of the individuals contacting an
expert express dgreat unwillingness to  become more
familiar with the knowledge domain of the expert than
they already were. Too often keyword searches result in
too many "hits" to be useful to a simple informational
search or result in too few "hits" because of a lack of
overlap between the user's vocabulary and that of the
expert. Scrolling is a very inefficient way to search a
data base.

Given the difficulties outlined above for using
standard archival approaches, the need for alternative
approaches seens evident. We will examine two: hypertext
and expert systems. ‘

HYPERTEXT

If sophisticated data storage systems could - be
combined with easy to use linking or searching schemas,
many of the difficulties of recovering information from a
text base could be reduced. Such a combination of linked
knowledge stores and an effective front end interface is
available in present software shells under the generic
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term hypertext or hypermedia.

The concept of hyper-text is quite simple: Windows on
the screen are associated with objects in a (knowledge)
base, and 1links are provided between these objects.
(Conklin, 1987).

General Description

The term hypertext is used 1in this paper to describe
a set of techniques for creating and linking text-
oriented nodes of information which may be accessed
dynamically during any given trial. Each node
represents an item of interest in the hypertext knowledge
base. Links are established to other nodes containing
information associated with the node. Links are
conceptual pathways that are used to move from one node
to another. A user browses in the hypertext knowledge base
seeking information. This description of hypertext is
meant to be general. Each experimental or commercial
shell or developed package will differ depending upon the
creator's personal view of the relative importance of
various features. For an excellent review of the
specific implementations of hypertext systems, see
Conklin (1987).

Jumps between related nodes occur at the  user's
discretion. The user has the option of pursuing any line
of inquiry by following 1links to nodes that may contain
relevant information. While the 1links need to be pre-
established, the exact path chosen through the hypertext
knowledge base 1is at the user's discretion and thus not
rigid. Links may be followed in both directions.
Any given node may serve as the target for one or more
links and may have no, one or several links leading from
it. Frequently, a graph or map of the hypertext
knowledge base is maintained by the system to serve the
user as a graphic memory aid. Whether the underlying
linkage structure should be hierarchical or not seems
to be at the developers' discretion. Conklin (1987)
presents arguments for both approaches. Although most
users inherently favor a hierarchical structure some
need for the ability to Jjump between structures seems to
be supported. Users wishing to jump from one node to
another may do so with minimal keystrokes. The
software keeps track of the user's location and
efficiently permits the user to quickly leave a node to
move to a higher level (assuming a hierarchical structure)
or to another node with ease. The simplest analogy to a
large non- structured hypertext system 1is to visualize
interlaced cobwebs with nodes of information at each of
the cross points. The user 1s like the spider running
along the web, each strand representing a link. This is in
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contrast to traditional data base schemas where the
pattern of linkage and of searching is rigidly
structured (as in hierarchical and network designs) or
designed for pattern matching (as in relational data base
organizations).

Extraction of nodes

The creation of the hypertext oriented system
requires the efficient extraction of nodes from the
background material. - Nodes are edited to represent the
information they contain in simple useful text. Text
quantity may correspond to a sentence, a paragraph
or a screen. Given the desire to produce useful and
frequently used reference materials nodes should be edited
with a bias favoring the simple and the short over
the 1long and convoluted. As the nodes are extracted,

they are 1linked to related nodes. These links are
established to provide possible routes of access for
users. While it is impossible to anticipate all

possible routes of user interest, it is suggested that the
original source of the material might serve very
nicely as an initial approximation of the pattern

of relationships. Cross links are then made to relevant
topics in nodes extracted from other documents. A
cognitively manageable structure needs to be
retained. Commonly, clues to links to other nodes

have been in the form of embedded references within text
or menu lists (see Fig. 1 and Fig. 2). Either the
first line of the node is given or a node title is
provided to aid the user in deciding whether to use a
provided link to the node. Both approaches have
support in commercial systems.

THE HYPERTEXT PROJECT

The role of the expert is both as a consultant and as a
decision- maker. As a consultant the expert 1is able to
bring together information from previous work which
may be relevant to the project at hand. The decision-
making aspect involves using this information to reach a

conclusion about the problem. The information
management aspect of the expert can be
approximated using hyper-text oriented hypertext
knowledge base procedures. Information from the
expert's descriptions of previous projects can be

merged with data from other sources to approximate the
knowledge of the expert, and then 1linked to provide
a user with access to the information of the expert.
Suggested sources of material to put into the hypertext

knowledge base would include retirees' observations,
technical reports and other collateral material. This
hypertext knowledge base would be tied to a user
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Figure 1. - Menu oriented hypertext screen.

to users the actual methods that will lead to a particular decision.
With hypertext, users directly participate in each arnd every decision
that leads to a particular expertise. This process of openly
displaying the structure <FILE75 STRUCTURE> and uses of knowledge
readily transmits it to users of hypertext systems. ot

SENSITIVITY ANALYSIS Experts machines usually provide a single answer
supported perhaps by a confidence factor such as 82 percent certainty
(whatever that means). Hypertext systems allow users to rapidly test
alternative paths <FILES4 BROWSE> to see how sensitive the advice may
be to changes in the i1nitial assumptions. N

In my opinion, given the years of Al promises and the relative lack of
success in creation and delivery of workable experts systems, the most
important pocketbooks are rapidly closing against further use of computer
processing of rule-based systems as a method of vending expertise from a

disk.

Gerierally, over the last 30 years, technologists haven’'t made operdtions
research practical. Consequently, if you can’'t build machines that are
effective in quantitative reasoning, how can you build machines that are
effective in subjective reasoning. Making subjective decision machines work
is at least several magnitudes more difficult. <FI1LE27 REASONS)

-- More -- Page 4 Columns 0 - 79 Rmargin: 77 FILENAME: file21

Figure 2. - Embedded link hypertext screen.

4-10



interface designed for easy, effective interactions.
With the passage of time the organization will progress
beyond the areas of. the technical competency of the
retired expert. The number of archival inquiries can be
expected to drop. The nature of those inquiries can be
expected to change from specific information seeking
to general viewpoint or attack strategy issues. This
represents the best presently available solution to the
problems associated with the need for a partial
replacement for retiring experts.

The expert's interpretation of the information
cannot be duplicated, nor can the expert's judgement as
to the relative importance to attach to the various
nodes. The user still must make a judgement as to the

weight to put on the information so presented. The
advantage to the user is that the information is available
quickly. Associated information is rapidly accessed and
relative importance to the project at hand can be
judged. The wuser 1is integrated with the computer

hypertext knowledge base, rapidly pursuing leads and
identifying interesting nodes and rejecting those of
little interest. While the expert is not available, the
user is able to make approximation of the expert by
accessing the same information, linked in the same manner
as the expert would have linked it.

NASA has a critical need to establish protocols for
capturing the expertise of retiring expert personnel. To
this end an individual was identified who has served as a
consultant in a variety of areas including lighting and
window design. A brief sampling of the telephone calls
received by this individual supported the claim of
being consulted over fifty times per month on issues
related to areas of expertise. This particular individual
is also very verbal and it was hoped that this would also
help, given the prototype nature of the project.

Procedure for Gathering Information
Initial data was gathered during interviews with the

subject. The interviewers quickly discovered that it was
necessary to isolate the subject from his normal work

‘environment as the demands on the subject for

consultation were frequent. Interviews were transcribed
and the transcription files served as the core for the
hypertext knowledge base.

Initial interviews were minimally directed. The
subject was asked to discuss his experiences with
lighting issues during the development of various
manned space efforts. Review of the interviews
identified lacunae which were used as prompting points in
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subsequent interview sessions. There were two objectives
being met during the interview series. One was to
provide a core of material for the development of the
hypertext knowledge base. The interviews also served as a
means to 1isolate some examples of decision making that
could serve as models during the development of the
proto-type expert systenm. Both interviewers were pres-
ent during the sessions. Some conflicts developed as
to directions for follow-up gquestions or deciding the
point at which a narrative needed to be redirected. Suffi-
cient information was gathered for both efforts.

Development of Hypertext Knowledge Base

Given the goal of creating a useful and used product, the
hypertext knowledge base uses the narrative material as one
of several important sources. The second major source is
a NASA document titled Man-Systems Integration Standard.
This document is a product of the Man-Systems Division and
serves as a summary of human factors related information
for NASA. Other sources useful to this project are
published reference material dealing with vision and 1light.
Material from the latter sources can be updated as new
interpretations of data cause changes to be made in the
scientific publications relevant to the topic area.

The hypertext document being produced for NASA uses the
commercial hypertext software shell HOUDINI. Efforts
are - being directed toward examining issues related to
determining the most effective interface for NAsA
personnel and other technically oriented users.

Questions to be addressed include:

How much freedom of movement - cross-linkages as opposed to
hierarchical 1links =~ is needed by the casual user in
contrast to the experienced user?

Should the user be able to annotate the hypertext knowledge
base?

Should the user be able to add new links or nodes?

How does training effect user format preferences?

These will be discussed in future papers by the authors.
Users of hypertext systems have noted some operational

problems. There is a significant cognitive overhead

involved in keeping track of the information sought

and in identifying nodes of immediately useful information

giving a large number of irrelevant or partially relevant
nodes. User disorientation - lost in hyperspace -
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occurs when the user loses their cognitive map of the
relationships between nodes. There is the risk of
a combinatorial = explosion of links if nodes are
thoroughly cross-linked. Each of these areas will be
actively addressed. Hypertext is not the final solution
to the problems associated with the loss of
institutional memory. It does present a methodology
for reducing the effect to the organization of the loss of
institutional memory through mortality of corporate
experts. This is an expensive loss. Whether modern
organizations can acknowledge the threat of this loss
and make the required investment of time and effort to
begin to compensate for it, is another question.

EXPERT SYSTEM APPROACHES
Project Scope and the Expert System Life Cycle

In the development of expert systems, the most
important judgement is the one that determines the
suitability of a task for expert system support. A positive
decision in this regard represents the first in a series of
sequential steps that are recommended for the development of
an expert system prototype prior to the construction of a
full-scale knowledge-based system (Waterman, 1986) .
Prototype development is one phase of the expert system life
cycle. The life cycle consists of five major phases: system
conceptualization and formulation of requirements, selection
of Software tools, developing the prototype, constructing
the end product, and maintaining the product.

The summer  project, according to its initial
conception, revolved around the professional activities of
the Man-Systems Division internal specialist in spacecraft
lighting and windows, CW. Since CW is approaching
retirement, it appeared prudent to examine the options
available to NASA in any effort designed to preserve the
operational experience he has accumulated during a period of
about 30 years service to the organization. The expert
system approach was among the two options that were selected
for detailed examination in consultation with  NASA
colleagues. The scope of the project was conceived as more
in the nature of a problem analysis and overview than the
construction of an expert system prototype. Consequently,
this part of the project is best characterized as a pre-
prototype problem evaluation and the initial phase of
prototype construction.

Typical knowledge-engineering methodology was used. The
flexibility of the method is an asset but the concomitant
absence of standards can be a serious impediment to the
development of a knowledge-based system. Logically, the
first step in the methodology consists of an evaluation of

4-13



the expertise of the domain expert selected for the project.
It is essential to initially determine if the candidate
consultant is in fact a genuine expert with respect to the
subject domain. However, a necessary prerequisite for that
judgement, as well as subsequent steps 1in prototype
development, is an adequate level of familiarity with the
domain of knowledge. Consequently several weeks were spent
examining primary sources in lighting engineering and design
(e.g. Kaufman and Christensen, 1984; 1987). The initial
acquisition of domain vocabulary and conceptual structure
was later evaluated, corrected, and extended by questions
posed to CW during formal knowledge engineering sessions.
During the period devoted to the study of the literature on
illumination engineering, a log was kept of the
consultations that +the expert provided to other NASA
professionals, the meetings that he attended, and the tests
that he conducted.

The consultations are best characterized as problem
solving sessions and covered a surprisingly broad range of
topics. The expert devoted considerable time to analyzing
competing designs for the cupola windows in the space
station. In addition to forecasting general visual effects
of window design modifications, he constructed AITOFF Equal
Area Projection of the Sphere showing the kinds of visual
function (foveal vision, color vision, binocular, etc) that
could be lost as a result of several contemplated changes in
window design. He also gave technical advice on attributes
of space station windows such as size, number of panes,
shape, replaceability, construction materials and selection
criteria. The second area consisted of advice on space
station vibroacoustics, including issues of subliminal
vibration. Third, he developed TV overlays for viewing the
grapler on the Canadian arm for handling payload during
STS-24. Fourth, he conducted ambient lighting experiments
that compared the relative efficacy of LCD and gas plasma
displays for the on board laptop computers that display the
location of the Orbiter. Fifth, he presented arguments
dealing with the design of central lighting for workstation
areas on the space station. (Someone wanted to change the
overhead lighting specifications from 4800K to 3200K
ostensibly to achieve superior resolution for TV monitoring
of workstation activity. CW had photos in his files from
previous tests that demonstrated the color temperature
levels that produce better color resolution and rendering
both to eye and camera.) Sixth, he collaborated on a study
dealing with mercury containment in fluorescent 1lighting.
The seventh and eight were consultations on color rendering
in still photography and reflectivity of materials in the
cargo bay of the Orbiter. The ninth problem that he worked
on during the period of observation dealt with the design of
an EVA helmet with LCD projection on its viewing surface.



The observations of consultative collaboration and
advisory meetings led us to conclude that the expertise was
indeed genuine. This conclusion was confirmed in interviews
with a number of engineers and scientists at JSC who
occasionally consult with CW. The extent of the expertise,
however, was unexpected. Expert system technology does not
work well with broad domains of knowledge and the issue of
project suitability required that the project be narrowed to
aspects of the domain of spacecraft lighting design. The
domain represents one of CW's primary area of expertise. The
design area may be segmented so that realizable goals may be
set for pre-prototype problem evaluation and the initial
steps of prototype construction.

System Conceptualization

The specification of system requirements and the
description of user populations are part of the system
conceptualization phase of prototype development. Several
two hour long knowledge engineering sessions were conducted
with the expert. These were followed by interviews with
potential wusers of a lighting design expert system. The
combination of literature review and interviews lead to the
formulation of the first cut in the system design: IVA
(Intravehicular Activity) and EVA (Extravehicular Activity)
lighting design. Although the lighting principles may be the
same for the two, the heuristics, rules, and tests required
appear to be quite different. IVA was selected. The next cut
was made in accordance with major areas of spacecraft
activity: general circulation, habitation, and workstations.
Emergency and portable 1lighting was added as a fourth
category of lighting design. Habitation was subdivided into
crew dquarters, ward room, waste management, personal
hygiene, and showers. Workstation was divided into
exercisers, general maintenance, health care, galley,
windows, and science labs. The development of a prototype is
typically focused on a restricted subdomain so that the
potential of a full scale expert system can be demonstrated.
CRT and other display and control workstation components
were not included in an overall menu design at this time
because instrument panel lighting entails unique design
principles that add considerable additional complexity. The
problem was deferred for future analysis. Also, an
enumeration of the full set of components of lighting design
to be described in a prototype and later incorporated in a
final system was not attempted.

The conceptualization phase of development also entails
the identification of representational and problem-solving
methodologies that are suitable for the task. These issues
will be briefly discussed below.



The major conclusions of the system conceptualization
and development analysis are:

1. The development of a Spacecraft Lighting Advisor is
a major expert system construction task and accordingly
requires the methodologies and effort that is typical in
large-scale knowledge based system development. The design
experience and advice appropriate for building small
knowledge systems does not apply and can be seriously
misleading for the task at hand.

2. The development of a full prototype system will
require approximately one man~-year provided that the one or
more members of development staff have the necessary
training or experience in artificial intelligence
programming and in the psychology of knowledge engineering.

3. The finished system may take an additional 1.5 man-
years or longer depending on the number of features

included.

Tool Selection

The most expensive expert system development packages,
in general, tend to be the most powerful and possess the
widest array of representational technologies for
development. They also include procedures for effective
execution, as well as the maintenance and modification of
the -knowledge base. Unfortunately, the most expensive
packages also require the longest period to master, and full
mastery only occurs when the tool is used in a real world
project. There is also the problem of matching the package
to the problem. For example, Clancey (1985) maintains that
"when presented with a given 'knowledge engineering tool'
such as EMYCIN (van Melle, 1979), we are still hard-pressed
to say what kinds of problems it can be used to solve."

Typically, a large-scale problem, such as the one under
consideration, will require hybrid knowledge representation
including rules, frames and other object-oriented devices.
At this stage of the evolution of the technology, however,
no one can definitively select a knowledge engineering tool
as appropriate for a given type of problem, let alone the
one that is optimum for that problem. Yet, effective tool
selection remains a process that can place boundaries around
a project and render it computationally and financially
tractable.

Early in the project, a decision was made against
allocating any of the ten week project period to an in-depth
evaluation of tools, as the required analysis can consume a
project of short duration leaving little time for anything
else. Consequently, an expert system shell developed for an
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advanced graduate course in knowledge-based systenms
(Lachman, 1989) was modified for the task. The first menu of
the shell contains a selection that jumps the program to a
module patched into the main program. The patched module was
used to demonstrate a partial prototype for spacecraft
lighting. Fig. 3 shows a menu nested at the second level and
contained in the patched code. The knowledge base developed
for the pre-prototype system can be readily ported to a
"commercial heuristic programming environment once a tool has
been selected that was designed for building large-scale
systems. The final programming environment will require
demonstrable advantages for maintenance, explanation
facility, control of reasoning, and knowledge base
representation of the final product.

N/G,\ Lyndon 8. Johnson Space Center

SPACECRAFT LIGHTING ADVISOR TS pus oY
ROY LACHMAN SP-34
- SPACECRAFT LIGHTING
ADVISOR
Expert System: Select Area For Lighting Design
GENERAL CIRCULATION EMERGENCY AND PORTABLE
A PASSAGEWAYS G GENERAL
HABITATION WORKSTATION
B CREW QUARTERS H EXERCISERS
C WARD ROOM 1 GENERAL MAINTENANCE
D WASTE MANAGEMENT J HEALTH CARE
E PERSONAL HYGIENE K GALLEY
F SHOWER L WINDOWS
M SCIENCE LABS
l[ During Any Procedure: Press <Fl> for Main Menu, < H > Exit to DOS Wl

Figure 3.- A menu from the pre-prototype system.
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The pre-prototype software includes elements of a
backward chaining module that, when completed, would
evaluate the design problem and interactively determine if
the problem was appropriate for an expert system 1lighting
advisor. This 1is not a trivial part of the project since
design engineering can involve creative processes that
cannot be implemented in automata at this time.

The overall plan for the expert system design is to try
to duplicate processes generally used by human designers.
The general theoretical orientation is the Newell and Simon
(1972) information processing theory of problem solving. The
problem space, in their theory, consists of a mental
representation of the initial problem state, mental
operators that change the problem state, and a termination
criterion that is an acceptable solution to the problem at
hand. The problem space consists of all the states or
situations that, in principle, can be produced from the
initial state by application of cognitive operators. A
solution is any sequence of individual state-operator pairs
that leads to a termination state. A problem-solving
strategy is a method of search that identifies specific
paths through the search space as worthy of consideration.
Engineering design can be generally characterized in the
search-space formulation. An expert system tries to capture
from a human domain expert actual search-space strategies
employed. A prototype should demonstrate the efficacy of the
heuristic reduction of the search space and selective search
operators that were copied from the human expert. It also
should demonstrate the potential value of the final product
to the sponsoring organization.

A pre-prototype system, in contrast, displays features
in a pre-computational fashion that might be included in the
final system. The goal 1is to demonstrate the 1logical
adequacy of a given set of properties and a given approach.
In addition, the pre-prototype may include a computational
implementation of one or two of the features. Major
properties of engineering design should be captured in the
software. Engineers, typically, generate and test design
alternatives for the search space of a given design
specification. A rough design is produced and backtracking
through the search space then produces incremental
improvements in the design.

The simplest situation of problem solving in
engineering design occurs when a previous design is
implemented without modification; specifications are tested
and a single unidirectional path through the search space is
produced. Because of the project's time constraints, that
type of solution was selected for the computational
demonstration along with an uncomplicated area of 1lighting
design on a spacecraft, the crew dquarters. A sample
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DIMENSION3 (DEPTH)=39,SIN. STANDARD-D3 STANDARD-CREW-QUART. DIMENSIONS
STANDARD-WEIGHT-CONSTRAINTS-APPLY STANDARD-HEAT-CONSTRAINTS-APPLY STANDARD-
POMER-CONSTRAINTS-APPLY  STANDARD-WEIGHT:HEAT:POWER-CONSTRAINTS NO-DESIGN-
CHANGE: USE-STANDARD- 1 SWATT-LUMINAIRE: THO-PARALLEL-F IXTURES

FINAL RESULT: NO-DESIGN-CHANGE:USE-STANDARD-1SWATT-LUMINAIRE: TWO-PARALLEL-
FIXTURES

87-38-1988  16:16:31 NORMAL TERMINATION

RULE 7 Deduces STANDARD-D3

Short-tera sesory (DATA BASE) now contains:

DIMENSIONI (HEIGHT)=8@IN. STANDARD-D1 DIMENSION2(WIDTH)=41.5IN. STANDARD-D2
DIMENSION3(DEPTH)=39.9IN. STANDARD-D3

RULE 8 Deduces STANDARD-CREW-GUART.DIMENSIONS

Short-tera sesory (DATA BASE) nov contains:

DIMENSIONT (HEIGHT)=88IN. STANDARD-D1 DIMENSION2(WIDTH)=41,5IN. STANDARD-D2
DIMENSION3(DEPTH)=39.5IN. STANDARD-D3 STANDARD-CREW-BUART.DIMENSIONS

The Systea is trying to prove goal STANDARD-WEIGHT:HEAT:POMER-CONSTRAINTS
The System is trying to prove goal STANDARD-WEIGHT-CONSTRAINTS-APPLY

All relevant rules have fired, can't prove STANDARD-WEIGHT-CONSTRAINTS-
APPLY, vhich is not in STH-DB nor the consequent of a Rule,

Figure 4.(continued) - A sasple run of the pre-prototype expert systea.
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demonstration run is shown in Fig 4.

It should be possible to develop a spacecraft lighting
advisor in an incremental fashion starting with the least
problematic design areas and working up to the most
difficult. Successful development of a heuristic system that
evaluates the difficulty and feasibility of design problems
for solution by an expert system is not guaranteed at this
stage in the evolution of the technology.

SUMMARY

In this paper, we have examined the problems associated
with the 1loss of specialized expertise and institutional
memory through the attrition of personnel. The costs to the
NASA organization were examined and several possible
solutions were critiqued. Two solutions were selected for

detailed examination: hypertext and expert systems. A
paradigmatic case was selected in the person of an in-house
expert on spacecraft 1lighting and windows. Sample

computational implementations were produced and described.
These were determined to offer reasonable solutions to at

least part of the problem.
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ABSTRACT

This paper 1is concerned with the application of
parallel techniques for electrical power system analysis.
The Newton-Raphson method of load flow analysis was used
along with the decomposition-coordination technique to
perform load flow analysis. The decomposition-coordination
technique enables tasks to be performed in parallel by
partitioning the electrical power system into independent
local problems. Each independent local problem represents a
portion of the total electrical power system on which a load
flow analysis can be preformed. The load flow analysis is
preformed on these partitioned elements by using the Newton-
Raphson load flow method. These independent local problems
will produce results for voltage and power which can then be
passed to the coordinator portion of the solution procedure.
The coordinator problem uses the results of the 1local
problems to determine if any correction is needed on the
local problems. The coordinator problem is also solved by
an iterative method much like the local problem. The
iterative method for the coordination problem will also ‘"be
the Newton-Raphson method. Therefore, each iteration at the
coordination level will result in new values for the 1local
problems. The local problems will have to be solved again
along with the coordinator problem until some convergence
conditions are met.



INTRODUCTION

This paper will use the decomposition-coordination
technique which enables task to be performed in parallel

when solving sets of nonlinear equations(l, 4, 5, 6). Sets
of nonlinear equations occur when performing a 1load flow
analysis on an electrical power system(3, 7, 8). Load flow

is the solution of an electrical network that gives the
values of currents, voltages, and power flows at every bus
(node) in the electrical power system(3, 7, 8). In the load
flow problem nonlinear relationships between voltage and
power occur at each bus(3, 7, 8). The values of the voltage
and power must be solved for at each bus so that the
response of the electrical power system can be determined.
With the increase in the size of new proposed space Dbased
electrical power systems, it will become necessary to have
very fast simulation (solution) of these systems. Very fast
simulation of the electrical power system will aid in the
evaluation of the system performance by decreasing the speed
of calculations(l, 3, 4, 6, 7, 8).

LOAD FLOW ANALYSIS

The Newton-Raphson method for preforming the load flow
calculation was used(2, 3, 7, 8). Taylor series expansion
for a function of two or more variables is the basis of the
Newton-Raphson method. Partial derivatives of order greater
than 1 are neglected in the series terms of the Taylor

series expansion. The Newton-Raphson method was used
because it calculates corrections while taking into account
all other interactions. The number of iterations required

by the Newton-Raphson method using bus admittances is
practically independent of the number of buses(3, 7, 8).
For these reasons shorter computer time for a solution of
the 1load flow problem could occur when analyzing large
electrical power systems(3, 7, 8).

The solution of the load flow prcblem is initiated by
assuming voltage values for all buses execpt the slack
bus(3, 7, 8). The slack bus is the point at which the
voltage is specified and remains fixed. The voltage at the
slack bus is fixed because the net power flow of the system
cannot be fixed in advance until the load flow study is
complete(3, 7, 8). The power calculation at the slack bus
supplies the difference between the specified real power
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into the system at the other buses and the total system
output plus losses(3, 7, 8). The Newton-Raphson method for
load flow analysis will be used to solve the 1load flow
problem at the local and coordinator problem levels (2, 3, 7,
8).

DECOMPOSITION~-COORDINATION METHOD

The decomposition-coordination method enables tasks to
be preformed in parallel by partitioning the electrical
power system into independent local problems(l, 4, 6). The
power system presented in Figure 1 was solved by "~ defining
three local problems and a coordinator problem(l, 4, 6).

Ell 0.250 Eyy 1.08 .23 0.250 Eyy

[———AAA- AAA AAA—

{ g.1a EIZ 0.2 0.20 Eyp0.18 {

- -15C -100¥ —

~100¥

FIGURE 1.-CIRCUIT DIAGRAM OF POWER SYSTEM TO BE ANALYZED.

The local problems were solved by the Newton-Raphson
procedure (1, 2, 3, 4, 6, 7, 8):

nel _ n | 2Fi(Pi,vyi) | I

v : (pT, v,
1 ' av., lv =v’3J Fi(Pi» Vi) (D




Starting with an initial guess for the voltage, equation (1)
was used successively until convergence was achieved(l, 2,
3, 4, 6, 7, 8). Convergence is achievied when the power
equations are in balance at each bus(3, 7, 8). This 1is
represented by the following equation:

- (2)

The system of equations which describe the three 1local
problems are given in Table 1.

TABLE 1.-LOCAL PROBLEM EQUATIONS.

2
F(P ,V ) =-pP +14E =-10E E -4E E =0

11 11 11 11 11 12 ~113
2
F(p ,Vv ) =-P -10E E +15E -5BE E =0
12 12 12 11 12 12 12 13
2
F(gp ,Vv ) = -P -4E E -SE E +9E =0
13 13 13 11 13 12 13 13
2
_ F(p ,v ) =-Pp +42E -E E -E E =0
13 13 13 13 13 23 13 33
2
F(p ,v ) =-p -E E +2E -E E =0
23 23 23 12 23 23 23 33
2
F(p ,v ) =-Pp -E E -E E +2E =0
33 33 33 13 33 23 33 33

2
F(p ,Vv ) = -P +14E -10E E =~4E E =0
21 21 21 21 21 22 21 23

2
F(p ,v ) =-p =-10E E +15E8 =-S5E E =0
22 22 22 21 22 22 22 23

2
F(p ,V ) = -P =-4E E -SE E +9E = 0
23 23 23 21 23 22 23 23

The solution for the local problems are wusually not
available in an explicit form. Therefore, the coordinator
problem must be solved iteratively. This implies that for
each iteration at the coordinator level, new values for the
input to the local problem will result(l, 4, 6).
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The Newton-Raphson procedure was also used for the
solution of the coordinator problem:

3F, (Py.»Vy) -1
m+1 m k'¥k* 'k m
Yk T Vx T 3 | Fie(Pye> Vi) - (3
: vk Vk~Vk

Starting with an initial guess for the voltage (these values
should come from the last solution of the 1local problem),
equation (3) was used successively until convergence was

achieved(1l, 2, 3, 4, 6, 7, 8). Convergence is achieved just
like that of the local problem when the power equations
balance to zero (or within a preset error). This 1is

represented by the following equations:

Fy (py, Vi) = 0 . (4)

The equations which describe the coordinator problem are
given in Table 2,

TABLE 2.-COORDINATOR PROBLEM EQUATIONS.

2
F(P ,V ) -p +14E -10E E -4E E =0
31 31 31 31 31 32 31 33

2
F(¢ ,v ) =-P =~10E E +15E =-5E E =0
2 32 32 31 32 32 32 33

2
F(p ,V ) = -P -4E E -5E E +98 =0
3 33 33 31 33 32 23 33

EXAMPLE SOLUTION AND RESULTS

To solve the load flow problem of Figure 1 the 1local
and coordinator problems of Table 1 and 2 were first solved
by the following process:

1. There were three local problems designated and
slack buses were assigned(given Table 3).
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2. The local problems were then solved to
determine what value of voltage and power must
be present at the buses of each local system
to meet the load requirement of each 1local
problem.

3. The coordinator problem was then solved by
assigning a slack bus(given Table 3) and using
the most recent values of the voltage and
power from the local problem.

This process was continued until the local and coordinator
problems converged on a value of voltage for all buses. The
results of this process are given in Table 3.

TABLE 3.-SOLUTION OF THE LOAD FLOW PROBLEM FOR FIGURE 1.

Local Problem Iteration 1.
Bus Power Voltage Bus Power Voltage Bus Power Voltage
11 120.000 30.588 13 ~-30.579 30.303 21 120.000 30.738
12 -150.000 30.228 23 20.017 30.595 22 -100.000 30.440
13 30.579 30.500* 33 11,213 30.500% 23 - 20.017 30.500*

Coordinator Problem Iteration 1.
Bus Power Voltage
31 112.051 30.500*
32 -100.000 30.212
33 - 11.213 30.299

Local Problem Iteration 2.
Bus Power Voltage Bus Power Voltage Bus Power Voltage
11 120.000 30.388 13 -31.703 29.797 21 120.000 30.828
12 -150.000 30.026 23 18.874 30.359 22 -100.000 30.532
13 31.703 30.303* 33 13.399 30.299* 23 - 18.874 30.595*

Coordinator Problem Iteration 2.
Bus Power Voltage
31 114.446 30.500*
32 -100.000 30.209
33 - 13.399 30.289

Local Problem Iteration 3.
Bus Power Voltage Bus Power Voltage Bus Power Voltage
11 120.000 29.882 13 -31.763 29.785 21 120.000 30.534
12 -150.000 29.515 23 18.877 30.348 22 -100.000 30.235
13 31.763 29,797 33 13.458 30.289* 23 - 18.877 30.299*

Coordinator Problem Iteration 3.
Bus Power Voltage
31 114.507 30.500*
32 ~100.000 30.208
33 - 13.458 30.288

Local Problem Iteration 4.
B3us Power Voltage Bus Power Voltage Bus Power Voltage
11 120.000 29.871 13 -31.765 29.785 21 120.000 30.583
12 -150.000 29.503 23 18.880 30.348 22 -100.000 30.284
13 31.765 29.785* 33 13.449 30.289* 23 - 18.889 30.348*

Coordinator Problem Iteration 4.
Bus Power YVoltage
31 114.498 30.500*
23 -100.000 30.209
33 - 13.449 30.289

5-7
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As can be seen from the results of Table 3 convergence of
the wvalues of voltage and power have occured to within an
error of 0.01. To continue this solution procedure for 1
more iteration will result in convergence at errors of less
then 0.001 for the voltage and power.

CONCLUSION

This research wused the decomposition-coordination
technique along with the Newton-Raphson method to preform

load flow analysis. It has Dbeen shown that parallel
techniques can be wused to solve standard power system
problems. The solution procedure required the formulation

of a set of local problems which could be run in parallel.
The results of these local problems were then passed to the
coordinator problem to determine if any correction is needed
to the local problem. This process was continued until
convergence conditions were met.
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ABSTRACT

The main objective of this research is to develop an
algorithm for isolated-word recognition. This research is
focused on digital signal analysis rather than linguistic
analysis of speech. Features extraction is carried out by
applying a Linear Predictive Coding (LPC) algorithm with
order of 10. Continuous-word and speaker independent
recognition will be considered in future study after
accomplishing this isolated word research

To implement and test the proposed algorithm a
microcomputer-based data acquisition system has been designed
and constructed. The system digitizes the voice signal,
after passing through a 100 c¢/8-3.8 Kc/s band pass filter,
with a sample rate of 8 KHz and stores the digitized data
into a 64Kx10-dynamic random access memory (DRAM) buffer. A
squelch circuit consists mainly of comparators (741s885)
detects the beginning of the spoken word. The end of the
word is detected by a software algorithm based on comparing
the speech energy with a precalculated threshold. A flag
signals the end of sampling and the data is transferred from
the buffer to an IBM-PC where it is segmented into frames
each, 30 millisecond long, and the LPC coefficients are
calculated.

To examine the similarity between the reference and the
training sets, two approaches are explored. The first is
implementing traditional pattern recognition techniques where
a dynamic time warping algorithm is applied to align the two
sets and calculate the probability of matching by measuring
the Euclidean distance between the two seta. The second is
implementing a backpropagation artificial neural net model
with three layers as the pattern classifier. The adaptation
rule implemented in this network is the generalized least
mean square (LMS) rule.

The first approach has been accomplished. A wvocabulary
of 50 words was selected and tested, the accuracy of the
algorithm was found to be around 85%. The second approach is
in progress at the present time. The topology of the
backpropagation model consists of three layers: input,
hidden, and output. The actual output of each node is
calculated using a sigmoid nonlinearity function of the inner
product of the weight and the inpuﬂd the weights are adapted
by using the formula le + u E X:. where u is the
gain factor, E. is the error. and X; is ehe input. The
network is being simulated on a PC.
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N UCTION

For more than a decade the United States Government,
foreign countries especially Japan, private corporations, and
universities have been engaged in extensive research on
human-machine interaction by voice. The benefits of this
interaction is especially noteworthy in situations when the
individual is engaged in such hands/eyes-busy task, or in low
light or darkness, or when tactile contact is
impractical/impossible. These benefits make voice control a
very effective tool for space~related tasks. Some of the
voice control applications that have heen studied in NASA-JSC
are: VCS Flight experiments, payload bay cameras, EVA heads
up display, mission control center display units, and voice
command robot. A special benefit of voice control is in zero
gravity condition where voice is a very suitable tool in
controlling space vehicle equipment.

Automatic speech recognition is carried out mostly by
extracting features from the speech signal and storing thea
in reference templates in the computer. These features carry
the signature of the speech signal. These reference
templates contain the features of a phoneme, word, or a
sentence, depending on the structure of the recogniger. 1If a
voice interaction with the computer takes place, the computer
extracts features from this voice signal and compares it with
the reference templates. If a match is found, the computer
executes a programmable task such as moving the camera up or
down.

Several digital signal processing algorithms are availa-
ble for speech feature extraction. The efficiency of the
current algorithms is limited by: hardware restriction, exec-
ution time, and easiness of use. Some of these algorithms
are: Linear Predictive Coding (LPC), Short-time Fourier Anal-
ysis, and Cepstrum analysis. Among these algorithms, LPC is
the most widely used since it is easy to use, has short exec-
ution time, and do not require large memory storage.
However, this algorithm has several limitations due to the
assumptions upon which it is based upon.

Current speech recognition technology is not sufficiently
advanced to achieve high performance on continuous spoken
input with large vocabularies and/or arbitrary speakers. A
major obstacle in achieving such high performance is the
limited capability of the traditional pattern recognition
(classifier) algorithms that are currently implemented. Due
to this limited capability, and considering the fact that
humans have a fascinating capability of recognizing the
spoken words, researchers have started to explore the
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possibility of implementing human-like models, or what is
known as artificial neural networks, as the pattern
classifiers.

Neural net models have the greatest potential in area
such as speech and image recognition where many hypotheses
are pursued in parallel, high computation rates are required,
ability to learn is desired, and the current best systems are
far from equaling human performance. Most neural net
algorithms adapt connection weights in time to improve
performance based on current results. Adaptation or learning
is a major focus of neural net research. The ability to adapt
and continue learning is essential in area such as speech
recognition where training data is limited and new talkers,
new words, new dialects, new phrases, and new environments
are continuously encountered.

LINEAR PREDICTIVE CODING (LPC)

Feature extraction in our research is carried out
through a Linear Predictive Coding algorithm. The signal
corresponding to a spoken word is segmented into frames each
30 milliseconds long and the algorithm is applied to replace
each frame with 10 coefficients. In the following, we
briefly review the LPC algorithm. Details of this algorithm
can be found elsewhere [1-9]. This algorithm is built on the
fact- that there is a high correlation between adjacent
samples of the speech signal in the time domain. This fact
means that an nth sample of speech signal can be predicted
from previous samples. The correlation can be put in a
linear relationship as:

N

Yn = alY _1+82Yn‘2+o.-+apYn-p onon-ooooo.c(l)
where p is the order of analysis. Usually p ranges from 8 to
12. §_. is the predicted value of speech at time n and a’s
are the linear predictive coefficients. The prediction error
B, that resulted from the above linear relationship is:

P

En = .ZaiYn_i, 80 = 10 ..........(2)
i=0

To find the predictive coefficients which give least mean
square error, the above equation is squared, partially
differentiated with respect to a’s, and time average term by
term. The result is p equations in p unknowns as shown
below:
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;—ro rl 1‘2 ¢ o 0y rp_l— _al— :_rl.._
.—rp_l I‘p_2 I‘p_3 o 0 0y ro _ _8p_ irpj 0.00-0.(3)
with
ro = YnYno

—— 'c-l‘ctooo(4)
rj = YnYn+j = Yn"an

where r; is a correlation coefficient of waveform {(y,.)] and
r_.; = r; by the assumptions of stationary state of

- ¥, The
coéfficients a;’'s exist only if the matrix in equation g’is a
positive definite. To ensure that this condition is
gsatisfied, Yn is multiplexed by a time window W_. This
multiplexing makes y_ exist in a finite interval g}on 0 to
N-1, where N is the interval of the Window; a stable solution
for equation 3 is always obtained. Accordingly, rj can be
written. as:

N-j-1

-2
rj -= — YnYn+jwnwn+j .I'Q.......I.Q.......‘s)
N n=0

In our study, a Hamming window is implemented.
Calculation of the correlation coefficients by window
multiplexing is called the correlation method. a;’'s
correspond to the resonance frequencies of the signal, and if
P, the order of the analysis is selected correctly, these
a:.'s represent the formants, frequencies at which peaks of
the power spectrum of the speech signal occur. A block
diagram representing an algorithm for voice recognition based
on LPC analysis is shown in Figure 1.

N M N'n} P
! | | l
_L;‘
Sta ! BLZCK i Xz} | WINCCW ?(}_(n) AUTCCORRELATICN| Ry (m) LPC czz(m)
T ! Sis ANALYSIS —
—"! INTC ,—_—" FRAME ™ ANALYSI .
| FRAMES : ‘
—_ —

FIGURE 1. CALCULATION OF THE LPC COEFFICIENTS (5]
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EXPERIMENTAL DESIGN

To calculate the LPC coefficients and test the
performance of the proposed algorithm, a microprocessor-based
data acquisition system has been designed and constructed.
Figure 2 shows a block diagram of the system. The system is

C P
o o
VOICE _,,/CONDITIONING| _,] A/D N Blsaixio [ | R 18M
SIGNAL CIRCUIT 571N ;g 4164 T( PC
03 S
L
CONTROL
a [e
WINDOW

D}+ AF. D/A
amps 0800 M

FIGURE 2. A BLOCK DIAGRAM OF THE DATA ACQUISITION SYSTEM.

designed to lay the foundation for further expansion and
enhancement for more sophisticated microprocessor-based
speech identification/ recognition research. The systenm
receives the voice signal through a microphone coupled with
an audio amplifier. The voice signal passes through an active
multiple feedback bandpass filter with a 3db bandwidth of 3.5
KHz approximately. The output signal of the filter is
applied to the analog-to-digital converter where it is
digitized with a sampling rate of 8 KHz. A squelch circuit
is constructed to detect the beginning of the utterance and
accordingly activates a temporary storage buffer to store the
digitized data. The buffer consists of DRAMS with maximum
capacity of 64 Kbyte. A hardware flag (the output bit of a
flip flop) signals the end of sampling and the data is
transferred to the microprocessor where digital signal
analysis and pattern recognition algorithms are applied. The
digital-to-analog converter, power amplifier and loud speaker
are used to verify the storage. If the output of this
circuit matches the original signal, then the storage is
successful. The system has been tested successfully by the
aid of a function generator. Details of the hardware of the
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system can be found elsewhere [9].
PATTERN RECOGNITION

To recognize the spoken word, an algorithm that compares
between the reference and the training patterns to see
whether they match or not should be developed. Two
approaches will be discussed here. The first is a
traditional pattern classifier approach where training
pattern is aligned in time with the reference pattern and the
Euclidean distance between the two patterns is calculated and
taken as the probability of matching. The second is based on
implementing a backpropagation artificial neural network as
the pattern classifier. 1In the following, we discuss briefly
the two approaches.

A. Dynamic Time Warping (DTW)

The dynamic time warping (DTW) algorithm finds the
"optimal" (least cost) warping path w(n) which minimizes the
accumulated distance, D, between training and reference
patterns, subject to a set of path and endpoint constraints.
The dynamic programming algorithm is based upon the fact that
the optimal path to point (i,j) in the two dimensional matrix
illustrated in Figure 3 must pass through either the point
(i-1,j), or (i-1,j-1), or (i,j-1). The minimum accumulated
distance to point (i, j) is then given by:

D(i,j)=Dist(i,j)+Min{D(i-1,j),D(i-1,j-1),D(1i,Jj-
1)} -o-.o-o-no.o.lc(ll)

f—>

£53-\
O =i

A

o0
‘Cl.

=43V 4.

-
'

Reference

Unknown § —>»

FIGURE 3. DYNAMIC TIME ALIGNMENT

where Dist (i,j) is the distance between the reference and
training pattern at time j. The algorithm recursively
computes this distance column by column to determine the
minimum accumulated distance to the point (M,N), where M is
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the number of frames in the reference and N is the number of
frames in the unknown (training). This path results in a time
alignment in which the reference word has the maximum
acoustic similarity with the input.

B. Artificial Neural Network [10-18]

Artificial neural network is a non-algorithamic
information processing structure based on the architecture of
our biological nervous system. The structure is composed of
a massive number of processing elements operating in a
predetermined parallel operation. The processing elements
are connected by links with variable weight. The topology of
each network determines the way each processor is connected
to the other. The link can be excitory, inhibitory, or has
no effect on the activity of the processing element. See
Figure 4. The primary processing at each element consists of

Type | Typc R

FIGURE 4. A PROCESSING ELEMENT.

the calculation of weighted sums of the fism f(W 'XJ) and
weight changes of the form W, ."®%= G(W; i0X; N2 the
function f is usually a nonlinéar funct1on, : 1s the weight
of the link from element i to element j and.se is the input
to element i. See Figure 5. Figure 6 shows sone of the most

popular neural
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INPUT “
FIGURE 5. OUTPUT, INPUT, AND CONNECTION FOR
A PROCESSING ELEMENT
NEURAL NET CLASSIFIERS FOR FIXED PATTERNS
\
BINARY INPUT CONTINUOUS- VALUED INPUT
SUPERVISED ~UNSUPERVISED SUPERVISED ~ UNSUPERVISED
HOPFIELD HAMMING CARPENTER/ PERCEPTRON MULTI-LAYER  KOHONEN
NET NET  GROSSBERG PERCEPTRON SELF-ORGANIZING
CLASSIFER ] FEATURE MAPS
y
OPTIMUM  LEADER GAUSSIAN  k-NEAREST k- MEANS
CLASSFIER CLUSTERING CLASSIFER  NEIGHBOR CLUSTERING
ALGORITHM - MIXTURE ALGORITHM

FIGURE 6. CLASSIFICATION OF ARTIFICIAL NERURAL NETWORKS [10]

6-9



net models that can be used as classifiers with the classical

algorithms that are most similar to the neural net models are

listed along the bottom{10]. As shown in this figure, these
nets are first divided according to whether the input is

binary or continuous-value. Second, they are divided

according to whether they need supervision during training or

not. Since a multi-layer perceptron backpropagation model is

implemented in our study, we discuss in the following section

the topology and the learning rule of that model.

The Backpropagation Model [10,14,15]

Figure 7 shows the topology of the backpropagation
Output Patterns

Input Patterns

FIGURE 7. BACKPROPAGATION NETWORK.
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model. The model consists of 3 layers (input, hidden, and
output). each node in the input layer is connected to every
node in the hidden layer also each node in the hidden layer
is connected to every node in the output layer. The input of
the model is a continuous valued vector x_, XiseeeXN_q
representing either the LPC coefficients or é%e frequencies
of the Formants which are calculated from the coefficients.
Investigations, mainly experimental, will be carried out to
see which input is most suitable for word recognition. The
actual output Yor Yoo+ YM-1 is calculated as:

y = f{ E, WiX; - ©) where © is a predetermined threshold
and the function f is the sigmoid nonlinearity:

1

fla) 1 + e~(8-9)

Training of the network is carried out by sBetting the
output of the model to the desired output vector d,,
~dyseecdy_q- All elements of the desired output vector are

set to zero except for that corresponding to the current
input training word which is set to 1. The weights are
adjusted recursively from the output nodes to the hidden
nodes by the formula:

new _ old
Wij - Wij + u éjX’i
where u is the gain factor, 6: is the error, and X’i is
either the output of node i or is an input. If node j is an
output node, then
6j = Yj(l’YJ)(dJ‘YJ)n

where d; is the desired output of node j and y; is the
actual output. If node jJ is an internal hidden node, then

63 = XJ'(I‘XJ,) E;:bk"jk'

where k is over all nodes in the layers above node j.
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ABSTRACT

An environmental health monitoring plan for Space Station
will ensure crew health during prolonged habitation. The Space
Station, "Freedom" will operate for extended periods, 90+ days,
without resupply. A regenerative, closed loop life support system
will be utilized in order to minimize resupply logistics and
costs. Overboard disposal of wastes and venting of gases to space
will be minimal. All waste materials will be treated and
recycled. The concentrated wastes will be stabilized and stored
for ground disposal. The expected useful 1life of the station
(decades) and the diversity of materials brought aboard for
experimental or manufacturing purposes, increases the likelihood
of cabin contamination. Processes by which cabin contamination
can occur include: biological waste production, material off-
gassing, process leakage, accidental containment breach, and
accumulation due to poor removal efficiencies of the purification
units.

An industrial hygiene approach was taken to rationalize
monitoring needs and to identify the substances likely to be
present, the amount, and their hazard. This requires a thorough
knowledge of the onboard processes, their products and by-
products. Many factors influence the monitoring requirements for
Space Station: the enclosed space, the recirculation of supply
air, the experiences of past missions, the unique experimental
and manufacturing facilities, and the interfacing of other
modules with the U.S. core modules. Monitor development and
selection will be complicated due to the many technologies
competing for the 1life support systems, and the number of
experimental payloads under development, each having their own
unique monitoring requirements.

Monitoring options include: on-line sensors for process
control and determining efficacy of the life support regeneration
and purification units; monitors for specific components and
contaminants critical for life support; monitors for surrogate
parameters representative of contaminant groups likely to be
encountered; broad spectrum analyzers capable of identifying and
quantifying nearly any contaminant for leak detection and
remedial action; manual aboard sampling and analysis; and sample
collection/preservation with ground based analysis. Other
factors considered in the monitoring plan include: results of on
ground system tests; consequences of contaminant detection
failure; instrument parameters such as weight, volume,
reliability, specificity, detection 1limit, and maintenance
requirements; crew time and effort; expendables; and waste
production.



INDUSTRIAL HYGIENE PERSPECTIVE

It is standard practice in industry to monitor for those
agents in the workplace that may occur at levels approaching or
exceeding safe 1limits. Defining those limits and deciding on
which agents to monitor, calls for a systematic and thorough
approach, often employed in the field of industrial hygiene.

Industrial Hygiene is the science and art devoted to the
anticipation, recognition, evaluation, and control of
environmental factors and stresses arising in or from the
workplace that may cause sickness, impair health and well being,
discomfort or inefficiency amon%- workers, their families or
members of the community at large.

Work hazards should be anticipated before they exist and
action must be taken to prevent their occurrence, so no
individual is placed at undue risk. Recognition of potential
hazards requires familarity with the process and work operations
involved, the maintenance of an inventory of agents, a periodic
review of the job activities, and the effectiveness of control
measures.

Evaluation principally involves performing the monitoring to
determine the exposures, comparing the results with standards,
and communicating the judgement on the degree of hazard with the
individuals affected and those in authority to take corrective
action. Monitoring is a continuing program of observation and
judgement. Reasons for monitoring are: to determine exposure
levels; to determine effectiveness of control measures; to detect
process changes; to investigate complaints; and to confirm
compliance with standards.

In monitoring, part of the environment is sampled and the
quality of the whole enviromment is inferred. A number of factors
must be considered in order to take a representative sample. In
industry the concern is worker exposure, so air samples are taken
in the breathing zone of the worker, specified as twelve inches
from the nose. Data from such personal samples are better
correlated with exposures than any other type because of large
concentration gradients and awkward operator/machine interfaces
that can occur in industry. Sampling general workroom air is
effective when the emission rates are uniform and there is good
mixing. However, when relying on area sampling, documentation of
its correlation with personal samples must be available. Sampling
at the operation usually yields the highest concentration and
worst case exposures. Rest areas should be occasionally monitored
to confirm a clean zone of zero exposure.

All individuals exposed at or above the action level must be
monitored. The action level is some fraction of the standard
below which exposures must remain, usually one-half or one-fourth
the standard. It is prudent to monitor nearby workers and
complainers, as they may be sensitive to the agent, or an
unidentified process leak may be present, or a control device may
have failed.
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Sample duration depends on the detection 1limit of the
technique used for analysis, the standard, and the estimated air
concentration. The sample duration should represent an
identifiable period, consistent with the standard, the work shift
and the process. Common sample durations are eight hours, for
time weighted average standards and ten minutes for peak
concentrations. Continuous monitoring is required if ceiling
values are likely to be exceeded or when conditions immediately
dangerous to life and health may occur.

Monitoring results are compared with standards to determine
the severity of the exposure and a plan of action. Standards
which must be met are the Permissible Exposure Limits (PEL's)
published by the Occupational Safety and Health Administration
(OSHA) .2 These are legal standards and represent the minimum
effort required to maintain a safe and healthful workplace. Other
standards or guidelines are recommended by professional
organizations and consensus groups. Most widely used are the
Threshold Limit Values (TLV's) of the American Conference of
Governmental Industrial Hygienists (ACGIH).3 Most PEL's were
adopted from TLV's and most are eight hour time weighted average
or ceiling values. For each standard there is a criteria document
which presents data on which the standard is based.

Control can be achieved by reducing the emission source,
interrupting the air path, and protecting the receiver. Specific
control methods are: elimination or substitution with a 1less
harmful agent; process change; enclosure of the process or
source; isolation in time or distance; wet methods to reduce dust
loadings and to scrub gases; local exhaust ventilation to remove
the .contaminant at its source; dilution ventilation;
housekeeping; adequate maintenance; training and education of
workers; area and personal monitoring; and use of personal
protective equipment, mainly as backup for harmful or 1life
threatening situations.

Elimination, substitution, and process change are ground
based decisions that must be made well before flight. Strict
flight requirements are being relaxed to allow the use of off the
shelf items for Space Station. Isolation, wet methods, and
dilution are not compatible with space vehicles. During space
flight, control methods will rely heavily on enclosure, venting
to the trace contaminant control system, housekeeping, and
monitoring to assure a healthy cabin environment.

Supplied Breathing Air

Oon ground, when we encounter situations with probabilities
of oxygen deficiencies or conditions immediately dangerous to
life and health, breathing air must be supplled It must be
Grade D or better, with specifications as follows: oxygen 19-23%,
carbon monoxide (CO) <20 ppm, carbon dioxide (CO3) <1000 ppm,
condensed hydrocarbons <5 mg/M3, and the water content must be
stated. The air source is ambient air, supplied by a compressor
to a delivery system or cylinder for storage. Any one of these
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can be a source of contamination. A frequently encountered cause
of morbidity from contaminated air is carbon monoxide, from the
incomplete oxidation of hydrocarbons of the compressor fuel,
exhaust, and lubricants. Another source is from over heating of
charcoal filters used for purifying the intake air. For this
reason, continuous carbon monoxide and/or temperature monitors
are required on air supply compressors. The condensed
hydrocarbons can cause 1lipoid pneumonia and decrease the gas
exchange membrane surface in the lung. They may also oxidize to
CO and CO, within the storage cylinders. The water content is
important: if excessive, it can cause regulator valves to clog or
freeze, and promote cylinder corrosion; and if the air is too dry
then irritation of mucous membranes, eyes, nose, and throat can
occur. The oxygen (0O;) content should be checked routinely to
confirm adequate concentrations. Industrial users check every
cylinder of air before use, since several fatal incidents have
occurred due to low oxygen concentrations.

Confined Spaces

In confined spaces, an area is enclosed or partially
enclosed with poor ventilation and mixing with the outside air is
limited. Before entry, the atmosphere should be tested to ensure
the 0O, concentration is 19.5-21%. Toxic, flammable, and oxygen
displacing gases and vapors should also be monitored. Common
contaminants to check are hydrogen sulfide (H;S), CO, COp, and
methane (CHy), plus any other material that is likely to be
present because of prior storage. If conditions immediately
dangerous to 1life and health are probable, then continuous
monitoring is required, since conditions within a confined space
can change rapidly.

Nuclear Submarines

Submarines are enclosed environments with controlled
atmospheres and are capable of remaining submerged for extended
periods. Each submarine is equipped with a monitoring system
designed to measure gaseous atmospheric constituents which are
important in 1life support, called the Central Atmosphere
Monitoring System (CAMS-I). It continuously analyzes air from the
main fan room for eight substances, with a mass spectrometer (MS)
and an infrared analyzer (IR). The mass spectrometer looks at
specific m/e in the range of 2-300 amu. The average failure time
was reported to be 3500 hours.® It is considered a monitor and
not a trace contaminant detector, since sensitivity was
restricted to meet stability and dependability requirements.
CAMS-II is under development.7 It will use a scanning mass
spectrometer to measure 12 substances continuously from multiple
sample ports located throughout the submarine. The MS will
measure:



non-methane aliphatic hydrocarbons 0-100 ppm

aromatic hydrocarbons 0-10 ppm
benzene 0-10 ppm
carbon dioxide 0-3.3 %
hydrogen 0-5 %
nitrogen 0-80 %
oxygen 0-25 %
refrigerant R-11 0-1200 ppm
refrigerant R-12 0-1200 ppm
trichloroethylene 0-100 ppm
water vapor 0-4 %

Since the MS cannot resolve CO and N, as both have m/e of 28, an
IR measures for CO. CO is a major concern in submarines because
of combustion processes, smoking, cooking, and smoldering of
activated charcoal filters designed to remove odors,
refrigerants, and hydrocarbons. Refrigerants themselves are of
little concern, however their decomposition products from
compressors or fire are corr051ve, toxic, and will poison the
catalytic oxidizer. Also on board is a paramagnetic O, analyzer
and a Dwyer CO; analyzer. A portable photoionization detector is
used for hydrocarbons, it 1is referred to as the "trace gas
analyzer." Earlier CAMS used a gas chromatograph with a flame
ionization detector as a hydrocarbon detector in which 100 ml
samples were injected. It was not compatible with submarine
duty. An assortment of Draeger detector tubes are used for leak
detection and for CAMS backup.

MONITORING ON SHUTTLE

The air revitalization system and many other systems on_the
Shuttle are different from those proposed for Space Station.? on
the Shuttle, CO, is removed by LiOH canisters which are changed
when the CO, concentration is 50 mm of Hg, or every 12 hours.
Activated charcoal filters are used to remove hydrocarbons and
odors. Carbon monoxide is oxidized to CO; in a low temperature
catalytic oxidizer, located downstream from the humidity and
thermal control unit. The activated charcoal filters and the low
temperature catalytic oxidizer are capable of removing most
contaminants that may occur. Fresh air is supplied from cryogenic
liquid nitrogen (N3) and (02) stored on board. Thus on the
Shuttle, continuous monitoring is done for total pressure,
temperature, humidity, 0, and CO;. Air samples are taken in
evacuated bottles, and by active collection on various sorbent
tubes, such as charcoal, tenax, and molecular sieve. Those
samples are. post-flight analyzed in ground based laboratories.
The charcoal and LiOH air purification filters are also often
analyzed for contaminants.



MONITORING NEEDS

Experiences of past missions and ground based systems tests
have identified a number of health concerns that should be
addressed in a monitoring plan for Space Station. Paramount is
the flight and post flight health complaints of the crews:
headache; irritation of the eyes and upper resgiratory tract; and
odor complaints, symptomatic of noxious air. 0 Early missions
had insufficient monitoring data for evaluation, which indicated
a need for a more comprehensive monitoring system. Analyses of
activated carbon and lithium hydroxide filters of the atmospheric
revitalization systems, and the active sampling and analysis for
air contaminants of later missions have identified over 250
contaminants in spacecraft air.ll Most were observed at trace
levels, well below the Spacecraft Maximum Allowable Concentration
(SMAC) . Others may have elicited symptoms among crew members, may
accumulate to harmful levels, or may have potential to poison the
spacecraft life support system.

Nitrogen tetroxide (N;04), hydrazine, and monomethyl
hydrazine are the main liquid propellants to be used on Space
Station. Because of the quantities involved and the frequency of
extra vehicular activity (EVA), some Space Station contamination
will occur. An air lock will likely serve as a decontamination
station and will contain a propellant monitor. If elevated
propellant concentrations are detected in the air lock, then that
atmosphere will be dumped to space to prevent contamination of
the cabin atmosphere. The air revitalization and trace
contaminant control systems were not designed to handle high
pollutant 1loads. Some N304 contamination occurred on Apollo-
Soyuz.

Halon 1301 is the fire suppressant to be used on Space
Station. Halon was detected on spacelab mission SL-1 and on
Shuttle missions STS-3, and STS-4. The trace contaminant control
system (TCCS) will only handle modest quantities. Halon
degradation products are toxic and will poison the catalytic
oxidizer. If a halon release occurs it will be necessary to vent
the cabin air to space and repressurize.

Methane is a metabolic product which usually accumulates as
each mission progresses. It will 1likely be the contaminant of
greatest concentration. The Bosch CO; reduction system, a
candidate for the air revitalization system (ARS), will produce
large quantities of methane. A high temperature catalytic
oxidizer will be required to keep CH; concentrations below 1
ppm. 12,13

CO, a product of incomplete combustion, may be released from
metabolic processes, smoldering of carbon filters, or fire. The
Bosch CO, reduction system produces CO and the potential for
rapid accumulation exists, _if not removed by the trace
contaminant control system.lzr

Ammonia (NH3), a product of metabolism will be released from
urine processing, and it is probably a degradation product of the
solid amine resin proposed for the ARs.l4 Phosphoric acid
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impregnated charcoal filters can remove NHj.

Hydrogen (H;) will be produced by electrolysis and used in
CO, reduction by both the Bosch and the sabatier
processes.12,13,15 A pressure gradient will be used to minimize
the likelihood of explosive mixtures from developing, if a leak
occurs.

Toluene was detected on a number of missions. On Shuttle
mission STS~-2, toluene approached the SMAC value in one sample.
Subsequent analyses indicated that for the sample, the additive
toxicity hazard index for systemic poisons_ was exceeded by 1.22
times, with toluene the major constituent.l® Toluene is also a
contiﬁinant which off gases from the solid amine resin of the
ARS.

Trimethylamine is a principal breakdown product of the solid
amine resin of the ARS. The trimethylamine concentration has
exceeded safe limits in tests of the ARS.14 Because of the
numerous trace organics off gassing from solid amine process a
post sorbent bed such as phosphoric acid impregnated charcoal
will be used.

Glutaraldehyde and silicon escaped containment on Spacelab
mission SL-D1. Glutaraldehyde is a preservative and disinfectant
with irritating properties. It may also be used in
electrophoresis experiments on Space Station. Silicon compounds
are catalyst poisons and will occur on Space Station.

Freons have been detected on all Shuttle missions.l® The
degradation products are corrosive, irritating, toxic, and
catalyst poisons. Freon 12 will be on Space Station.

A computer model developed from Shuttle charcoal canister
analysis for TCCS contaminant removal studies indicated that five
contaminants may exceed SMAC values: propenal (acrolein), an
irritant; benzene, a systemic poison and carcinogen; o-
diethylphthalate, an irritant; propylfluorosilane, an irritant
and catalyst_poison; and 2-methylhexane, a central nervous system
depressant.17 Benzene has also tem%Prarily exceeded SMAC values
during preflight off gassing tests.l

Ethanal (acetaldehyde), ethanol, dichloromethane, and
acetone have a high frequency of occurrence on shuttle missions
and are likely to be present on Space Station.16

Oxidation products will be produced in the catalytic
oxidizer. Post sorbent beds are necessary to prevent the release
of oxidants and free radicals to the cabin air from the TcCCS.
Also, it has been hypothesized that secondary pollutants are
important in cabin atmospheres. Trial simulations have indicated
that spacecraft cabins may develop elevated NO, concentrations
and ozone (0O3) concentrations exceeding SMAC values.18 oxidation
products, NO,, O3, and formaldehyde, were among the contaminants
suspected of causing irritation on Shuttle flights, although
particulates from biological sources were the undisputed cause of
crew discomfort.

Major metabolic products which must be removed by the ARS
and the TCCS are CO, CO,, NH3, H3S, CH4, organic acids, and
mercaptans.20
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Foul odors have been observed on a number of missions. Many
were attributable to metabolic products. An unusual odor and crew
headaches occurred on Shuttle flight STS-6. Burnt wire insulation
from an electrical short was the suspected causal agent.10
Electrical fire can produce a number of noxious agents including
halogenated organics, benzene derivatives, nitriles, and
cyanates.21 Space Station design must be able to handle such
contingencies either through the TCCS or a smoke removal unit, 22
without having to rely on venting the cabin air to space and
repressurizing.

For fire safety concerns, Halon 1301 will be used for fire
suppression, followed by venting cabin air to space and
repressurizing. Smoke detectors are an integral part of the fire
detection and suppression system. To protect from toxic
combustion products, infrared monitors are recommended for CO,
hydrogen fluoride (HF), and hydrogen cyanide (HCN).

Volatiles will be released to the atmosphere from
electrolysis and from phase change urine proce551!? Carboxylic
acids and phenols will be major contaminants. Iodination
products from the water disinfection process may cross the
air/water interface and permeate the entire 1life support
environment. The identity of these products, their expected
concentrations, and their medical effects are largely unknown.
However, I suspect the byproduct concentrations and effects of
iodination are less than those resulting from chlorination.

SPACE STATION CONFIGURATION

Space Station is designed to operate for extended periods,
90 plus days, without resupply. A regenerative, nearly closed
loop life support system will be required to minimize resupply
logistics and costs. Overboard disposal of wastes and venting of
gases to space will be minimal. All waste materials will be
treated and recycled. The concentrated wastes will be stabilized
and stored for ground disposal. The expected useful life of the
station is decades and a diversity of materials will be brought
aboard for experimental or manufacturing purposes. The likelihood
of cabin contamination is great. Cabin contamination can occur
from a number of sources: biological waste production, material
off gassing, process leakage, accidental containment breach, and
accumulation due to poor removal efficiencies of the purification
units.

The Space Station, "Freedom," will have four modules: the
U.S. Laboratory (USLAB); the U.S. Habitation module (USHAB); the
Japanese Experimental Module (JEM); and the European Space Agency
(ESA) module, Columbus. The modules are connected by four
resource nodes. Two airlocks and a logistics module are connected
to the resource nodes. Each module will have an independent
Environmental Control Life Support System (ECLSS), complete with
a Trace Contaminant Control System (TCCS). The U.S. modules will
have four Air Revitalization Systems (ARS), two in each module.
Each ARS is designed to support four crew members; One ARS at a

7-9



time will operate in each module.

The ARS will provide ventilation to each module and node but
not to the airlocks. Intramodule circulation will approximate
near perfect mixing. Intermodule air exchange design is 130 cubic
feet per minute (CFM) through 4-4.5 inch ducts.?27 The
ventilation design is primarily based on: heat transfer and
humidity control to maintain crew comfort; and O; supply and CO,
removal requirements to maintain a healthful atmosphere. The
air exchange rate will be 1-2 years, achieved through air loss
from leakage and airlock EVA.

ESA Columbus Module

ESA Columbus monitoring requirements are based on the fact,
that the types of contaminants and their buildup characteristics
are not precisely known, and that safety will require the
monitoring of all contaminants permanently.29 Hence, ESA is
developing, for Columbus, a GC/MS to monitor N,, CO,, O, H5O,
plus a lengthy target list of trace contaminants. The contaminant
list includes 15 alcohols, 5 aldehydes, 12 aromatics, 11 esters,
3 ethers, 21 halocarbons, 37 hydrocarbons, 8 Xketones, and 11
miscellaneous compounds , such as NH3, CO, Hp,S, Hy;, O3, SO5, NO,
and NO,.

Japanese Experimental Module

The 70 M3 JEM and its 24 M3 logistics module are designed
for two crew members.30 The JEM will have an independent ECLSS
interfaced with the Space Station core. However, concentrated CO,
will be returned to U.S. modules for processing, and wastewater
will be returned to the U.S. modules for processing and H;0
recovery. Its TCCS design is based on a contaminant load of 15.4
grams/day.31

The JEM will continuously monitor for total pressure,
temperature, humidity, O,, and CO;. The JEM will rely on the U.S.
modules for trace gas analysis via sample lines. A GC/MS is
expected.

U.S. Modules

The U.S modules will provide facilities for on-orbit
repair, health maintenance, and a number of material processing
and biological experiments intended to lead to manufacturing in
space.

A maintenance work station will allow on-orbit repair of
defective or damaged hardware. Processes likely to be required
are drilling, sawing, welding, soldering, and epoxy gluing. A
work bench/contaminant control console is envisioned that will
collect the particulate and gaseous emissions generated in the
repair process near their source.32 The rack would be equipped
with filters and the air recirculated with some venting to the
TCCS. The work station would be a source of particulates, metal

7-10



fumes, and gases not encountered on prior missions.

The health maintenance facility will provide critical care
for one individual for 28 days and outpatient care for the crew
complement for the mission duration. The eq?ipment and supply
list for this facility will be 1lergthy.3 It may be an
additional source of trace contaminants, mainly sterilants.

The U.S. Laboratory will provide facilities for experiments
and manufacturing.34 The on board processes will generate
biologicals, combustion and oxidation products, acid gases, metal
and crystal fumes, and assorted lab wastes. Many of these
materials are capable of adversely affecting the ECLSS subsystems
by poisoning the catalyst or absorption beds, or they could
appear in the humidity condensate, the potable water supply.
Materials will have to be stored, then transported to the point
of use, and the waste products handled. The lab racks will be
contained with at least a two failure tolerant design. They will
be equipped with some type of contaminant control equipment and
vented to the TCCS. The 1lab racks should be equipped with
monitors, specific for the process they contain to detect
internal leaks. The chemical storage area should be monitored,
and the cabin atmosphere must be sampled to alert the crew of any
leak.

Trace Contaminant Control System

The technology base for the TCCS is good. Only limited
system tests have been conducted but they have worked as
predicted. The TCCS will consist of fixed bed charcoal filters,
high -efficiency particulate filters, and a high temperature (680
°C) catalytic oxidizer (palladium/aluminum) with pre and post
sorbent beds of LiOH. There will be four units, two in each
module. The air flow through each catalytic oxidizer is 2.5 CFM,
or 5 CFM for the two U.S. modules.l2 fThis is only 4 air changes
per day of what should be considered as fresh air. It may be too
low. The TCCS will receive cabin air from the temperature and
humidity control system. Purge gases from the ARS, waste water
recovery, urine processing, waste reduction and storage systems,
and lab racks are to be routed to the TCCS for contaminant
removal. For comparison, the indoor air quality ventilation
guideline is 15 CFM per person.3% The guideline is intended to
keep odors to an acceptable level to 80% of the visitors entering
the space and it assumes that one third of the occupants are
smoking at the rate of 2.2 cigarettes per hour.

TECHNOLOGY ASSESSMENT

A technology assessment study on monitoring systems was
performed by Battelle Columbus Diwvision for NASA.1l fThey
recommended: 1) a long path Fourier transform infrared (FTIR)
analyzer for rapid detection of high risk contamination
incidents, and 2) a GC/MS with mass selective or ion-trap
technologies for detailed monitoring of extended crew exposures
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to low (ppb) contaminations. Priority requirements for rating the
candidate monitoring systems were: real time output, which is
particularly important in closed environments and long duration
missions; ability to detect and quantify a wide range and number
of volatile compounds; ability to trigger a warning when the SMAC
is approached; and the ability to monitor several modules and
airlocks simultaneously. In the assessment, many instrument
parameters were considered, each weighted equally: weight,
volume, power requirements, sensitivity, dynamic range, response
time, selectivity, growth capability, crew time, by-product
generation, consumables, reliability, and maintenance.
Instruments and systems considered included: CAMS, 1long path
FTIR, matrix isolation FTIR, GC/MS, GC/photoionization detector,
electrochemical devices, and chemiluminescent monitors. Long path
FTIR and GC/MS appeared to be the most promising technologies for
Space Station monitoring. However, several critical questions are
yet to be answered: what is the target list of compounds to be
monitored; which must be monitored on a continuous real time
basis; at what concentration ranges; and in how many locations?

CONCLUSIONS

Development of the monitoring plan for Space Station will be
a continuing process. The monitoring system must be adaptable to
accommodate new parameters and concentration ranges. All agents
should be monitored that have a reasonable probability of
occurrence at or above some action level, such one-half the SMAC.
The analytical method relied upon must be able to quantify at
action level concentrations. The basis for monitoring should be
the contaminants: toxicity, quantities or production rates,
removal efficiencies of the ECLSS system, and capacity to poison
the ECLSS systemn.

Monitoring for all contaminants at multiple sites and at
part per billion concentrations is impracticable and should not
be attempted. Monitoring for a contaminant should not be done
simply because there is an assigned SMAC. Equipment control
monitors, and the monitoring of a surrogate parameter as a
substitute for the etiological agent should not be relied upon
when making health evaluations.

A GC/MS should be developed for Space Station. It should be
a fixed instrument that continuously samples the well mixed cabin
return air. It should have a sample line to each module and
airlock for routine comparison of atmospheres from remote
sections of the spacecraft. It should be capable of monitoring
for major atmospheric components (e.g. Ny, 03, CO,, H,0, Hp;, CO,
CH4, and Halon 1301) and numerous trace gases (e.g. hydrocarbons,
halocarbons, silanes, and phenols).

A LP/FTIR could detect modest levels of many compounds not
readily amendable to GC/MS analyses (e.g. inorganics, acid and
basic gases, oxidation products, and CO). It could also serve as
a trace hydrocarbon detector.

A portable hand held hydrocarbon detector should be
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available for leak detection in remote areas of the spacecraft. A
TLV Sniffer (has good response for CH4) or H-Nu photoionization
type instrument can detect low ppm concentrations of hydrocarbons
and should be adequate for this purpose.

Redundant monitors should be present for critical
parameters: IR for CO; IR or electrochemical for CO,; and
electrochemical for O,.

Particulates and fumes could be measured by either
photometric or piezoelectric aerosol monitors. Sample collection
and ground based analyses will be necessary for verifying mass
loadings, particle size distributions, and chemical components
often present particle bound (metals, semi-volatile and non-
volatile compounds).

Each experiment and manufacturing process must be evaluated
for possible sources of cabin contamination. The lab racks should
be equipped with monitoring devices specific to the process being
contained. There are many miniature photometric, IR, and
electrochemical devices which could serve this need.

Finally, sample collection and preservation will have to be
continued for ground based analyses, to confirm the accuracy and
reliability of the on board monitoring system.
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Several radiation models for low density nonequilibrium
hypersonic flow are studied in this report. It is proposed that
these models should be tested by the 3-D VRFL code developed at
NASA/JISC. A modified and optimized radiation. model may be
obtained from the testing. Then, the current VRFL code could be
expanded to solve hypersonic flow problems with nonequilibrium
thermal radiation.

INTRODUCTION

When hypersaonic flight vehicles, such as Aeroassisted Orbiter
Transfer Vehicles (AQTVS), traveling in low density envircnment,
strong bow shocks occur adjacent to the vehicles. Behind the
shock front, the flow involved could be at thermal and chemical
nonequilibrium. At the extreme high temperatures, the effect of
nonequilibrium gas radiation may be prominent. '~ Determining the
magnitude of radiation in this environment is considered to be ane
of the most important problems associated with AOTVS (1-3).

There are many research works dealing with thermal ana
chemical nonequilibrium hypersonic flow, some ot the recent papers
are given in the references (4-10). Although the nenequilibrium
radiation is part of the nonequilibrium precesses, it is usually
assumed as equilibrium radiation or neglected completely in the
analysis. The relatively few work in noneguilibrium radiation
research will be mentioned in the later sections.

The purpose of this report i1s to give a brief discussion of
nonequilibrium radiation in low density hypersonic flow, with
various models for radiative interaction, numerical solution
methods, and some of the available codes. In the next section,
the solution methods used for the general nonequilibrium
hypersonic flow will be discussed, this is followed by the section
dealing with radiation.

THERMAL. AND CHEMICAL NONEQUIL IBRIUM
HYPERSONIC FLOW

There are several numerical methods which can be used for the
nonequilibriym hypersonic flow (11). The Direct Simulation Mante
Carlo method (12,13), based on praobabilistic collision model,

requires excessive amount of computer time to soglve a two -
dimensional flow problem so it may be not able to solve a three -
dimensional flow problem. The Viscous shock Layer method (14,

15), which used the simplified conservation equations in the shock
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layer, fails to predict the flow for the whole vehicle. To solve
the complete flow field around a hypersonic vehicle, the full
Navier stokes eguations should be used.

Full Navier-Stokes Eguations

In order to calculate radiation from the nonequilibrium
region of the flow, one needs to know the thermal and chemical
state of th gas in the region. This includes the nonequilibrium
species concentrations and various temperatures to express the
different energy modes of the species. These state variables can
be calculated by simultanecusly solving a set of mass, mamentum,
and energy conservation equations, the so- called full Navier -
Stoke equations (2,16,17). The equations consist of one mass
conservation eguation for each species, one overall momentum
equation, and several energy equations. The number of energy
equations should equal to the number of temperatures which
characterize the varicus energy modes of the species. For
example, when wusing a two-temperature model of one elecilvon
temperature and one heavy-particles temperature, the twoc energy
equations could be one electron energy conservation equation and
one overall energy conservation equation. [f the two—-temperature
model used involving one electron-vibrational temperature and one
rotational—-translational temperature, the two energy eguations
could be aone electon-vibrational energy conservation eguation and
one overall energy conservation equation. For a three-temperature
mode]l of an electron temperature, a vihrablional temperalure for
all species, and a translational-rotational temperature tor all
species, then there are three energy conservation equations for
them. In the literature, the thermal noneguilibrium model could
involve more than three temperatures (18), then the computational
time has to increase greatly.

In the overall energy equation, there is a term represents
the contribution of thermal radiation. This term is expressed by
a divergence of a radiation heat flux vector. To evaluate this
radiation heat flux vector, a radiative transport equation is
needed. The coupling of these equations makes the nonequilibrium
flow problem very difficult to sclve. The radiative transport
equation is discussed in the later section.

Rate Equations

Ta formulate the full Navier-Stokes equations faor
nonequilibrium flow, various rate expressions for scurce functions
should be specified. In the mass conservation equation for each
species, the source term is the mass production rate of species

due to chemical reactions. The chemical reaction rate is a
function of the varicus temperatures used for species. In the
energy equation involving translational - vibrational energy
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exchange, the relaxation time in the rate eguation is of the
Landau - Teller type (2,17). For the eletron-vibraticnal energ:
exchange, the relaxation time expression is a modification of the
Landau—-Teller expression (2,19).

NONEQUILIBRIUM GAS RADIATION

As mentioned in the earlier section, to include a radiation
energy term in the overall energy equation, an additional eguation
is needed, this 1is the equation of radiative transfer. The
coupling between this radiative transfer egquation and the energy
equation in gas dynamics is of a complicated integral-differential
form. When nonequilibrium requirement is included, it adds more
complexity to the problem. In the following sections, the basic
equation, various simplication and sclution methods are briefily

discussed.

The Equation of Radiative Transfer

The equation of radiative transfer is a continuity eguation
for the number density of photons in a specific solid angle and at

a specific frequency (17). The equation can be formulated in
terms of intensity, emission and absorption coefficients. In a2
nonequilibrium environment, -a knowledge of the emission and
absorption coefficients is a requisite to a careful solution of
the equation of transfer. The discussion of various spectral
models for emission and absorption cgefficients is in the next
section. since the radiation transport 1s coupled with flow

equations, for a formal solution procedure, one must rely on an
iterative metheod to solve the system of flow equations with
radiation transport.

Radiation Transport Models

There are a number of spectral models for radiative
interaction computations in the literature. These models are

briefly outlined in the following:

Line By Line Transport Calculation Park, etec (3,20,21) has
developed a model to calculate radiative properties for
norequilibrium air. the model assumes that the radiation
transport is not strongly coupled with the flow equations, so the
heavy—-particle translational temperature, vibrational temperature,
electron temperature, and species mole fractions are solved
independently from flow equations. These items will be used as
inputs to calculate the number densities of internal state of
atoms and molecules by wuwsing the so called quasisteady-state
assumption. A detailed line-by-line calculation is performed to
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evaluate emission and absorption characteristics independently,
using the calculated, nonequilibrium, excited 1internal state
density values. This model reguires a tremendous amount of
computer time and memory space for the required computations. It
becomes even more so when four vibrational temperatures were used
for the gas (18). It is very difficult to apply this model to =a
general 3-D hypersonic flow problem.

The step-Function Absorption Coefficient Model A step function
model has been developed to compute the radiation absorption
coefficients by Zoby, Sutton, etc. (22). In general, the model
includes, free-free, bound-free, and bound-bound transitions of
variocus atoms and molecules. The inputs to the model are species
number density and temperature of the flow field. The frequency
dependence of the absorption coefficient is represented by a set
of steps, these steps has a fixed, but not necessarily equal
widths chosen to resclve the detailed spectra adequately. The
total absorption coefficient of a particular step is a summation
of all the average absorption coefficient of individual energy
transitions in that step. The average absorption coefficient aof
an individual transition can be obtained by integration the
absorption coefficient over frequency in that step. When the step
width 1is properly chosen, there should be analytic expressions to
approximate the absorption coefficient in that step for the
purpose of integration. Thus the frequency dependence for each
step- becomes a set value, and the total absorption coefficient for
that step can now be expressed in terms of species number density
and temperature. When this 1is done, the radiative transfer
equation is well expressed in each freguency step. In Reference
22, a 358 steps were used to cover the frequency range from O to
17 ev.

Al though this model is mainly applied to equilibrium
radiation, it includes the frequency dependent absorption
coefficient (22,23,24). In addition, with some modifications,
this method can be applied to nonequilibrium radiation (25).

There is a similiar but simpler approximation called the band
approximation model for absorption coefficient (26,27) . This
model is also for equilibrium raidation and usually is a two-band
approximation model.

Parametric Radiation Model The nonequilibrium radiatian
environment corresponds to conditions where population densities
of the energy levels deviate from the equalibrium Boltzmann
distributions based on a single temperature. At sufficiently low
densities, the probability of a radiative transition becomes
comparable with the probability of & corresponding collisional
transition. Unless the gas is optically thick, the emission of a
photon is not balanced by its inverse. Consequently, the
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population distribution among the energy levels departs from the
predicted by the Boltzmann equation (25,28). In the formulation
of the radiative transfer equation, Tiwari, etc. (25,29) devised a
model that the absorption cgoefficient of different species 1is
calculated by wusing the S8-step absorption model developed by
Sutton (22), while the major nonequilibrium effect will enter
through the scurce function in the equation. For a amultilevel
energy transitions model, this is done by introducing a parameter
n which represents the ratio of the collisional relaxation time
and the radiative lifetime of the first excited state, and the
higher level energy transitions can be related to this parameter.
The nonequilibrium radiation become important for conditions when

n = 0 (1). The key to this model is the determination of
collisional relaxation time between various particles and
radiative lifetime of the excited states. Additional comparison

and analysis are needed for this model.

Other Radiation Models There are a number of other radiatlion
models in the literatures (30-32). Further investigations and
testings are needed for these models. In the field of
nonequilibrium hypersonic flow with thermal radiation, it is
desirable to have more-theoretical analysis, computational code
developments, and experimental data collections.

Integration of Transfer Equation

.To obtain the radiant heat flux vector in the energy
egquation, the radiative transfer equation needed to be integrated

spectrally as well as spatially. This 1s wvery difficult to
perform on a flow field over a whole vehicle. For an
approximation, the tangent slab approximation technigque 1is
commonly used (20,22,23,29). This approximation implies that the
radiative energy transfer along the body 1is negligible 1in
comparison to that transferred in the direction normal to the
body. Other approximation such as optical thin or/and optical
thick assumptions may also be used to solve the problem (18). in

general, additional works are needed in the area of fast spatial
integration of transfer equation.

CONCLUSIONS

Several radiation models were found in the literature servey.
These models need to be tested by some existing 3-D Novier -stokes

computer codes. It is proposed that the VRFL code 1is wused for
this purpose (7). From the result of testing, comparisons can be
made on accuracy of prediction, requirement of computer time and
memory space, and generality of the model. To save computer time

and to facilitate easy implementation, these models should be
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simplified but retained their essential features. In the computer
tests, the flow field may be limited to the stagnation region of a
symmetric blunt body for tangent slab approximation, use minimum

number of temperatures for thermal model, and assume radiation
heat transfer equation and gas dynamic equations are uncoupled.
From this testing and additional analysis, a modified and

optimized radiation model may be obtained. -

After the optimized radiation model is incorporated into the
VRFL code, the heat transfer rate to a entire hypersonic vehicle
should be calculated. The radiation heat transfer equation and
gas dynamic equations are still uncoupled but the tangent slab
approximation 1is removed. The purpose of this test is to find a
numerical model for the spatial integration of the radiative
transfer equation.

Finally, the expanded VRFI. code can he applied to vehicles
such as AQOTVYs. For these computations, the coupling of radiation
and gas dynamics should bhe maintained. The purpose of calculation
is vnot only to accurately predict the heat transfer to the
vehicle, but also to find the effect of radiation Lo the
hypersonic flow field.

New radiation model and numerical solution technique may
still need to be developed. At present there are still too many
-unanswered questions in the field of nonequilibrium hypersonic
flow with thermal radiation.
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ABSTRACT

It is well established that plasma volume decreases during spaceflight
and simulated weightlessness (bedrest). The decrement in plasma volume is
thought to contribute to the orthostatic intolerance that has been
observed in some crew members following spaceflight. To date, no studies
have evaluated the effectiveness of fluid countermeasures of varying
osmolality in the restoration of plasma volume and orthostatic tolerance
in a controlled study. The overall objectives of this project were to: 1)
provide a model that would rapidly and safely produce a fluid loss
comparable to that which occurs during short duration spaceflight and 2)
design a study that would determine the optimal drink solution to restore
orthostatic tolerance and describe the mechanism(s) whereby orthostatic
tolerance is restored. In the first part of the study, we used a diuretic
(Lasix) as a model for the plasma volume changes that occur during short
duration spaceflight. Four subjects (3 males and 1 female) participated
in the study. Blood samples were drawn before Lasix administration (IV)
and every 30 minutes for 3 hours after Lasix administration. Changes in
plasma volume and plasma osmolarity were determined for each blood sample.
Urine flow was followed for 3 hours after Lasix injection. Plasma volume
decreased by an average of 11.5 t .78Z by hour 2 and then leveled off.
Most of the loss of plasma occurred in the first 30 minutes after Lasix
administration (-9.5 + .45%). Plasma volume was lowest at 2 hours and
increased slightly between 2 and 3 hours (11.5 £ .85Z to 10.35 t .95%).
This might be a result of fluid shifting from other fluid compartments
(interstitial and intracellular) into the plasma. There was a slight
decréase in plasma osmolality during the three hours following lasix
(286.3 to 283.6 +.85 mosm), thus the fluid loss was primarily isotonic.
Urine flows peaked at approximately 40-60 minutes after lasix (14.7 ¢ 2.4
ml/min) and returned to pre-lasix values by 3 hours. These data suggest
that Lasix can be used as a model for fluid loss during short duration
spaceflight where other models (i.e., bedrest) are not appropriate because
of the experimental design. In the second part of the study, we have
designed an experiment to examine the effectiveness of fluid
countermeasures in the restoration of plasma volume and orthostatic
tolerance. For each subject, a euhydrated control orthostatic challenge
(lower body negative pressure - LBNP) will be performed in order to
establish a baseline response. A second condition will involve
dehydration by Lasix administration (20 mg IV). Two subsequent
dehydration experiments will be performed where LBNP will be administered
following rehydration with a hypertonic saline solution and an isotonic
saline solution. This will be done to produce a range of plasma volumes
and osmolarities to compare LBNP responses. Plasma volume, leg volume,
plasma osmolarity, forearm blood flow, heart rate, blood pressure and
cardiac dimensions (echocardiography) will be measured during rest, LBNP
exposure, and recovery. During spaceflight, man is subjected to
gravitational extremes (weightlessness to high G+ force). It will be
important to document the effectiveness of countermeasures that could
potentially minimize the negative effects of spaceflight.
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INTRODUCTION

The cardiovascular system adapts to the weightless environment of
space. This is sometimes referred to as cardiovascular deconditioning.
The extent of the deconditioning and the mechanism of deconditioning vary
with the individual and the duration of spaceflight. The effects of the
deconditioning are manifested upon return to the earth's atmosphere.
Crewmembers have experienced orthostatic intolerance when they are re-
exposed to the +1 G environment. Symptoms include tachycardia, a
reduction in systolic blood pressure and pulse pressure, and a reduction
in exercise capacity. In order to maintain crew safety, it is necessary
to understand the mechanisms that underlie this cardiovascular
deconditioning and find potential countermeasures to minimize its
negative effects.

During spaceflight, there is a redistribution of fluid from the lower
extremities to the head and upper body. It is thought that this central
blood volume expansion results in a suppressicn of antidiuretic hormone
(ADH) and a potentiated diuresis. This has been reported to decrease
plasma volume by 8-15%Z (13). Current techniques to simulate the fluid
shifts during spaceflight are limited to bedrest and water immersion.
Both of these are time consuming and expensive and not appropriate for
those studies that involve repetitive testing.

As a result of the plasma volume loss, the central hypervolemia that
occurs initially is compensated for and thus an individual is well suited
to a weightless environment. However, upon reentry crewmembers are
exposed to 1.2 to 2 +Gz, and at this point due to the hypovolemia, some
individuals experience cardiovascular instability. This is characterized
by decreased blood pressure, decreased brain blood flow and in some cases
syncope. The potential for these to occur continues and is further
manifested upon egress from the spacecraft.

Countermeasures are currently being developed to minimize the
cardiovascular deconditioning that occurs during spaceflight. These
include exercise, lower body negative pressure (LBNP) during spaceflight,
and fluid ingestion. In short duration flight it is thought tha