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This document summarizes some of the technical accomplishments of the Structural Dynamics Branch of NASA Lewis 
Research Center for fiscal year 1988. Included is  the work of our in-house researchers, contractors, and grantees since 
they have achieved significant results throughout the year. 

The Structural Dynamics Branch conducts research dealing with advanced propulsion and power systems as well 
as precision mechanical systems. Our work directly supports NASA’s turboprop, space experiments, space shuttle main 
engine (SSME), National Aerospace Plane (NASP), supersonic fan, space station, and space power programs. This work 
can be broadly classified into four major activities: turbomachinery aeroelasticity, turbomachinery vibration control, 
dynamic systems response and analysis, and computational structural methods. 

In aeroelasticity, we are developing improved analytical and experimental methods for avoiding flutter and minimizing 
forced vibration response of aerospace propulsion systems. Work elements include classical (frequency domain) methods, 
time-domain methods, computational methods for fluid-coupled structural response, experimental methods, and 
application studies (turboprop, turbofan, turbopump, and advanced core technology). The new year brings an increased 
emphasis on the problems associated with supersonic throughflow-fan aeroelasticity, the forced vibration response of 
SSME class turbomachinery blading, and counter-rotating propfan systems. 

In vibration control, we are conceiving, analyzing, developing, and demonstrating new methods to control vibrations 
in aerospace systems to increase life and performance. Work elements include actively controlled structures, passive 
vibration control methods, computational methods for active vibration control, and application studies (vibration isolation, 
magnetic and piezoactively controlled bearings, and cryoturbomachinery). This area continues to be a major focus for 
us. Methods for unbalance control, critical speed control, and direct control of transient instabilities in rotating equipment 
are being developed. New approaches for magnetic and piezoelectric actuators are being developed along with a variety 
of adaptive real-time digital, analog, and hybrid control strategies. 

In dynamic systems, we are analyzing and verifying the dynamics of interacting systems as well as developing concepts 
and methods for motion control in microgravity environments. Work elements include microgravity robotic systems, 
parameter identification methods, computational methods for dynamics analysis, and application studies (space lab 
mechanisms and robotics, NASP engine sealing concepts, and parallel computing for dynamics analysis). Growing from 
this program i s  an increased emphasis on the basic technology needs for space-based mechanisms. Requirements for 
precise, reliable long-life space-based mechanisms are increasingly important. We are developing technology for 
reactionless mechanical actuators, precision rollerdriven joints for robot arms and other space-based rotary joints, high- 
speed actively controlled bearings for space-based propulsion and pumping systems, and methods to evaluate these 
new technologies. 

Our work in computational methods i s  no longer considered a separate activity. Rather, computational methods 
development has been folded in with the objectives of the three other major focus areas within the branch. The goal 
of this work i s  to fundamentally improve the use of modern computers for the solution of realistic structural dynamics 
problems, with a particular emphasis on parallel processing. In aeroelasticity, computational methods work is  focused 
on time-domain solutions and coupled fluid structure interaction. In vibration control, the computational methods are 
focused on individual bearing control, hierarchical schemes for controlling the response of distributed elastic shaft systems, 
and magnetic vibration isolation of space experiment platforms. In dynamic systems, the focus is  on new algorithms 
for structural dynamics analysis. 

I am personally excited by the progress we have made and the new directions we are heading. I am looking forward 
to next year’s accomplishments and to introducing next year’s report. 

L.J. Kiraly 
Branch Manager 

W I ’ ,  - \NTJWQNW BNG 
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Turbine Engine Transient and Steady-State Analysis 

L 

In the NASA Lewis Research Center sponsored 
Turbine Engine Transient Analysis (TETRA) program, a 
computational tool was developed to predict the 
transient dynamic response of engineering structures to 
suddenly applied loads, such as from the loss of a 
blade. This tool was improved by adding two modules: 
(1) the flexible bladed disk and (2) the squeeze film 
bearing. The latter was added by Case Western Reserve 
University under NASA Lewis sponsorship. 

To synthesize the model, we constructed the dynamic 
response of a complex structure in terms of the natural 
modes of i ts principal structural components. The 
equations of motion in the modal generalized coordi- 
nates were solved numerically by central difference 
integration in the time domain. This solution has the 
flexibility to accommodate nonlinearities, such as tip 
rubs, squeeze films or other nonlinear bearings or 
connecting elements. In addition, the gyroscopic 
coupling between motions in the vertical and horizon- 
tal planes of rotating structures is considered for rigid as 
well as flexible bladed disks. 

The transient response of a structure is  a history of 
the motion and loads which initially vary nonuniformly 
in time until a steady-state condition is  reached. Where 
damping i s  low and modal frequencies are high, the 
time steps required to reach steady state can be 
numerous. For this reason, a more direct method to 
calculc)te steady-state response w'is undertaken. 

Steady-state capdbility allows the forced response 
amplitudes to be calculated as a function of excitation 
frequency so that engine response from a sinusoidal 
input, such as unbalance, can be obtained over the 
engine operating speed range. For purely linear 
systems, the methodology is  well established. However, 
in the presence of nonlinearities, obtaining a steady- 
state solution is  neither simple nor straightforward. This 
is  especially true with large systems of equations with 
strong nonli nearities. 

To produce a more pragmatic solution to this 
complex and important problem, the calculation is  
limited to the first harmonic of the forcing frequency. 
Solution by iteration of the compatibility conditions, at 
only the nonlinear connecting elements, dramatically 
reduces the number of equations to be solved. The 
method of harmonic balance originated by Kryloff and 
Bogoliuboff was used to transform the nonlinear 
ditferential equations to a system of nonlinear 
connect ions. 

This methodology was implemented in a computer 
code built on the original TETRA program (figs. 1, 2, 

figurr I -Bladeout test vehicle c m \  w( t i o n  

SUBSYSTtM NUMBER SPELI). 

USED 
OF MOIXS RPM 

1 13 424 TO 75 861 
46 TO 78 001 2 4 

Figure 2 -Blade-out test vehicle TETRA schwmt ic  
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Figure 3.--B/ade-out response data 

and 3). The new program, TETRA 2, has the capability 
of the original transient analysis as well as the steady- 
state solution. To make TETRA 2 user friendly, the 
inputs of the original TETRA program have been 
changed as little as possible. 

The NASA-sponsored TETRA 2 computer code 
provides industry with a comprehensive turbine engine 
rotordynamics computer code that can be used to 
calculate both transient and steady-state responses. The 
nonlinear capability of the program greatly enhances 
and broadens its application to a more realistic analysis 
of real engines. 

I 

Researchers: V. Gallardo and G.  Black (General Electric). 
Technical monitor: C. Lawrence (NASA Lewis). 
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Transient Finite Element Analysis on the Transputer System 
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Many large-scale computer simulations involve such 
an enormous number of computations that they are too 
time consuming for even today's supercomputers. To 
achieve large increases in computational speed, 
researchers have focused on parallel-processing 
computers. Parallel-processing computers are composed 
of two or more interconnected processors. For parallel 
computations, a task i s  divided into subtasks that are 
performed independently on separate processors. 

This study used a parallel-processing computer for 
the analysis of dynamic finite element problems. 
Direct-time integration methods are the methods most 
useful for the analysis of dynamic problems because 
they are applicable to nonlinear structural problems. 
Some examples of nonlinear problems are structures 
with large displacements and structures composed of a 
nonlinear material. With direct methods, the time 
period of interest is split into small steps and the 
solution is computed at each time step. In some non- 
linear problems, a new system of equations must be 
solved at every step. The solution of such problems 
can be too time consuming if many time steps are 
needed or if a large system of equations must be 
solved. For example, three-dimensional finite element 
problems can have several hundred thousand equations. 
For this reason, parallel processing i s  being investigated 
as a means of speeding-up this type of analysis. 

In this study, the central difference method was 
chosen for the time integration rule. Since this is an 
explicit method, the displacement at different nodes of 
the finite element mesh can be computed indepen- 
dently of each other over a time step. This allows the 
finite element problem to be partitioned into sub 
problems that are solved on different processors. A 
system of transputer microprocessors was used for the 
computations. 

A one-dimensional bar problem, shown in figure 4, 
was analyzed using a parallel algorithm. The bar was 
divided into subproblems, which were assigned to 
different processors. Information was exchanged 
between the processors after every time step. Table I 
gives the solution times for two problems of different 
sizes. As can be seen from this data, doubling the 
number of processors decreases the computational time 
by nearly half. 

- 

t 

r F I N I T E  E L E K N T  I N l T  I AL DISPLACEENT 

ti 

I____- . . .-- 
PROCESSOR 1 PROCESSOR 2 PROCESSOR fl 

Figure 4.--Finite element model of one-dimensional bar problem. 
Displacement of nodal groups calculated on separate processor,. 

TABLE I.-SOLUTION TIMES FOR ONE- 
DIMENSIONAL FINITE ELEMENT 

PROBLEMS USING VARIOUS 
NUMBERS OF PROCESSORS 

(a) Solution times for the 100-element 
problem 

time steps 

Time, sec 

1 
100 

1000 
5000 

(b) Solution times for the 1000-element 
problem 

I Number of 1 Number of processors I 
time steps I =  

1 
100 

1000 
5000 

Time, sec 

Researchers: P. Smolinski (University of Pittsburgh) and L.J. Kiraly and 
D.C. Janetzke (NASA Lewis). 
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Multifrontal Parallel Solution Method in Vibration Analysis 
of Finite Element Models 

The multifrontal solution method offers a new 
parallel algorithm to solve the generalized eigen- 
problem, K@ = M@A, typically encountered in finite 
element modeling of linear systems. It is  based on the 
classical frontal solution method for simultaneous linear 
equations and the modified subspace method for the 
eigenproblem. Problems are analyzed concurrently by 
using each processor to create the stiffness and mass 
matrices of the elements located within its assigned 
domain and by performing simultaneous assembly/ 
forward elimination and back substitution for each 
domain. The modified subspace eigenanalysis method 
also exploits parallelism by projecting the stiffness and 
mass matrices onto the required subspace in each 
iteration within each domain. 

The multifront can be visualized as sweeping all 
domains concurrently in forward and then backward 
directions. This process can be repeated until the set of 
the least dominant eigenpairs of the required subspace 
is calculated to a specified degree of accuracy. 

The parallel architecture achieves load balancing by 
assigning each task an equal number of elements and 
by numbering the elements such that the maximum 
width of the front is the same in al l  domains. The com- 
pletely connected architecture allows each processor to 
communicate its interface matrices to all other processes. 

Figure 5 shows the algorithm used to implement the 
parallel solution on the Cray-XMP computer at NASA 
Lewis. To measure the performance of the new 
method, we calculated computational speedup and 
efficiency for a number of typical problems using the 
two processors of the Cray-XMP computer. Speedup 
is defined as the ratio of the clock time used for 

solution. The sequential solution used for comparison 
is also based on the frontal and the subspace methods. 
Computational efficiency is  determined by dividing the 
speedup by the number of processors. 

I sequential solution to the clock-time used in parallel 

Table II shows a summary of the results obtained to 
date in a dedicated processing environment on the 
Cray-XMP computer running under the COS operating 
system. Efficiency and speedup of up to 92 percent and 
1.85, respectively, have been realized. Overhead due 
to communication links between the two processors 
(tasks) is relatively very small for the numerical experi- 
ments examined to date in this study. 

WPlAlN TASK i 

ASSEMBLY ELIMINATION 
(ELIMINATION OF B IN 
RESOLUTION) 

WAIT FOR 

6 
Figure 5.-Para//e/ algorithm for ith domain. 
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Type Number Number Number of Speedup 
of of eigenpairs 

elements DOF’sa 

Beam 500 1503 4 1 .a5 
(clamped at 
both ends) 20 63 4 1.49 

Efficiency, 
percent 

92 

75 

2 1.65 

l -  

a2 

Researchers: F.A. Akl and M. Morel (Ohio Unrvetvty) and L J Kirdly 
(NASA Lewis). 

Plate 
(clamped 
on al l  sides) 

5 

16 115 
4 1 .ao 90 

2 1.81 90 
40 259 

4 1.66 a3 
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processors 

3 
5 
7 
9 

13 
17 
25 
33 

Multi-Time-Step Transient Finite Element Analysis 

Single 
time-step 

integration 

227.01 
139.64 
97.93 
76.40 
51.24 
39.59 
27.42 
21.49 

Direct-time integration methods are useful for the 
analysis of dynamic problems because they can be 
applied to nonlinear problems. Direct-time integration 
involves splitting the time interval into small steps and 
computing the solution at each of these steps. 

Multi-time- 
step 

integration 

77.83 
38.53 
25.82 
19.53 
12.83 
9.91 
7.93 
7.41 

One type of direct integration method is  the central 
difference rule, which is advantageous because it does 
not involve the solution of a system of equations. 
However, it is only conditionally stable, and the time 
step must be less than a critical value for meaningful 
results. The maximum time step is inversely propor- 
tional to the highest frequency of the system so that 
small elements, or elements of stiff material, reduce the 
maximum time step. In finite element problems, where 
there is a large difference in element sizes or problems 
composed of different materials, this method may not 
be feasible because the small or stiff elements require 
that the entire problem be integrated with a small time 
step. 

for multi. 
time-step 
method 

2.9 
3.6 
3.8 
3.9 
4.0 
4.0 
3.5  
2.9 

To overcome this difficulty multi-time-step integration 
has been proposed. With multi-time-step integration 
different subdomains of the finite element mesh are 
integrated with different time steps. In this way, the 
small, or stiff elements, can be integrated with a small 
time step while the remainder of the elements are 
integrated with a larger time step, which reduces the 
overall computational time. 

Since the multi-time-step central difference method 
maintains the same structure as the central difference 
method, no equation solving is necessary. This allows 
the algorithm to be easily parallelized by dividing the 
nodes of the finite element mesh into groups which 
can be solved on different processors. In this study, a 
system of transputer microprocessors was used for the 
para I le I processi ng. 

A one-dimensional bar problem composed of 
different size elements, shown in figure 6, was 
analyzed. The nodes in the bar are divided into 
different groups which are computed on different 
processors. In this problem, the nodes between the 
large elements use a time step 10 times larger than the 
other nodes. The solution time for multi-time-step and 
single time-step integration using different numbers of 
processors are given in table Ill. As the data indicate, 
multi-time-step integration can give up to a 75-percent 
reduction in computer time as compared to single time- 
step integration for the solution of the model problem. 

,T- 1000 ELEMENTS 

,/’ / (TIME STEP = 1.0) 
’ I  0’ ELEMENT LENGTH = 1 .O 

,’ I 

I 
0-  I ’  INITIAL 

/’ 

c 
\ DISPLACEMENT 
\ 
\ 
\ 

‘L- 10 ELEMENTS 
ELEMENT LENGTH = 0.1 
(TIME STEP = 0.1) 

Figure 6.-One-dimensional bar finite element test problem for 
comparison of standard and multi-time-step integration. 

TABLE Ill.-COMPARISON OF TEST PROBLEM 
SOLUTION TIMES USING SINGLE- AND 
MULTI-TIME-STEP INTEGRATION FOR 
DIFFERENT NUMBERS OF PROCESSORS 

Number of I Time, sec I Speedup 

Researchers: P. Smolinski (University of Pittsburgh) and D.C. Janetzke 
(NASA Lewis). 
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Shape Optimal Design of Elastic Bodies by Using 
a Mixed Variational Formulation 

Shape optimal design is  a problem that has interested 
many researchers in the last 15 years. Zienkiewicz and 
Campbell were among the first to approach this 
problem by using a virtual displacement-based finite 
element method. Subsequently, this method has been 
applied widely to problems in shape optimal design, 
but only with mixed success. 

This study develops a variational formulation and 
procedure to compute an optimal design shape for two- 
dimensional linear elastic bodies by using a mixed 
finite element formulation. In some situations, mixed 
finite element methods provide a more accurate 
computation of stresses and strains at the element 
nodes than the virtual displacement technique. Hence, 
the structure at each optimization iteration is  modeled 
more accurately and an improved structural shape 
results. 

The optimality criterion used herein was to minimize 
the maximum value of the Von Mises equivalent stress 
(or other suitable stress measure) in the body subject to 
an isoperimetric constraint on the area. 

F2 

In the finite element implementation of this technique, 
an elliptical automatic mesh generator that assured an 
orthogonal finite element mesh at the domain boundary 
was used at each shape redesign. Use of this mesh 
generator avoided the increase in finite element error 
caused by mesh distortion during shape redesign and 
therefore prevented the convergence instabilities 
experienced in previous optimization studies. 

The analysis technique has been tested with several 
classical shape optimization problems including 
optimization of a hole in a square sheet. As shown in 
figure 7, a sheet with an initial square hole was loaded 
along its vertical and horizontal faces with equally 
distributed forces. The required hole area was specified 
by the user. 

The optimization executes automatically, alternating 
between evaluating element stress-strain levels and 
reshaping the hole subject to the optimality criterion, 
until the hole’s area matches the specified area within 
some tolerance band. 

ITERATION 1 ITERATION 2 

ITERATION 5 ITERATION 24 

(a) Dimensions of initial input. 
(b) Variation of shape during iterative procedure. 

Figure 7.--Shape optimal design of hole in square sheet. Plane stress; finite elements, I IO; design variables, 1 1 ;  objective function, Von 
Mises equivalent stress; area of hole, 0.64 m2. Only onefourth of the sheet is modeled. 
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(c) Convergence history of iterative procedure. Area of hole, A*, 0.64 m2. 
Figure 7.-Continued. 

For the applied symmetrical loading, the initial square 
hole converged to a circular hole as expected for the 
specified optimality criterion. The maximum Von Mises 
stress within the body was reduced to just over a third 
of i ts  original level. 

expected shapes in a stable manner, overcoming 
problems commonly encountered in shape optimization 
when instabilities develop in the design boundary 
definition. 

This numerical example, amongst others, demon- Researchers: H. Rodriguez (University of Michigan) and B. Steinetz 
(NASA Lewis). strated that the solution procedure converges to 

4 
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Generalized Substructuring Utilizing Mixed Modal 
and Physical Representations 

During the last 30 years, several approximating 
methods of analysis based on component mode 
synthesis have been introduced in the field of structural 
dynamics. Earlier work in this field generally employed 
an assumed mode method, also known as Rayleigh's 
method. In this method, for every desired natural 
frequency, a mode shape of the structure is  assumed. 
Then, by equating the maximum kinetic energy to the 
maximum potential energy for this system, an 
expression for the natural frequency can be obtained. 
The main disadvantage of this method is  the difficulty 
in selecting an appropriate set of assumed mode 
shapes, especially in large, complex structures. 

Recently, a more accurate technique was introduced- 
the lumped-parameter method, or what is  known now 
as the finite element method. In this method, we 
discretize the stiffness and mass properties of the whole 
system, forming property matrices. Then, by solving the 
resulting eigenvalue problem, we can obtain the system 
frequencies and mode shapes. Though this method was 
direct and more feasible, especially after the 
development of digital computers, it required a large 
number of degrees of freedom to analyze complex 
structures. Hence, lengthy computer execution time 
and extensive memory were required. 

FINITE ELEMENT 
COMPONENT 

To overcome this disadvantage, several methods of 
dynamic substructuring have been developed in the last 
two decades. By substructuring, the system i s  divided 
into several substructures or components. The degrees 
of freedom in each substructure are reduced by 
expressing those displacements as a truncated set of 
generalized coordinates defined by displacement 
modes. 

The motivation of dynamic substructuring has been 
not only the economy of the computer time and 
memory but also the following: 

(1) The various components of a structure are 
designed and analyzed independently. 

(2) Different amounts and types of data are available 
for modeling each component. 

(3) There are different levels of significance or 
importance of various components in a system, which 
require more or less precise modeling. 

Moreover, a great reduction in effort can be achieved 
if the system can be divided into identical repetitive 
components having the same constraints and 
displacement modes. 

n n 
&----. --- - 

MODE 1 

M- 

/ 
\ -cI / 

MODE V / / 
I 

MODE 6 J' 
. 

Figure 8.-Partitioning of main system into two Components. 
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A computer program, DYSTAN 1987, has been 

developed to allow the assembly of a dynamic 
analytical model of structures, using a mixture of 
physical and generalized displacement coordinates. 
DYSTAN enables the user to use modal synthesis 
techniques, for parts of the system where modal data 

are available. While for those portions where modal 
data are unavailable, conventional finite element 
models can be used (fig. 8). 

Researchen: A.A. Huckelbridge and A.A. Abdallah (Case Western 
Reserve) and C. Lawrence (NASA Lewis). 
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Characterization of Damped Structural Connections for 
Multicomponent Systems 

Analytical models of structural systems do not 
normally possess characteristics which agree completely 
with those obtained from experiments. Although there 
are many possible explanations for the discrepancies, 
the major causes often can be attributed to inaccuracies 
in the data used to create the analytical model. 
Parameters, such as material and dimensional 
properties, which are usually obtained from nominal 
design specifications, can differ considerably from the 
true values, thus causing the analytical model to be 
inaccurate. Structural properties, such as damping and 
connection stiffnesses, also are extremely difficult to 
predetermine, yet their influence on structural response 
predictions is  profound. 

The present work investigates the feasibility of 
determining the characteristics of viscously damped 
connections from test data obtained from the complete 
coupled system (fig. 9). By determining the connection 
stiffness and damping from tests performed on the 
complete system, the difficulties associated with testing 
individual joints can be circumvented. 

The component coupling portion of the procedure 
accommodates components which have been modeled 
with either finite element or modal data, obtained from 
analytical models or experiment. A parameter 
identification procedure, based on the weighted least- 
squares method, also i s  introduced. This procedure 
uses system test data to find an optimal set of stiffness 

/ 
/ 

/ 
/ 

/ 
/ 

r R I G I D  CONNECTIOWS 
/ 

/ 

/ 
/ 

r F L E X l  BLE 
7)x \,CONNECTIONS 

r V I  SCOUS 
A \ D W E R S  

i COMPONENT DATA 
*FREQUENCIES 

FIXED/FREE MODES 
.RESIDUAL F L E X I B I L I T Y  

y , 
\ 

and viscous damping connection properties. Finally, 
two example problems using simulated experimental 
data are presented. For these problems, both stiffness 
and damping connection properties are identified. In 
the first problem, a MonteCarlo simulation is  run to 
assess the effect of variance in the experimental data 
on the identified properties. In the second, the effect of 
friction damping i s  evaluated. 

In the first sample problem, component connection 
properties were determined for a three-component 
planar beam model. From this analysis, it was found 
that properties could be accurately identified for a 
broad range of connection stiffnesses and damping by 
using relatively minimal measured data. The 
connection properfies were identified by using 
frequency data alone. Mode shape data were not 
required. By performing a Monte-Carlo simulation, we 
determined that connection damping and stiffness 
could be identified even in the presence of 
experimental error. 

In the second sample problem, equivalent viscous 
connection damping was identified for a model actually 
having friction and viscous damping. A comparison 
between the experimental and identified model showed 
that, for particular ranges of input excitation, the 
identified model could reliably predict peak response 
and settling time. However, at high levels of friction 
damping, the identified model did not perform as well. 
Since many systems include connections with 
nonlinearities, it i s  important that unrealistic predictions 
concerning the inservice response of the system are not 
made. 

Researchers: C. Lawrence (NASA Lewis) and A.A. Huckelbridge 
(Case Western Reserve). 
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Figure 9.--System dynamics parameter identification program. 
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Microgravity Robotics Technology Program 

The objective of the robotics technology program at 
NASA Lewis Research Center is to develop actuators, 
robot concepts, and control strategies which provide 
smooth motion, reaction minimization, and 
acceleration control for use in the microgravity 
laboratory environment. 

There are two related motion control problems 
associated with the operation of robots in a 
microgravity environment. The first involves the 
transport of specimens without exceeding predefined 
microgravity acceleration limits. The second involves 
the transport of other objects relatively quickly while 
minimizing reaction forces transmitted to the robot’s 
surroundings through attachment points. The simplest 
solution to both is to move the robot arm so slowly 
that accelerations and forces are maintained within 
acceptable limits. A better approach is to use 
mechanisms and control strategies which are inherently 
smooth and/or compensate for reactions. These 
techniques will improve robot productivity in the space 
I a bo ratory . 

Roller, or traction, drives provide significant benefits 
to robotic applications by providing smooth opera- 
tion and eliminating backlash. The objective of 
traction-driven robot research in this program is  to 
(1) determine the suitability of traction drives for space 
robot applications, ( 2 )  measure critical material and 
environment-related performance parameters, and 

FOUR- 
DEGREE-OF- 

TWO 
JOIN 

(3) exploit their beneficial characteristics by developing 
suitable tractiondriven robot joint concepts. 

The design of a roller drive for a robot depends on 
traction performance (traction coefficient, load capacity, 
wear rate, fatigue life, etc.) of the selected materials 
and roller configurations. These in turn depend on 
operating conditions. A unique test rig will be used to 
investigate the effects of these operating conditions on 
material performance. This program will aid in the 
understanding of roller contact phenomena in 
nonatmospheric environments as well as provide data 
to design future rollerdriven robot actuators. 

The dynamics and control research, a cooperative 
effort between NASA Lewis, Case Western Reserve 
University, and Carnegie Mellon University has focused 
on the operation of a robot while limiting transmission 
of base reactions to the surrounding environment. 
Manipulators used in space applications will, in 
general, have kinematic redundancy to facilitate the 
performance of tasks. For example, redundancy will be 
required for obstacle avoidance and to avert singular 
configurations. In certain applications, the redundant 
degrees of freedom can also be used to minimize base 
reactions. In simplest terms, moving the additional 
sections of the manipulator in a direction inertially 
opposite to the movement of the end-effector 
m i n i m izes the base reactions. 

4 DATA ACQUISITION 
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REACTION, (RCR~)  MI 
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--- ---.e- 
TIME 

4 
+ CONTROL ALGORITHMS 

=-BIT COMPUTER SYSTEM 
OPERATOR INTERFACE 

Figure IO.-Microgravity manipulation demonstration test bed. 



In the procedures developed thus far, an optimization 
strategy identifies the joint motions that will minimize 
the resulting base reactions. The joint trajectory 
strategies were incorporated into a general computer 
program to simulate and control manipulators with any 
number of links, joints, and degrees of redundancy. By 
applying this code to manipulators with various degrees 
of redundancy, i t  was found that it is possible to design 
manipulators that will be capable of operating with 
minimal base reactions. 

A microgravity manipulator test bed is  being 
constructed to demonstrate the specialized control 

strategies and to assess the performance of roller-driven 
joints. The main features of this demonstrator, as 
shown in figure 10, are a four-degree-of-freedom 
tractiondriven robot arm, a base reaction sensor, and a 
control computer. Future efforts will include evaluation 
of real-time feedback of reaction forces for improved 
base reaction compensation, measurement of end- 
effector acceleration and vibration, and experimental 
evaluation of advanced drive mechanisms. 

Researchers: D.A. Rohn and C. Lawrence (NASA Lewis) and 
A.S. Brush (Sverdrup). 
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Base Reaction Optimization of Redundant Manipulators 
for Space 

One of the problems associated with manipulators 
that have been proposed for space applications is  that 
the reactions transmitted to the base of the manipulator 
as a result of the motion of the manipulator cause 
undesirable effects on the dynamic behavior of the 
supporting space structure. It i s  therefore necessary to 
minimize the magnitude of the forces and moments 
transmitted to the base. In the present research we 
show that kinematic redundancy can be used to 
minimize the magnitude of the base reactions. 

Manipulators used in space are operated under micro- 
gravity conditions. Furthermore, such manipulators will 
probably have redundant degrees of freedom in order 
to facilitate the performance of tasks. (It i s  well known 
that redundant manipulators can be used to avoid 
obstacles and avoid singular configurations.) In this 
research, we are concerned with planning trajectories 
for redundant manipulators operating under 
microgravity conditions in space. 

The forces and moments transmitted by such manipu- 
lators to the supporting structure will, in general, act as 
a disturbance to the spacecraft and therefore have an 
undesirable effect on the dynamic behavior of the 
spacecraft. Compensating for the disturbance by means 
of a suitable control scheme is  extremely difficult and 
expensive. An alternative approach, described in this 
research, is  to plan a trajectory which minimizes the 
magnitude of the forces and moments transmitted by 
the manipulator to the supporting structure. In 
particular, we develop and apply a methodology for 
using kinematic redundancy to minimize the magnitude 
of the base reactions generated by the motion of the 
manipulator. 

The manipulator trajectory-planning problem reduces 
to solving the inverse-kinematic problem for the joint 
variables given to the trajectory in the task-space. In 
the case of a nonredundant manipulator, this inverse- 
kinematic problem has a unique solution; whereas, in 
the redundant case, there are an infinite number of 
solutions to the inverse-kinematic problem. In this 
research, we pose an optimization problem of 
minimizing the base reactions in order to obtain a 
unique solution to the inverse-kinematic problem. 

For a redundant manipulator, the number of degrees 
of freedom is greater than the minimum number of 
degrees of freedom required to perform a task. 

Applications 

END-EFFECTOR . 

D I V I D E  END-EFFECTOR 
TRAJECTORY INTO 

SEGFIENTS 

START AT A KNOWN 
I N I T I A L  CONFIGURATION 

& 

I F I N D  JOINT TRAJECTORY = > 
N l N I M  BASE REACTION I COST FUNCTION 

( . )  
figure I I.-Algorithm of trajectory planning. 

Therefore, there are an infinite number of joint-space 
solutions for a specified end-effector position. From 
these solutions, we can select a joint-space solution 
based on certain criteria. In this paper, we use the 
minimization of the base reactions as the criterion to 
select the appropriate joint-space solution. 

The trajectory-planning problem is  split into two 
parts, enabling us to deal with the end-effector 
trajectory and joint trajectories separately. The first part 
is the generation of an endeffector trajectory that will 
satisfy certain motion constraints. The motion constraints 
of interest are the maximum acceleration of the end- 
effector trajectory and the total time of the task. The 
second part poses the inversekinematics problem for 
determining the joint trajectories as an optimization 
problem with a cost function that is  a measure of the 
base reactions. A computer program written in Pascal 
has been developed to implement the methodology. 
The flowchart in figure 1 1  illustrates the basic 
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Figure I ?.-Optimized magnitude of base force. 

algorithm. The algorithm was applied to a fourdegree- 
of-freedom spatial manipulator proposed by NASA 
Lewis. 

From the results obtained (fig. 121, we observe that 
the cost function that weighs both the base force and 
base moment is  most suitable for minimizing the base 
reactions. 

Resedrchers: C.L. Chung and S. Desa (Carnegie-Mellon) and 
C. Lawrence (NASA Lewis). 
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Development of Hypersonic Engine Seals 

High-temperature seals are required to seal structural 
panel joints and interfaces of advanced variable- 
geometry hypersonic engines. The seals must prevent 
extremely hot (up to 5000 "F) high-pressure (140 psi 
maximum) engine flow gases, including unburned 
hydrogen, from escaping past the movable engine 
panels. Leakage of these hot flow-path gases could 
cause severe damage of the engine panel articulation 
systems and catastrophic loss of the engine and 
vehicle. Several panel-edge seals showing promise of 
sealing the interfaces between the movable engine side 
walls and the stationary engine splitter walls were 
developed in this investigation. 

Materials for these seals were selected for their 
excellent ability to operate at high (up to 2300 O F )  

temperatures, minimizing required coolants, and for 
their stability in the chemically hostile hydrogen- 
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(a) Ceramic-wafer seal. 
(b) Cera rn ic-wa ferlcera rn ic-sleeve sea 1. 

oxygen environment. The ceramic-wafer seal is made 
of stacked ceramic wafers mounted in a seal channel 
along the edge of the movable engine panel, as shown 
in figure 13(a). The seal conforms to engine wall 
distortions by the relative sliding of adjacent wafers. 
Various techniques (such as the pressurized metal 
bellows shown) can be used to transversely preload the 
ceramic wafers against the engine wall. The ceramic- 
wafer material, size, shape, tolerances, and loading 
must be optimized for the final seal application. The 
ceramic-waferkeramic-sleeve seal (fig. 13(b)) was 
constructed by inserting the ceramic wafers in a 
flexible ceramic sleeve braided of alumina-boria-silicate 
yarns. 

The multiple-ply ceramic-sleeve seal shown in 
figure 13(c) is  constructed of several braided ceramic 
sleeves tightly stretched over one another forming a 
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(c) Multipleply ceramic-sleeve seal. 
(d) Ceramic-balllceramic-sleeve seal. 

Figure 13.--Hypersonic engine paneledge seal concepts. 
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densely-packed ceramic rope. The seal was inserted in 
omega-shaped telescoping s heet-metal segments (such 
as Inconel), fitted in the seal groove, and preloaded by 
the pressurized metal bellows shown. 

The ceram ic-bal I/ce ram ic-sleeve seal shown in 
figure 13(d) consists of a braided ceramic sleeve 
internally packed with small ceramic balls. The ceramic 
balls easily roll over one another, allowing the seal to 
conform to both localized engine wall irregularities and 
global engine wall distortions. 

Seal room-temperature leakage performance was 
ranked as a function of applied air pressure differential, 
seal preload, and adjacent wall condition. The results 
of these tests are (in order of increasing leakage) the 
ceram ic-wafer sea I; the ceram ic-waferkeram ic-sleeve 
seal, the multiple-ply ceramic-sleeve seal, and the 
ceramic-balkeramic-sleeve seal. Results of some of 
these leakage measurements are plotted in figure 14 as 
a function of applied pressure differential for a straight 
engine wall condition. All of the seals except the 
ceramic-ballkeramic-sleeve seal meet the tentative 
maximum leakage criterion for many combinations of 
applied seal pressure differential and seal preload. The 
seals exhibit similar behavior when tested against an 
engine simulated wavy wall. 

An analytical seal leakage model was developed for 
the ceramic-wafer seal relating seal leakage flow rate to 
gas pressure, temperature, and viscosity and to seal 
size, length, and apparent seal leakage gap. The model 
allows seal designers to estimate seal leakage flow rate 
for engine gas mixtures, pressures, and temperatures. 

High-temperature friction and durability tests of 
flexible ceramic fabric, candidate seal material, were 
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Figure 14.--Seal leakage rates as function of applied seal pressure 
differentials. 

conducted with NASA Lewis' pin-ondisk machine. 
Excessive friction coefficients (p  > 1) were measured 
when the ceramic seal fabric was slid against Inconel 
X-750, a candidate engine material. Application of thin 
solid lubricant films such as silverkalcium fluoride or 
gold to the alumina-boria-silicate fabric (Nextel) reduces 
friction coefficients by 50 percent and minimizes fabric 
damage when the fabric i s  heated from room 
temperature to 1560 O F .  

Researchers: B. Steinetz and C. Dellacorte (NASA Lewis) and 
P.J. Sirocky (Sverdrup). 
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Experimental Investigation of Propfan Aeroelastic Response 
With Mistuning in Off-Axis Flow 

~ 

I An experiment was performed to investigate the 
effects of frequency and mode shape mistuning on the 
aeroelastic response of two propfan model rotors. 
Mistuning refers to the property differences that exist 
between the blades of a rotor. If the blades of a rotor 
are identical, then theoretically all the blades will have 
the same aeroelastic response amplitudes. The 
experiment showed that both inherent mistuning and 
intentional alternate mistuning had a significant effect 
on the response of the blade vibratory amplitudes. 
Therefore, mistuning should be included in propfan 
aeroelastic response analyses for reliable blade design. 

~ 

Two propfan research models, the SR3C-X2 and the 
SR3C-3, (hereafter referred to as -X2 and -3, 
respectively), were used for the experiment. The 
models had the same geometry (each 2 ft in diameter) 
and material, but differed in natural frequencies and 
mode shapes. These differences were designed into the 
blades by varying the ply orientations of the laminated 
composite blade material. 

Blade vibratory strain amplitudes were compared for 
the three rotor configurations shown in figure 15. One 
rotor had all -X2 blades, another had all -3 blades, 
and a third had both -X2 and -3 blades arranged in an 
alternate pattern. The -X2 and -3 uniform rotors had 
inherent mistuning from manufacturing differences of 
the blades, and the mixed rotor was intentionally 
mistuned. The vibratory blade excitation was obtained 
by tilting the rotor shaft in the free stream to obtain off- 
axis flow into the rotor. This resulted in a dominant 
excitation and blade response at a frequency of once- 
per-revolution, referred to as I f .  

Figure 16 shows a typical variation of the I f  
vibratory strain amplitudes of the blades in the uniform 
and mixed rotors as a function of rotational speed. The 
data show that the I P  strain amplitudes of the uniform 
-X2 rotor are much larger in magnitude and variation 
than those of the uniform -3 rotor. However, in the 
mixed rotor the amplitudes of the -X2 blades drop 
significantly and are below those of the -3 blades, but 
the -3 blades have relatively small changes in 
amplitude compared to the blades of the uniform -3 
rotor. So, the intentional alternate mistuning was 
beneficial since it caused a large reduction in the I f  
amplitudes of the higher responding -X2 blades, but a 
relatively small change in the I P  amplitudes of the 
lower responding -3 blades. It i s  interesting to note 
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(a) Uniform SR3C-XZ rotor. 
(b) Uniform SR3C-3 rotor. 

(c) Mixed SR3C-XZISR3C-3 rotor. 

figure 15.--Uniforrn and mixed rotor configurations. Views looking 
downstream. 
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monitored, the maximum responding blades may have 
been missed; also, the order of variation of -X2 blade 
amplitudes could not have been predicted intuitively. 
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Aeroelastic Response of Metallic and Composite Propfan 
Models in 

A theoretical aeroelastic response model and 
associated computer code (ASTROP3) were developed 
for predicting propfan or turborotor blade stresses or 
strains. (The acronym ASTROP3 stands for “aeroelastic 
stability and response of propulsion systems.”) The 
model is  based on normal modes of the rotating blade 
and t h ree-d i mens i on a I unsteady com press i ble, I i ft i ng- 
surface aerodynamic theory including both 
aerodynamic and structural mistuning for blades. 

The code was validated by applying it to five wind- 
tunnel propfan research models that were tested at 
NASA Lewis Research Center for aeroelastic response 
due to yawed flow. These models include SR-5, SR-3, 
SR3C-X2, SR3C-3, and SR3C-X2/SR3C-3. The blades 
of the first two models were made of titanium and 
those of the last three models were molded from 
graphite-ply/epoxy-matrix laminated material. The level 
of mistuning in the first four models was very small 
and was due only to manufacturing tolerances. 
However, the fifth model was intentionally mistuned 
for a particular type of mistuning that is  characterized 
by the differences in blade frequencies, mode shapes, 
steady-state deflected shape, and motiondependent 
unsteady aerodynamics. 
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Yawed Flow 
Figures 17 and 18 show the calculated and measured 

blade oscillatory stress amplitudes due to yawed flow 
of the SR-5 and SR-3 wind tunnel models, respec- 
tively. The variation of the calculated stress around a 
strain gage i s  illustrated by a vertical bar in these 
figures. The relative flow Mach number (or helical 
Mach number) at the blade tip for both the models is 
high subsonic. The correlation between theory and 
experiment is  good for both models. A similar 
correlation was observed for the other three models. 

a 

After validating the code, additional parametric blade 
stress calculations were performed to investigate the 
effects of (1) the number of modes used for each blade 
in the modal analysis method, (2) the blade flexibility, 
(3) the type and level of blade mistuning, and (4) the 
number of propfan blades. These calculated results, 
although not shown herein, led to several new and 
interesting conclusions: 

(1) Blade stresses are sensitive to the blade frequency 
and mode shape mistuning. A k5-percent alternate 
frequency mistuning does not have a significant 
influence on blade stresses for the metallic blade 
(SR-5). But both frequency and mode shape mistuning 

0 = GAGE N W R  

’ --‘A ,rLEADING EDGE 
/ 

I 

(4 Oscillatory stress amplitude as function of strain gage number. 
(bl SR-5 strain gage locations on suction side. 

Figure 17.-Cornparison of calculated and measured blade stresses. SR-5 model test point number 851 I 
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Figure 18.-Comparison of calculated and measured blade stresses. SR-3 model test point number J90. 

have beneficial effects on composite blade strains due 
to yawed flow. This conclusion, which was confirmed 
by experimental results, is  contradictory to the common 
belief in the published literature that the mistuning has 
an adverse effect on blade strains. This finding 
demonstrates that the mistuning must be included in 
aeroelastic response analysis of turborotors. 

(3) A decrease in blade stress amplitudes due to 
yawed flow occurs with an increase in number of 
blades. 

Researchers: K.R.V. Kaza (NASA Lewis), M. Williams (Purdue 
University), 0. Mehmed (NASA Lewis), and G.V. Narayanan 
(Sverdrup). 

(2) The first two blade normal modes are adequate to 
predict the response due to yawed flow. 
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Vibration and Flutter Characteristics of the SR7L 
Large-Scale Propfan 

An investigation of the vibration characteristics and 
aeroelastic stability of the SR7L Large-Scale Advanced 
Propfan has been performed using a finite element 
blade model and an improved aeroelasticity code. 
Analyses were conducted for different blade pitch 
angles, blade support conditions, number of blades, 
rotational speeds, and free-stream Mach numbers. 

A finite element model of the blade was used to 
determine the blade’s vibration behavior and sensitivity 
to support stiffness. The calculated frequencies and 
mode shapes obtained with this model agreed well 
with the published experimental data. Parametric 
studies involving the blade support stiffness values 
showed that the bending torsional frequencies were 
generally insensitive to the support stiffness used. 
However, the blade edgewise frequencies were 
particularly sensitive to the out-of-plane support 
stiffness used (fig. 19). 
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A computer code recently developed at NASA Lewis 
Research Center and based on threedimensional, 
subsonic, unsteady, lifting surface aerodynamic theory 
was used for the aeroelastic analysis to examine the 
blade’s stability at a cruise condition of Mach 0.8 at 
1700 rpm. The results showed that the blade is  stable 
for that operating point. However, a flutter condition 
was predicted if the cruise Mach number was increased 
to 0.9 (fig. 20). 
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Figure 2O.--SR7L damping as function of Mach number for original 
support. 

40 A 

W 0 
VALUE USED I N  I 

- FLUTTER ANALYSIS 7, 1 
‘\I 

1 

I I I I I l l l l  I I I l l l l l l  I I I I l l l l l l  
! 

104 105 106 107 
0 

OUT-OF-PLANE BENDING STIFFNESS, N-N/RAD 

Figure I9.-SR71 frequencies as function of out-of-plane bending 
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Researchers: R. August (Sverdrup) and K.R.V. Kaza (NASA Lewis) 
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Vibration, Performance, Flutter, and Forced Response 
Characteristics of a Large-Scale Propfan 

and Its Aeroelastic Model 
An investigation of the vibration, performance, flutter, 

and forced response of the large-scale propfan, SR7L, 
and its aeroelastic model, SR7A, has been performed 
by applying available structural and aeroelastic 
analytical codes and then correlating the measured and 
calculated results. The objectives of this investigation 
were (1) to continue to validate new advanced propfan 
analysis methods and (2) to assess the SR7A and SR7L 
dynamic simulation. Finite element models of the 
blades were used to obtain modal frequencies, 
displacements, stresses, and strains. These values were 
then used in conjunction with a threedimensional, 
unsteady, lifting surface aerodynamic theory for the 
subsequent aeroelastic analyses of the blades. 

The agreement between measured and calculated 
frequencies and mode shapes for both models is very 
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good. Scaling the natural frequencies by multiplying 
the frequencies by blade tip radius shows that the 
SR7A blade matches the dynamic characteristics of the 
SR7L blade very well (fig. 21). Calculated power 
coefficients correlate well with those measured for low 
advance ratios. Flutter results show that both propfans 
are stable at their respective design points (fig. 22). 
There is good agreement between calculated and 
measured blade vibratory strains due to excitation 
resulting from yawed flow for the SR7A propfan. 

In general, the aeroelastic results further demonstrate 
the validity of the ASTROP code, but also point out the 
need for more improvement in the forced response 
analysis. The similarity of structural and aeroelastic 
results also show that the SR7A propfan properly 
simulates the SR7L characteristics. 
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Figure 2 I .-SR7A, SR7L modified Campbell diagram. 
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Application of a Semianalytical Technique for Sensitivity 
Analysis of Unsteady Aerodynamic Computations 

The computation of derivatives of response quantities sensitivities calculated by the finitedifference and the 
semianalytical approaches are in reasonable agreement. 

Figure 24 shows the percentage saving of CPU time 
achieved by the semianalytical approach as a function 

to design parameters, known as sensitivity analysis, 
plays an important role in developing reliable and 
efficient procedures for design optimization of practical 
aerospace structures. For aeroelastic problems, the 
sensitivity derivatives can also be useful in computa- 
tional schemes for aeroelastic analysis and in computing 

0 REAL PART OF 
the derivatives of the flutter Mach number and flutter GENERAL I ZED 
frequency. 

These sensitivity derivatives can be calculated using a 
straightforward finite-difference approach. However, 
experience in other engineering disciplines suggests 
that a semianalytical approach may prove to be more 
computationally efficient. This paper presents a 
semianalytical sensitivity analysis of the subsonic 
unsteady aerodynamics used in flutter analysis, so that 
the derivatives of the generalized unsteady aero- 
dynamic forces can be computed. As a first step, only 
non-shape-dependent variables representing the flow 
conditions and the structural motion are considered. 

The semianalytical approach to the sensitivity analysis 
of a response function consists of an analytical differen- 
tiation of the original function with respect to an 
intermediate function and the evaluation of this derivative 
by numerical differentiation. The semianalytical 
approach combines the efficiency of the analytical 
approach with the ease of implementation of the finite- 
difference approach. 

Using the semianalytical approach, we show that the 
sensitivity of the generalized aerodynamic force i s  
equal to the generalized force acting on the blade 
resulting from a “pseudo-pressure differential” across 
the blade surface. The pseudo-pressure differential i s  
shown to be equal to the pressure distribution that 
gives rise to a ”pseudo-upwash” distribution. 

The semianalytical approach i s  applied to two 
unsteady aerodynamic models: (1) an isolated airfoil in 
two-dimensional flow and (2) rotating propfan blades in 
t h ree-d i mens i ona I flow . 

Consider the generalized force (GF) on the SR3C-X2 
propfan blade in the first normal mode due to motion 
in the first normal mode. Figure 23 shows the 
computed sensitivities of the generalized force with 
respect to the vibration frequency. The generalized 
force also i s  shown on the right vertical axis. The 
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of the number of chordwise stations. The efficiency of 
the semianalytical approach relative to the finite- 
difference approach increases rapidly with the number 
of chordwise stations. This saving in CPU time can be 
significant in aeroelastic optimization of propfan blades 

with th reed i mensional unsteady cascade aerodynamics 
that employ mistuning and a large number of panels. 

Researchers: D.V. Murthy (University of Toledo) and K.R.V. Kaza 
(NASA Lewis). 



Effects of Rotational Flow, Viscosity, Thickness, and Shape 
on Transonic Flutter Dip Phenomenon 

The transonic flutter dip phenomenon associated with 
blade sweep on thin airfoils for propfan blades is  
investigated by using an integrated two-dimensional 
Euler/Navier-Stokes code and a two-degree-of-freedom, 
typical section structural model. The EuIedNavier- 
Stokes code solves the unsteady, two-dimensional, 
Reynold’s averaged, compressible, full Navier-Stokes 
equations on a body-fitted coordinate system in a 
strong conservation form by using an alternating 
direction implicit procedure. An algebraic eddy 
viscosity model i s  included to analyze turbulent flows. 

Figure 25 shows the flutter boundary for the NACA 
64A010 airfoil. The boundary is obtained with the 
Euler version of the code by using two dissipation 
models. The two dissipation models, model I based on 
the local pressure gradient scaled by a common factor 
and model It based on the local pressure gradient 
scaled by a spectral radius, predicted the same flutter 
boundary except in the recovery region for the case 
studied. The dissipation model I predicts a flutter 
boundary that folds over to provide upper boundaries. 
No such folding over of the boundary is  observed 
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Figure 25.-F/utter boundaries for NACA 64AOIO airfoil. 

when dissipation model I I  i s  used. This indicates that 
the recovery portion of the flutter boundary is  
dependent on the dissipation model used, even though 
the minima of the dip i s  unaffected by the models. 

Figure 25 also shows a comparison of the flutter 
boundary obtained by using the Euler version of the 
code and using the dissipation model I, with published 
results. The published results have been obtained by an 
Euler code, three transonic small disturbance (TSD) 
codes, and a linear subsonic theory (LST) code. All the 
codes, except the LST code, show qualitatively the 
same flutter boundary. The LST code, as expected, 
predicts a linear drop in the flutter speed as the Mach 
number increases. 

For Mach numbers between 0.7 and 0.82, the flutter 
speeds predicted by the present Euler code are less 
than those predicted by the TSD codes. However, for 
Mach numbers between 0.82 and 0.87 the flutter 
speeds are in good agreement. This behavior can be 
explained by inspecting the shock location on the 
airfoil. For example, for a Mach number of 0.8, the 
shock is  near the midchord, indicating that the flow i s  
rotational over a reasonably large area. The TSD 
theories are unable to model the effect of rotational 
flow downstream of the shock and predict a higher 
flutter boundary than that predicted by the present 
code. As the Mach number increases, the shock travels 
towards the trailing edge and the strength of the shock 
increases. For Mach numbers between 0.85 and 0.88, 
the shock is  near the trailing edge, thereby reducing 
the area over which the flow i s  rotational. Therefore 
the Euler code shows the same accuracy as the TSD 
codes. Beyond Mach 0.88, the shock strength is 
sufficiently high to induce separation. The Euler and 
TSD codes fail to model separated flow behind shocks, 
and they predict qualitatively the same flutter boundary 
beyond Mach 0.88. 

Studies, not presented here, showed that the effects 
of mean angle of attack, initial conditions, and viscosity 
on the flutter boundary are negligible on the minima of 
the dip but have a significant effect away from the dip. 

Figure 26 shows the effect of shape and thickness on 
the flutter boundary calculated by using the present 
Euler code with dissipation model I. Also included in 
the figure, for comparison, is  the flutter boundary 
calculated by using the linear subsonic theory. Four 
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Figure 26.-F/utter boundaries for four airfoils. 

NACA 16 series airfoils, 16-01 0, 16-004, 16-(1.3)(04), 
and 16-(1.3)(2.6), were considered for the study. The 
NACA 16-(1.3H2.6) airfoil represents a typical propfan 
ai rfoi I. 

Comparison of the results for the four airfoils shows 
that ( 1 )  for symmetric airfoils, the transonic dip moves 
towards higher Mach numbers as thickness to chord 
ratio decreases; (2) for the thin cambered airfoil studied 
here, the camber effects are nullified by the effects due 
to reduction in thickness, and the flutter boundary i s  
similar to a thick symmetric airfoil of the same series; 
and (3)  the flutter characteristics strongly depend on the 
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Figure 27.-F/utter boundary for SR-5 propfan simulated fyprcal 
section model. 

shock location and shock strength. The results 
presented in figure 26 show that the transonic dip is 
present even for thin airfoils, even though the minima 
of the dip is  smaller than that for thick airfoils. 

Figure 27 shows the flutter boundary obtained using 
the present Euler code with the SR-5 swept propfan 
simulated typical section model. The flutter boundary 
obtained with the LST code is  also shown in figure 27 
along with the velocity index curve (V/(bo,Jp) versus 
Mach number) for this typical blade. Here V i s  the 
velocity, b i s  the semichord, w, is the torsional 
frequency, and p i s  the mass ratio. The present Euler 
code gives a flutter Mach number of 0.845. This value 
is  about 4.5 percent less than that obtained from the 
SR-5 propfan experiment, which may be due to the 
limitation of the typical structural dynamic model 
employed to simulate the SR-5 propfan. 

Researchers: T.S.R. Reddy (University of Toledo), R .  Srivastava 
(Georgia Tech), and K.R.V. Kaza (NASA Lewis). 
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Unsteady Supersonic Axial Flow Aerodynamics 

A research project to design, build, and conduct 
experiments on a single-stage supersonic throughflow 
fan is now underway at the NASA Lewis Research 
Center. During the design stage, the question of aero- 
elastic stability arose. Since the aeroelastic stability was 
a concern, an analytical capability was needed to 
perform the aeroelastic stability analysis. Consequently, 
a computer code was developed to predict the unsteady 
aerodynamic loading for supersonic axial flow. This 
code was then incorporated into an existing aeroelastic 
stability code (MISER21 to perform the analysis. 

In this code, Lane’s equations are used to calculate 
the unsteady aerodynamic loads. These equations are 
the result of an extension of a Laplace transform method 
first proposed by Miles for a single airfoil with wind 
tunnel wall interference. Lane’s formulation considers a 
two-dimensional cascade with a supersonic leading- 
edge locus having arbitrary stagger angle (blade leading 
edges must be ahead of Mach lines) and arbitrary inter- 
blade phase angle. The effects of airfoil thickness, 
camber, and steady-state angle of attack are neglected. 

The NASA Lewis blade is  much higher in solidity and 
lower in stagger angle than typical fan stages. However, 
the airfoil cross section i s  similar to that of conven- 
tional fan blades. The first mode is primarily bending 
and the second mode is  primarily torsion. The physical 
properties of the 73.3 percent span location were 
chosen as being representative and were used in the 
flutter analysis (fig. 28). 

Along with the results for supersonic axial flow, some 
comparative results were obtained for subsonic axial 
flow using other theories (Rao and Jones, Adamczyk 
and Goldstein). For supersonic Mach numbers less than 
1.6, the critical reduced velocity starts at a very low 
value of approximately 0.5 and increases with Mach 
number to approximately 1.0. For relative Mach 
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Figure 28.-Aeroe/astic analysis of supersonic throughflow fan 
torsional flutter. 

numbers greater than 1.6, the critical value i s  always 
near 1 .O. The aeroelastic stability analysis predicted the 
blades would be unstable at supersonic relative 
velocities. As a result, the rotor blades were redesigned 
by reducing the aspect ratio, to bring the throughflow 
fan into the stable operating range. 

Researchers: J . K .  Ramsey and R.E. Kielb (NASA Lewis). 
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Visual Method for Finding Complex Roots of Polynomials 
by Using Transputers I 

I 

1 
The extraction of roots (eigenvalues) from polynomial 

(characteristic) equations is often inexact. Root-finding 
methods such as Newton-Raphson can completely miss 
one or more roots of a polynomial. 

A graphical method using transputers has been 
developed to help identify roots in an arbitrary region 
of the complex plane. A quick visual identification of 
roots in a region of the complex plane is now possible. 

I The method discretizes the specified complex region 
so that the coordinates correspond to every pixel on 
the display board. For each complex coordinate, z, the 
polynomial, f(z), is evaluated. Depending on the quadrant 
of f (z) ,  a color value (four possible) is assigned to the z 
coordinate and plotted. The root(s) of the polynomial 
lie at the intersection(s1 of the four colors. 

The results of the method for the polynomial 

f (z )  = z4-2.0z3 + 1 . 2 5 ~ ’  - 0 . 2 5 ~  - 0.75 

over the complex plane from (-2,  -2j) to (2, 2j) are 
shown in figure 29. Note how the approximate values 
for the roots of f(z) can quickly be found by looking at 
the figure. 

The parallelization ot this method consists of distribu- 
ting d subregion of the specified complex region to a 
given processor. Each processor in the network evaluates 
the polynomial f (z )  for the specified subregion. The 
computed coordinate and color data are then sent to a 
display node for drawing. 

INAG I NARY ~+ h C N  

QUADRANT NAPPING FOR f ( 2 )  

Figure 29.-Po/ynorn1al root virualrzation r t , Q u / t \  ior 
f(z) = z4 - 22.’ + 1 .25~ ‘  - 0 . 2 5 ~  - 0.75 

Researchers: G.K. Ellis (ICOMP) 

The architecture for the parallel implementation of 
this method will be a pipeline of transputers. This type 
of network i s  easy to implement on transputers and can 
easily take advantage of the overlapping of network 

performance concurrent analyses. 
, communications with computation for high- 



Two-Dimensional Graphics Tools for a Transputer-Based 
Display Board 

I 

A package of two-dimensional graphics routines has 
been developed in an effort to standardize and simplify 
the user interface for a transputer-based graphics 
display board. The routines available take advantage of 
the graphics board's capabilities while presenting an 
intuitive approach for generating drawings. The routines 
allow a user to perform graphics renderings in a two- 
dimensional real-coordinate space without regard to the 
actual screen coordinates. Multiple windows, which 
can be placed arbitrarily on the screen, as well as the 
ability to use double-buffering techniques for smooth 
animations are also supported. 

The routines are designed to be run on a transputer 
other than the graphics display board. The window and 
screen parameters are maintained locally. The 
conversion to device coordinates is also performed 

I 1 A 

locally. The only data sent to the display board are 
control and device coordinate display commands. 

I 

A processor block diagram showing the world proc- 
essor, the display processor, and the graphics monitor 
i s  shown in figure 30. The logical blocks showing the 
transformation procedures used on the two-dimensional 
world processor to map a drawing from world 
coordinates to integer device coordinates is shown in 
figure 31. 

I 

GRAPHICS DISPLAY BOARD 

The routines available include rotation, translation, 
and scaling commands; absolute and relative point and 
line commands; circle, rectangle, and polygon 
commands; and window and viewpoint definitions 
commands. 

DATA FROY 
APPLICATION PROGRM 

DATA FROM 
APPLICATION PROGRM 

I 
I 

t 

GRAPHICS NONITOR IC17 

NORML 1 ZED 
DEVICE 
COORDINATES 

VIEWPORT ' T  I 1 

0 1 
0 X M X  

DEVICE 
COOADINATES 

1 I 
1 1 TO GRAPHICS BOARD yrux W I NDOU 

Figure 3 I.-/mplernentation of two-dimensional viewing on two- 
dimensional world processor. 

Researchers: G.K. Ellis (ICOMP). 



Distributed Computation of Graphics Primitives 
on a Transputer Network 

Operations performed 

A method has been developed for distributing the 
computation of graphics primitives on a parallel 
processing network. Off-the-shelf transputer boards are 
used to perform the graphics transformations that would 
normally be assigned to a single-transputer-based 
display processor. Each node in the network performs a 
single graphics primitive computation. Frequently 
requested tasks can be duplicated on several nodes. 

Time, 
psec 

The transputer network used for the computation i s  
shown in figure 32. The buffer routines that run on 
each node and perform data routing through the 
network are shown in figure 33. 
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Figure 32.--Mu/tip/e processor graphics display engine showing 
processor 

Results indicate that the current distribution of 
commands on the graphics network shows a performance 
degradation when compared to the graphics display 
board alone. A change to more computations per node 
for every communication (perform more complex tasks 
on each node) may cause the desired increase in 
throughput. The results for line draw and circle draw 
computations are shown in tables IV and V, respectively. 

TABLE IV.-COMPARISON OF LINE COMPUTE- 
DISPLAY TIMES 

Scan convert line (0, 0) to (51 1 ,  51 1 )  
Transmit computed data to display board 
Transmit data and display line 
Scan convert, transmit, and display 

7 933 
12 512 
28 400 
36 399 

Graphics board draw line command 14 887 
Graphics board fast draw line command I 3 542 1 

TABLE V.-COMPARISON OF CIRCLE 
COMPUTVDISPLAY TIMES 

Operations performed, 
(radius - 100, center - (256, 256)) 

Researchers: G.K. Ell is (ICOMP). 

37 362 
54 685 
57 064 

37 349 

Figure 33.--Computation of node buffer processes and communication. 
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Implementing Direct Spatially Isolated Problems 

NUMBER OF 
PROCESSORS loooF - 40 

32 * 16 * 8 

l -  

on Transputer Networks 
Parametric studies have been performed on transputer 

networks of up to 40 processors to determine how to 
implement and maximize the performance of the 
solution of spatially isolated problems. 

The term spatially isolated refers to the class of 
problems that can be divided such that no data are 
required from any other processor for the problem 
solution. This, however, does not preclude the 
necessity of distributing and collecting initial data and 
final answers on the transputer network. A direct 
problem is one that requires a known number of 
iterations to be solved (i.e., not iterative). 

Two types of problems were investigated in this 

The results indicate that some minimum amount of 
work is  required on each node per communication to 
achieve high network speedups (efficiencies). The 
floating-point processor requires approximately an order 
of magnitude more work per communication than the 
integer processor because of the floating-point unit’s 
i nc reased com pu t i n g ca pa bi I ity . 

Figure 34 shows the results for the definite integral 
evaluation using the rectangle rule on a floating-point 

N W R  OF 
PROCESSORS - 40 

study. A computationally intensive problem where the 
solution required the transmission of 160 bytes of data 
through the parallel network, and a communication 
intensive problem that required the transmission of 
3 Mbytes of data through the network. This data consists 

host processor, and not intermediate results for another 
processor to work on. 

B 
W W 

of solutions being sent through the network back to the 85 

Studies were performed on both integer and floating- 
point transputers. The floating-point transputer features 
an onchip floating-point math unit and offers approxi- 
mately an order of magnitude performance increase 
over the integer transputer on real-valued computations. 
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Figure 35.4peedup of computation of definite integr‘il on tramputer 
network. 
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flgure %.-Transputer network performance for solution of definite Figure 36.4ff iciency of computation of definite integral on tramputer 
integral. network. 
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1 processor network. The integral was evaluated on 8, 
16, 32, and 40 processors. Note that for low numbers 
ot intervals ( < 1 O,OOO), 8 processors perform faster than 
40. This is because network communication time 
becomes significant when compared to computation 

time. Figures 35 and 36 show the same results 
expressed as speedup and efficiency, respectively. 

Researchers: G.K. Ellis (ICOMP). 



High-speed Balancing on a Helicopter Engine 
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This contract effort comprised three separate tasks: 
( 1 )  analysis and demonstration of high-speed balancing 
on d T700 power turbine module, (2) analysis of high- 
speed balancing on T700 gas generator modules, 
(3) and development of vibration diagnostics for T53, 
T55, and T700 engines. 

Both the gas generator and the power turbine of the 
T700 engine operate above bending critical speeds. 
Close tolerances in manufacture and assembly, 
combined with careful low-speed balancing, allow 
satisfactory operation of the engine. The Army was 
concerned, however, that the close tolerances would 
be difficult to maintain through engine overhaul. Use 
of high-speed balancing would allow a relaxation of 
tolerances (thus lowering cost) and at the same time 
produce smoother running engines. 

The T700 power turbine assembly was balanced at 
20 000 rpm (its normal operating speed), applying 
balance corrections at three locations along the shaft 
axis. Results are shown in figure 37. The components 
of this power turbine had previously been balanced at 
low speed; the assembly was considered within 
production tolerances. The vibration was reduced 
considerably by high-speed balancing, both at the 
critical speeds and at operating speed. Analysis shows 
similar benefits for T700 gas generator assemblies. 

To assist in repair of overhauled engines that vibrate 
excessively, vibration spectra were measured for 
operating conditions used in the acceptance test. 
Figure 38 shows a typical result. From left to right, 
\ iI>r,ition peaks are observed at speeds of the power 
turbine ( N P ) ,  accessory gearbox, 0.89NC (source 
unknown), gas generator (NG), and 2AC. Vibration 
spectra of engines undergoing acceptance tests are 
compared with the typical spectra. If vibration at any one 
frequency i s  particularly high, this indicates a problem in 
the component producing that frequency. For example, 

--- BEFORE HIGH-SPEED BALANCING - AFTER HIGH-SPEED BALANCING 

SPEED, RPH 

Figure 37.-1700 power turbine vibration displac-ernent probe 

Figure 38.- 1700 vibration spectrum 

high vibration at NP would indicate an out-of-balance 
power turbine. With this knowledge, only the 
component at fault needs to be reworked, rather than 
the entire engine as was previously the case. This 
results in considerable savings of time and resources. 

Researchers: Mechanical Technology, Inc 
Technical Monitor: D P. Fleming (NAM Lew i \ i  



High-load Damper Test Rig With Thrust Capability 
Modern turbine engines must be designed to operate 

reliably, not only under normal conditions, but when 
abnormalities such as a lost turbine blade occur. This 
means that shaft dampers must sometimes tolerate 
higher than normal loads and amplitudes, while 
continuing to provide good vibration control. Damper 
designs other than conventional squeeze films are 
usually required for this. In addition, the increasing 
flexibility of contemporary engines and the need for 
seal clearance control often make it desirable to 
provide dampers at al l  bearing locations, including 
thrust bearings. Thus the bearing thrust load must also 
be carried by the damper. 

The damper test rig described here (fig. 39) was 
designed to accommodate dampers capable of high 
radial loads and amplitudes, while also carrying a 
thrust load. Maximum capabilities of the rig are 

Speed, rpm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10000 
Damper radial amplitude, mm . . . . . . . . . . . . . . . . . . . . . . . . .  0.5 
Rotating load, kN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  22 
Thrust load, kN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.4 
Damper diameter, mm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  200 
Damper length, mm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11 0 

Power is provided by an 1 1-kW variable-speed 
electric motor driving through a poly-V belt to the shaft 

of the test rig. The shaft is  mounted in duplex ball 
bearings at each end; the bearings are supported by the 
test damper at one end and rigidly at the other end. 
The test damper is  loaded radially by imbalance in a 
disk at the end of the shaft. A pneumatic cylinder 
provides the thrust load. Shaft and damper amplitudes 
are measured by eddy-current probes; damper load is 
measured by quartz load washers. The data are 
processed by a digital vector filter and online computer 
for conversion into stiffness and damping coefficients. 

The rig has been fully assembled with a solid setup 
piece in place of a test damper. It has been run to full 
speed with no imbalance applied. All rotating parts had 
been previously balanced in a balancing machine prior 
to assembly in the rig. Observation of the shaft orbits 
on oscilloscopes showed no detectable increase in 
amplitude as speed was increased, indicating that the 
initial balance was excellent. It i s  anticipated that a 
short shakedown period will be needed before the rig 
is  ready to receive a test damper. Runs will be made 
with imbalance applied in order to verify rotor 
response predictions. 

This unique test facility is  expected to prove 
extremely valuable in qualifying new damper designs 
for gas turbines engines and other high-speed rotating 
machinery. 

Figure 39.--High-/oad and -thrust bearing damper rig. 

Researchers: D.P. Fleming and M.P. Doherty (NASA Lewis). 
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Vibration and Control of a Flexible Rotor Supported 
by Magnetic Bearings 

Thwe are many papers on the subject of magnetic 
bearings. These papers are divided into two categories. 
One is the use of magnetic bearings taking the place of 
contacting bearings. The other covers the use of 
noncontact actuators for active vibration control. The 
present work deals with both categories, namely, active 
vibration control of flexible rotors supported by 
magnetic bearings. By using a finite element method 
for the mathematical model of a flexible rotor, the 
author has formulated the eigenvalue problem taking 
into account the interaction between a mechanical 
system of the flexible rotor and an electrical system of 
the magnetic bearings and the controller. For the sake 
of simplicity, gyroscopic effects were disregarded. This 
formulation has been adapted to a general flexible 
rotor-magnetic bearing system and applied to a test rig. 
Controllability with and without collocation (sensors 
and actuators located at the same distance along the 
rotor axis) i s  discussed for the higher order flexible 
modes of the test rig. It was concluded that it i s  
necessary to add additional active control loops for the 
higher flexible modes, even in the case of collocation. 
Then, it is also possible to stabilize for cases without 
collocation by means of this method. 

Table VI lists the eigenvalues of the flexible rotor- 
magnetic bearing control system with collocation in the 
ideal case. The real part of all eigenvalues is negative, 
therefore, every mode is  stable. However, the roots of 
the higher modes approach the imaginary axis (the 
absolute values of the real parts are very small). This 
means that it may be difficult to pass through higher 
critical speeds even in the case of collocation. 

Table VI1 shows the increased stability of the higher 
modes with collocation and additional velocity 
feedback loops. In this case, the real parts have larger 
negative values; thus, damping i s  greater. 

Table Vll l shows the eigenvalues without collocation 
(the experimental case). The real parts of the fourth, 
fifth, and sixth eigenvalues are positive; thus, these 
modes are unstable. Improvement of the damping 
characteristics at these modes is needed in addition to 
the velocity feedback. 

1 -  

The root locus of eigenvalue analysis in this experi- 
ment without collocation is  shown in figure 40. It i s  
found for the analysis, and verified by experiment, that 

TAB LE VI .-EIGENVALUES 
WITH COLLOCATION 

Eigenvalues Frequency 
H r  

5750.0 
2502.7 
2034.6 
945.1 
464.1 
328.3 
150.7 
106.2 
25.2 
24.3 
19.5 

TABLE VII.-EIGENVALUES WITH 
COLLOCATION IN ADDITION 

TO VELOCITY FEEDBACK 

Eigenvalues Frequency, 

imaginary 
t I I 

-0.46911D+3 
- .59602D + 3 
- ,14625D + 3 
- .28629D + 3 
- .46764D + 0 

0.1 1555D+4 
.91103D+3 
.36865D+3 
.34515D+3 
.13729D+3 

183.9 
145.0 
58.7 
54.9 
21.9 

TABLE VIII.-EIGENVALUES 
WITHOUT COLLOCATION 

Eigenvalues Frequency, 

Imaginary 

- 0.161 81 D + 2 
- ,74842D + 2 
- .7 1 604D + 2 
- . l l l l l D + 3  
-. 12722D+3 
- .65155D+ 1 

0.201 01 D + 4 
.66925D + 3 
.62756D + 3 
.17393D+ 3 
.15032D+3 
.10677D+ 3 

319.9 
138.3 
99.9 
27.7 
23.9 
17.0 



the characteristic of the fourth mode is  improved by 
active velocity feedback loops; the unstable fourth root 
goes to the stable region. In this figure, the arrow 
indicates the direction of increasing velocity feedback. 
Douhling the feedback from the first trial value 
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10 

improves stability of both the fourth and fifth modes, 
but further increases degrade stability. Any amount of 
velocity feedback seems to reduce the stability of the 
first two modes; however, they are still well within the 
stable region. 
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(a) Modes I to 3.  
(b) Modes 4 and 5.  

Figure 4U.-Root loci without collocation in addition to velocity feedback. 
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Active Control of Rotor Vibrations 
let engine shaft vibrations are suppressed by passive 

devices such as squeeze film dampers. Research is  
being performed to replace or supplement these by 
active dampers, to reduce engine weight and produce 
more predictable and reliable damping. The research 
reported here uses piezoelectric pushers for actuators in 
active dampers, because of their light weight, 
compactness, and low-voltage. 

This research showed that 

(1) Standard control theories such as optimal, pole 
placement, and velocity feedback could be applied to 
the prescribed displacement characteristics of 
piezoactuators. 

(2) The pusher could yield between 50- and 80-lb- 
sec/in. damping as determined by Comparison of test 
and simulation results. The test rig is  shown in figure 
41, and the accompanying vibration reduction plots are 
shown in figure 42. 

( 3 )  A narrow bandpass tracking filter was required to 
suppress instabilities of the control system. The method 
was effective except when the rotor speed was just 
below a critical speed, in which case an instability 
occurred. 

The ensuing strategy for developing the piezoelectric- 
actuator active damper was to 

(1) Determine, by computer sirnulation, what 
piezopusher specifications (force, stroke, stiffness) 
would be required for effective control of vibration in 
various jet engines. 

(2) Identify the cause of the electromechanical 
instability problem and develop solutions. 

(3) Work with the piezopusher manufacturer 
(Burleigh, Inc.) to develop more powerful pushers. 

Task (1) was approached by performing rotordynamics 
simulations on the T700, T64, and T55 engines. 

Figure 43 shows the first mode shape, unbalance 
response plot, and pusher internal displacement for a 
typical T700 simulation run. The T700 falls in the 
category "small general aviation engine (SGAE)" 
according to criteria proposed in Bhat, S.T., et al. 
(Analysis of High Load Dampers. (5779-10, Pratt and 
Whitney; NASA Contract NAS3-22518). NASA 
CR-165503, 1981). 

2 0  000 
T700 '1 6 000 

aService 

. 
AMPLIFIER AMPLIFIER t-1 SYNCHRONOUS I G A I N = G  I 1 G A i N = G  TRACKING FILTER 

I 

Figure 4 I .-Rotor test rig with active damping feedback loop using piezoelectric pusher actuators 



A coinpariwn ot the T700 re\ults to the maximum 
teptable vibration propo5ed in the Bhat report 
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vi bration," vibration,a 
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The T700 results are for an active damper value of 
100 It)-sec-/in. which produces a pusher internal dis- 
plxement of 8 mils/oz in. and force of 200 Ib/oz in. 
AI t hough the pus her d is  placement requ i remen t exceeds 
the 2- to 3-mils limit of existing pushers, larger displace- 
ments can be obtained by stacking piezopushers in 
series. Similar simulations are currently being performed 
on the T64 and T55 engines. 

The problem addressed in task (2) arose when the test 
rig response had high-frequency pulses. Those instabilities 
range from 1000 to 9000 Hz and are caused by the 
phase change in the differentiators and piezopushers. If 
the total phase lag becomes greater than 90" the active 
damping becomes negative and an instability may 
occur. Insertion of low pass filters into the feedback 
loop i s  not a certain solution since they also have 
phase lag. 

A narrow bandpass, synchronous tracking filter 
stabilizes the system except when the rotor speed 
approaches a critical speed in which case the 90" 
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Figure 4 1  - Vfhration reduction achieved with increasing active 
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Figure 43.--T700 power turbine simuhtion results. 

phase shift of the filter causes the critical speed to 
become unstable. The current strategy being developed 
i s  to use a combined approach of low pass filtering, 
phase lead circuitry, mechanical natural frequency 
shifting, and mechanical isolation to stabilize the 
closed-loop system. 



Task (3) was initiated by meeting with a piezoelectric two “increased stiffness” prototype pushers and has 
given instructions on changing the frequency response 
characteristics of the pusher’s amplifier-driver 

pu slier ma ti ci fact u rer, the pri rnary investigator, and 
Burleigh personnel (Burleigh, Inc.) and discussing 
improvements required in the pushers for effective 
active vibration control. These included increased 
force, stroke, frequency response, linearity, and high- 
temperature survivability. Burleigh recently loaned us 

Researchers: A.F. Kascak (AVSCOM), A.B. Palarzolo (Trkas A&hl), 
G.T. Montague (Sverdrup), and R. Lin (Texas A&M). 
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