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SUMMARY

A solution procedure has been developed that solves the unsteady, incompressible Navier-

Stokes equations, and has been used to numerically simulate viscous incompressible flow through

a model of the Pennsylvania State artificial heart. The solution algorithm is based on the artificial

compressibility method, and uses flux-difference splitting to upwind the convective terms; a line-

relaxation scheme is used to solve the eqfiations. The time-accuracy of the method is obtained by

iteratively solving the equations at each physical time step. The artificial heart geometry involves

a piston-type action with a moving solid wall. A single H-grid is fit inside the heart chamber.

The grid is continuously compressed and expanded with a constant number of grid points to ac-

commodate the moving piston. The computational domain ends at the valve openings where

nora-effective boundary conditions based on the method of characteristics are applied. Although

a number of simplifing assumptions were made regarding the geometry, the computational re-

sults agreed reasonably well with an experimental picture. The computer time requirements for

this flow simulation, however, are quite extensive. Computational study of this type of geometry

would benefit greatly from improvements in computer hardware speed and algorithm efficiency

enhancements.

This work is part of a joint effort with Pennsylvania State University and Stanford Univer-

sity and is partially funded by the NASA Technology Utilization office.

INTRODUCTION

Advances in the field of Computational Fluid Dynamics (CFD) along with advances in su-

percomputer hardware have made it possiole to simulate more complicated problems than ever

before. The current work is an example of how this may affect more than just the field of aerody-

namics. The goal of this work is to apply a newly developed solution algorithm to the problem of

flow through a model of an artificial heart as a demonstration calculation to show the capability

of CFD for computing a variety of problems in fluid dynamics. Developing this capability will

extend the use of CFD as a design tool into all aspects of fluid dynamic mechanisms. The analysis

of blood flow through the heart, blood vessels, and various biomedical prosthetic devices requires

detailed knowledge of the flow quantities. Blood may exhibit significant non-Newtonian charac-

teristics locally and the geometry is usually very complicated. Also, the flow is unsteady, possibly

periodic, very viscous, and incompressible. In an artificial organ, blood may go through regions

of high turbulent stress which may damage the red blood cells. The problems are very much in-

terdisciplinary and an attempt for a complete simulation would be a formidable task. However,



ananalysisbasedonasimplifiedmodelmayprovidemuchneededphysicalinsight into theblood
flow analysis.For amorecomprehensivestudyonbloodflow, seereferences1-5.

Mechanicalheartsarein demandasa temporarylife supportsystem.Presently,thesede-
viceshaveseveralproblems,manyof which aredirectly attributableto thefluid dynamicsof
thebloodflow. It thereforeis of considerablebenefitto medicalresearcherstodeterminetheflow
characteristicsin thesedevicesbyapplyingstate-of-the-artCFDtechnology.Someongoingwork
by theauthorshasinvolvedthedevelopmentof viscous,incompressibleflow solvers. This re-

search is motivated by needs for realistic three-dimensional simulations of aerospace applications,

such as the flow through the Space Shuttle main engine power head.

The current formulation is based on a Newtonian fluid assumption. However, since the

governing equations are solved in a generalized coordinate system, viscosity that varies in space

and time is allowed; a full simulation of viscoelastic flow is very difficult because of nonlinear-

ities of the fluid. However, as a first step toward full simulations, non-Newtonian effects of the

blood flow can be simplified by a constitutive model for viscous stresses. In addition, the code

formulation allows the implementation of a moving geometry. Thus, these flow solvers can be

applied to analyze mechanical hearts and ventricular assist devices. The primary purpose of the

current work is to transfer NASA-developed technology to artificial heart researchers. NASA

benefits by advancing the state of the art in CFD for treating unsteady internal flow with moving

boundaries, while the artificial heart manufacturers benefit by gaining a better understanding of

the fluid flow within their devices and, hopefully, an improved design.

This paper discusses the application of an incompressible Navier-Stokes flow solver re-

cently developed by the authors to the problem of the unsteady flow through a model of the Penn-

sylvania State (PS) artificial heart (ref. 4). The first section gives the details of the flow solver.

Next, the geometry of the PS artificial heart is presented and the grid generation is discussed. The

final section details the solution and shows some of the flow physics in the heart.

COMPUTATIONAL SOLUTION METHOD

Recent developments in the numerical solution of the incompressible Navier-Stokes equa-

tions include an efficient algorithm for time-dependent flows (refs. 6 and 7). This algorithm uses

a flux-difference-split, upwind-differencing scheme for the convective fluxes. The resulting sys-

tem of numerical equations is more nearly diagonally dominant than that resulting from the use

of a central-difference scheme. The system is solved using an unfactored line-relaxation scheme

which proves to have very good stability and convergence characteristics. Some of the details of

this algorithm are described in this section.

The algorithm requires that the equations be cast in primative variable form, using pres-

sure and the velocity components as the dependent variables. First the equations are transformed
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into generalized curvilinear coordinates, resulting in the following form for the continuity and

momentum equations, respectively

ot - - (?-L)- =__.

(2)

where _ represents the right-hand side of the momentum equations. The equations have been

written in generalized coordinates using

= ((z,v,z,t)

rl = r_(z,y,z,t)

= _(z,_,z,t)

(2)

where J is the Jacobian of the transformation and
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(3)

The metrics of the transformation have been represented by

In deriving the viscous fluxes, constant viscosity was assumed for simplicity and because cal-

culations of a laminar, Newtonian fluid are being performed initially. This simplification is not

necessary and will be removed in subsequent calculations where a non-Newtonian fluid will be

3



necessary to model the flow of blood. Thus the viscous fluxes are then given by
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where v is the kinematic viscosity and the velocity gradients in the viscous fluxes were written as

a'7" = u(, etc.
qu

In the time-accurate formulation the time derivatives in the momentum equations are dif-

ferenced using a second-order, three-point, backward-difference formula

1,5_ "1 - 27z '_ + 0.57_1 = __..÷1 (5)
At

where the superscript n denotes the quantities at time t : r_ t and _ is the residual given in

equation (1). To solve equation (5) for a divergence-free velocity at the n+l time level, a pseudo-

time level is introduced denoted by a superscript m. The equations are iteratively solved such

that ?z"÷1 ,=*l approaches the new velocity _,,+1 as the divergence of h "+1 ,=÷1 approaches zero.

To drive the divergence of this velocity to zero, the following artificial compressibility relation is

introduced:

Op -flY. _,-o1,,,,÷1
o-7 = (6)

where r denotes pseudo-time and where fl is the artificial compressibility parameter, which is

to be specified by the user. Applying an implicit Euler time differencing to equation (6) and

combining it with the momentum equations gives

/.(b,,"t, ,,,÷t _ b,,,'t.,,,)

= _/_,.-t,=+t _ /=(1.5 b _t'= - 23" + 0.5 b ''-_ )
. At

(7)
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where

b= 7

]

[°

and where It,- is a diagonal matrix and I,,, is a modified identity matrix given by

(8)

I_,- = diag , , ,
r At At At

I,_ = diag[0, 1, 1, 1]

Finally, the residual term at the m+l pseudo-time level is linearized, giving the following equation
in delta form

+ (9)

= _ _,,+l,= I,,_(1.5D '_I'= - 2D '_+ 0.5D _I )
JAr

where D = Jb.

The viscous fluxes in the residual vector _ are formed using second-order central differenc-

ing. The convective terms are computed using a flux-difference split form of upwind differencing

with a choice of either third- or fifth-order accuracy. All of the results reported in this paper used

fifth-order fluxes. The use of upwind differencing makes the equations diagonally dominant,

which will lead to fast convergence in the pseudo-time iterations. Approximate Jacobians of the

residual were used to form the left-hand side of the equations. To numerically solve the resulting

system, the entire numerical approximation to equation (9) was formed at every grid point. A

line-relaxation scheme was then used in which one sweep direction was chosen initially. Then

the terms on the left-hand side which did not fall on the sweep direction line were shifted over to

the right-hand side, resulting in a Iridiagonal system of equations. This system was then solved



iteratively,usingfive iterationsandonesweepdirection. Theboundaryconditionsusedwith this
flow solverareimplicit andarebasedonthemethodof characteristics(refs. 7 and8). Thesehave
provento beveryrobustandnon-reflective.For moredetailson theflow solver,seeRogersand
Kwak (refs. 6 and7).

GEOMETRY AND GRID GENERATION

The actual model of the PS artificial heart poses some very difficult problems from a com-

putational standpoint. A computer-generated, shaded-surface representation of the heart is shown

in figure 1. The heart is composed of a cylindrical chamber with two openings on the side for

valves. The pumping action is provided by a piston surface which moves up and down inside the

chamber. The diameter of the piston is 7.4 cm, with a stroke length of 2.54 cm. The problem

was nondimensionalized with a characteristic length of 2.54 cm and a characteristic velocity of

40 cm/sec. The actual heart has a cylindrical tube extending out of each of the valve openings.

These tubes contain tilting flat disks which act as the valves. The current computational model

will neglect the valves altogether and will use the righI and left openings shown in figure 1 for the

inflow and outflow boundaries, respectively. In the computations, as the piston reaches its top-

most position, the outflow valve closes and the inflow valve will open instantaneously. Similarly,

as the piston reaches its bottommost position, the outflow valve will open and the inflow valve
will close.

In the actual heart device, the piston moves through the entire chamber volume, including

across most of the valve opening. This will cause some severe problems for the computational

grid as the piston moves across the valve boundaries. Since the flow solver is designed to use
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body-fittedcoordinates,it is necessaryto placethe grid linesaroundthevalve to coincide with
thevalve openingboundaries.Yetsince thepiston movespast t-hisopening,the grid will have
to accommodatebothof thesesurfaces.Thereareseveralways in which a computationalgrid
canhandlethis motion.Onemethodis with theuseof a Chimerascheme(ref. 9) in which two
gridsareused,onewhichmoveswith thepiston,andonewhich is attachedtotherestof thebody.
Informationispassedbetweenthetwogrids by interpolatingvariablesat thegrid interfaces.This
methodcan be expensiveandComplicatedto implement. Two methodswhich are somewhat
simplerto implementbothinvolve theuseof one grid insidethecomputationaldomain. Oneof
theseinvolvesa stationar3grid throughwhich the pistonsurfacetravels. Boundaryconditions
appliedat thepistonsurfacewouldensurethat massandmomentumareconservedfor thepartial
grid cells asthe pistonmovesthroughthem. However,with the curved surfacesat the valve
boundaries,this would involvepartial grid cells with anarbi_arynumberof sides,makingthis
formulationdifficult. Another single-grid method uses a grid which varies in time as the piston

moves through the boundar2,.'. The generalized coordinate transformation given by equation (2)

enables the grid motion to be accounted for in the equations with the time-varying metrics. This

scheme requires that a separate grid be generated for each discrete position of the piston during

the calculations. This may provide the simplest way to accommodate the entire piston motion,

yet it still poses a difficult grid-generation problem.

In an effort to eliminate this problem, a simpler piston motion was chosen for the calcula-

tions of the present study. The piston motion was restricted so that the piston does not rise above

the bottom of the valve openings. The latter of the single-grid approaches was used, so that a

constant number of grid points are used and the grid between the piston and the bottom of the

valve openings compresses and expands as the piston moves up and down. In order to do this

the piston was allowed to travel farther down so that the overall volume of the chamber in the

computations was larger than in the actual device. One possible drawback to this approach is that

the continuous compression and expansion of the grid will have a varying effect on the accuracy

of the flow simulation because the grid density will be changing with time. The effect of this has

yet to be studied in detail.

To make the most efficient use of grid points, an H-H grid topology was used to fit the

grid to the physical domain. The grid dimensions were chosen to be 39 x 39 x 51 because of

memory and computational time limitations of the current flow solver. In order to generate a

grid at each time step for this geometry, the surface grid was first generated, and from that an

algebraic grid generator and elliptic smoother were used to generate the interior points using the

distribution given on the surface grid. To generate the surface grid, the side boundary was divided

into seven different zones. The points were distributed along each of the zonal boundaries, and

then a biharmonic solver written by Bjorstad (ref. 10) was used to generate the grid interior to each

of the zones. The biharmonic solver was also used to generate an H-grid for the the top and bottom

surfaces of the heart device. This approach made it relatively simple to repeat the process at each

time step for any given position of the piston surface. Figure 2 shows the unwrapped surface of

the side of the heart chamber. In figure 2a, the zonal boundaries of the different sections used to

generate the surface grid are shown, and in figure 2b, the resulting surface grid is shown.
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(a)Zoneboundariesshowinghowthesurfaceis sectionedfor thegrid generation.

(b)Completed surface grid.

Figure 2.- Unwrapped side surface of the artificial heart.

COMPUTED RESULTS

The calculations were carried out on a Cray 2 supercomputer with a core memory of 256

million words. This large amount of memory has proven to very useful because the implementa-

tion of the current implicit scheme requires about 180 times the number of grid points in words

of memory. The current modest grid of 77,571 points requires over 14 million words of core

memory. This large memory use is due to the fact that the line-relaxation scheme was coded in

such a way as to save computational time by storing terms and utilizing more memory whenever

possible. Other formulations using less memory are possible and will be coded in the future.

The computations started with the fluid at rest and with the piston at the bottom position and

the outflow valve open. The computations were carried out for a Reynolds number of I00 based on

unit length and velocity, and the flow was assumed to be laminar. In the actual heart the Reynolds
number is about 600, and regions of the flow are turbulent. The laminar assumption is used here

because this calculation's main purpose is to test the ability of the flow solver to compute flow

through this complicated geometry, separate from the effects of using an inadequate turbulence

model. Finally, the fluid is assumed to be Newtonian, which corresponds to the experiment of
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Tarbell (ref. 4) who used a water and glycerin fluid whose viscosity is nearly the same as blood,

about 3.5 centipoise, but unlike blood, it exhibits a Newtonian fluid behavior.

The use of characteristic relations (refs. 7 and 8) at the inflow and outflow boundaries de-

termines only part of these boundary conditions. At the inflow three variables must held constant,

and at the outflow one varSable must be held constant. At the inflow valve opening, the total

pressure is specified to be constant and the velocity is prescribed to be perpendicular to the open

surface. At the outflow valve opening, the static pressure is specified to remain constant. This

scheme provides a nonreflective boundary treatment which remains computationally stable. The

rest of the boundaries are prescribed to be viscous, no-slip surfaces, where the pressure on the

boundary is computed by specifying that the normal pressure gradient be zero.

The artificial compressibility constant/3' was set to 500. This value was obtained from nu-

merical tests to determine the best convergence during the subiterations. The larger the pseudo-

time step A 7- was, the faster the convergence, and therefore it was set to 1012, which effectively

set the 1/A 7- term to machine zero. The physical time step A t was set to 0.025. Values of A t

larger than this tended to make the computation slightly unstable. The piston moved with a con-

stant, nondimensionalized velocity of --t-0.2 between its top and bottom positions, requiring 200

physical time steps for one period of the piston's motion. During each time step, the subitera-

tions were carried out until the maximum residual dropped below 10 -3 or until a maximum of 20

subiterations were used. During most of the pist0n's cycle only 12' 15 subiterations were required,

but when the piston was changing directions, it did not completely converge in 20 subiterations.

This did not cause any stability problems, yet it remains to be seen what effect this has on the

accuracy of the solution. The computing time required for each period of the piston's motion was

approximately 4 hr. The computations were run for four periods during which time particle paths

were computed after being released near the inflow valve.

Figure 3a shows some of these particle traces as the piston nears its bottom position. Two

distinct vortices are seen to have formed from the flow separating as it enters through the inflow

valve and encounters Lhelower pressure regions adjacent tO the- valvel In figure 3b, an experimen-

tal photograph (J. M. Tarbell, private communication, 1988) shows bubbles entering the inflow

valve as the piston nears itsl bqtt0m position. A similar two-vortex system is seen to form here.

Figures 4 and 5 show velocity vectors durir_g the inflow phase in planes passing through the cen-

ter of the inflow valve. The first of these show a top view of Vectors in a plane parallel to the

piston, while figure 5 shows a side-v-i-ew6-f _ctbrs in_-plbYfiep-_-tpeiidicular to the piston. These

figures portray how complicated the vortical structure of this flow is. Figure 4 again shows the

presence of two vortices formed as the incoming flow forms a jet. Figure 5 shows also how the

flow recirculates underneath the valve opening, but what it does not show is that the flow there

is strongly three-dimensional, with the velocity vectors next to the left wall underneath the valve

pointing into the paper. The figure also shows the presence of additional vortices or stagnant flow

regions against the back wall opposite the valve opening. This is a region which could possibly

benefit from a design modification.



(a) Computational results.

(b) Experimental results.

Figure 3,- Incoming particle traces from computations and photograph of experimental results as

the piston nears the bottom position.
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Figure 4.-Top view of velocity vectors in plane through center of inflow valve showing incoming

fluid.

CONCLUSION

An algorithm for computing unsteady incompressible Navier-Stokes equations has been ex-

tended to simulate the flow through an artificial heart. The present solution shows the capability

of the computational procedure for simul:_ting complicated internal flows with moving bound-

aries. For this initial calculation, the motion of the piston of the actual device was simplified. The

fluid was assumed to be laminar and Newtonian. Also neglected were the effects of the valve

opening and closing. Even though the computer code, which is based on a nonfactored implicit

line-relaxation scheme, converged rapidly, further enhancement in computational efficiency will

still be useful. One simple modification would be the use of a multigrid convergence-acceleration

scheme. Many different configurations will need to be analyzed in the design of the heart, which

will require a faster flow-solver code. One difficulty in performing the present study is that there

is currently very little validation which can be done because of the laminar flow assumptions

and because the valves were simplified in the computation. It is realized, however, that this work

represents a first step toward developing a CFD tool for this type of flow. With the use of more ad-

vanced grid techniques, and multiple zones to handle the valves, simulation of the entire artificial

heart will be possible in the near future.
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Figure 5.- Side view of velocity vectors in plane through center of inflow valve showing incoming

fluid.
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