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1. ABSTRACT

Yarious archiitectures and their respective software for Hierarchically
Intelligent Robots are discussed in this paper. They conform to the Principle of
Increasing Precision with Decreasing Intelligence by following a three-leve)
structure. The architecture of the organization and coordination levels is
presented here and their algorithms are outlined.

2. INTRODUCTION

Intelligent Robots are a special type of Intelligent Machines [S]. They may be driven by controls with
special characteristics described by the methods of Hierarchically Intelligent Control Systems [3).

Hierarchically Intelligent Control is based on the Principle of Increasing Intelligence with Decreasiag
Pracision. Intelligent Robots (and thus Intellfgent Machines) may be modeled based on the constraints imposed
by the Theory of Intelligent Controls. They are considered to be composed of three interactive levels, or
ganization, coordination and execution. They utilize feedback mechanisms from the hardware processes of the
execution level to the organizer selectively, by aggregation of the information at every level (Figure 1).

A three interactive level probabilistic model has already been defined {4,5] for Intelligent Robots. The
organization level is modeled after a Knowledge Based System; it performs ganeral knowledge processing tasks
with 1ittle or no precision. The coordination level is composed of a specific number of coordinators, each
performing 1ts own pre-specified functions; 1t performs spacific knowledge processing tasks. The executioa
level 1s composed of specific execution devices (hardware) associated with each coordinator. The probabilistic
model 1s obtained by defining the various operations assocfated with each level of Intelligent Robots fm a
sathematical wvay and then assigning a probabilistic structure to organize the appropriate tasks for execution.

A simple but complete architectural model that can accommodate fast and reliable operation for the levels.
individual functions has also been derived [5]. Each level has a functional task to perform. The functional
task of each level is performed in the best possible way based on accumulated information and related feedback
from the lower levels. Upon completion of this functional task, a command is 1ssved to the immediate lower
Tevel, and the functional task of the lower level is accomplished. With this structure, each level evaluates
and controls the performance of the immediate lover one. The architectural model associated vith top-down
hierarchical knowledge (information) processing is suitable for the decision phase of Intelligent Robots. Thre
decision phase involves formulating complete and compatidble plans, deciding which one is the best to execute the
requested job and how to execute it. Therefore, it may accept spectfal simple architectures specifically
designed to implement the Hierarchically Intelligent Control Algorithss,

Specific hardware units must be built within each of the higher two levels for the upgrade phase of
Intelligent Robots. This phase invclves the upgrade of the individual and accrued costs and probabilities
assocfated with a particular plan. Upgrade follows plan execution (completion of the decision phase) and fs
performed in a bottom-up way: costs and probabilities assocfated with the lower level are upgraded first fcl-
lowed by the ones with the higher level.

The architectural model (of the decision and upgrade phases) is appropriate for both modes of operation of
.an Intelligent Robot, the training mode and the well-trained mode. The training mode of operation is defined as
the mode in which the Intelligent Robot “"explores® and "learns® its capabilities and alternative actions given
the user(s) requested job(s). While in this mode, the probabiiities are significantly modifiable by the lears
ing algorithas rewarding certain plans and penalizing others [3]. The well-trained mode of operation follows
the training sode and is defined as the mode in which the Intelligent Robot is well trained and knows exactly
the sequence of actions necessary to complete a user requested job [61. The well-trained mode exists only when
there are not situations which might include unpredictable events.

This paper describes both models for the higher two levels of Intelligert Pobots. Section three of the
paper presents the pertinent definitions necessary for the derivation of the models. Sectfons Four and Five
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present the models for the decision-phase of the organization and coordination levels, while sectfon Six ex-
plains the architectural model for the upgrade phase of Intelligent Robots. Section Sevea presents the

advantages of the models.

3. DEFINITIONS
For every Intelligent Robotic System define [4,5]:

1. The set of user commands c*(cl.cz.....cn: M fixed and finfte} with associated probabilities p(cn).
n=1,2,..M, sent to the Intelligent Rodot via any remote or not channel.

2. The set of classified compiled input commands U-(ul. Ugreaosliy; M fixed and finite]l with associated
probabilities p(uJIcn). 3=1,2,..M, which are the fnputs to the organization level of the system.

3. The task domain of the Intelligent Robot with the set of independent but not mutually exclusive dis-
Jofnt sub-sets of non-repetitive and repetitive primitive events E = (E"r.Er) =

ul"Z""'N-L”N—l*l""'N‘ N fixed and finite).

4. The dbinary valued random variadble xq assocfated with each e, indicating if o, is xtive (x,=1) or
inactive ("1'0) given a uJ. with corresponding probabilities p(x'-lluj) and p(x'-OIuJ) raspectively.

5. The set of the (2“—1) activities which are aroups of primitive events concatenated together to define a
complex task. They are represented by a string of binary random variables xj-t(xl.xz....xn)-;
--1.2....(2"-1). which indfcates which e, 's are active or inactive within an activity with a probabfl-

ity P(X ).

1

1u’t

6. The set of compatible ordered activities obtained by ordering the primitive events within each activity
and represented by a string of compatible ordered binary random variadles Yj-r' where r denctes the rth
ordered activity obtained from XJ-. with a probability P(Yj-rlu‘).

7. The set of compatidble augmented ordered activities obtained by Inserting repetitive primitive evests
within appropriate positions of each Yj-rand represented by Yj-r('s)' where L denctes the sth asg-

mented activity obtained from "'Jnr with a probabtlity P"jnr('s)"jnr)'

8. The set of mask matrices "J-r with associated prodbabilities p("j-rluj) used to obtain the compatible
ordered activities (Yj-r) from the activities (X

9. The set of augmented mask matrices "J-r“s’ with assocfated probabilities pmjnrhs)”jur) used to
obtain the compatible augmented ordered activities from each Yj-r‘

jl)'

When a user command C_ with a probability p(C_) 1s sent to the Intelligent Robot it 1is received and clas-
sified by a classifier to yield the classified command uj; with a probability p1uJ;/(n). which s the fnput to

the organization level.

4. MODEL FOR THE ORGANIZATION LEVEL

The organization level performs five sequential functions as shown {n Figure 2: machine reasoning, plam-

ning, decision making, feedback and long-terms memory exchange. The last two are performed during the upgride
phase. The organizer formulates complete and compatible plans and decides about the best possible plan to
execute the user requested jJob. This is done by assocfating u‘I with a set of pertfnent activities xJ. with

corresponding prooabilities P(X -/u ) (reasoning), and by organizing the activities in such a way (planning) to
yield complete and compatidle plans: The compatible ordered activities YJ-r assoctfated probabilities are:
P(anr,"j' p(MJ-rIuJ)'P(XJ-/uJ). The compatible augmented ordered activities Yj-r(‘s) are obtained by 1nsertiag
repetitive primitive events 1n appropriate positfons within each anr and thetr corresponding probabilities are:
P(YJ"(as)/Yj-r)cp(lj_r(as)ﬁj-r)*(vj.ljuj). Every incompatible activity and incomplete pian is rejected [4].
The most probable complete and cc-batiblo plan YF is the final plan that is transferred to the coordinatioa
level.

After the completion of the requested 'job upgrade of the prodadbilities and stored informatton fcllows as ft
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will be explafned in section Six. Figure 3 shows the analytical probabflfties {1lustration of the complete
organization level function. .

The architectural mode! for the machine reasoning function Is shown in Figure 4. The input to the model s
the (classififed) compiled input command uj and the corresponding output, ZJR. the set of the (maximem) (2"-1)
pertinent activities with the corresponding addresses which store the activity prodbabilities P(xj-luj). The
reasoning block RB contains the (2"-1) strings of binary valued random varfables stored at a particular order,
which represent the activities assoctfated with any compiled input command. The corresponding addre which
slore the probabilities related to these activities are transferred from the memory DR. a part of the long~term
memory of the organizer. The memory DR consists of M different memory blocks Dl' Dz....-D". One memory block,
DJ. is assocfated with each compiled fnput comsand Uy Once the compiled input command Yy has been recognized,
realization of the switch 5 activates (enables) the memory block DJ. Transfer of the data (addresses) con-
tafned in DJ 1s accomplished via the realizatfon of the switch Sy The switches are coupled with each other.

The contents of the RB are transferred to the right most positions of the PRB (Probabfiistic reasoning block)
while the corresponding addresses which store the pertinent probabilities occupy the left most positions. The

information stored in DR is not modififable by, or during the machine reasoning function. Therefore, DR is
considered as permanent msemory whose values gdo not change during an interaction cycle, 1.e., from the time the
user has requested a job until 1ts actual execution. The values of the probability distridution functions
assocfated with the set of pertinent activities are upgraded anly after the completion of the requested job
through a specific hardware unit described in section Six.

The model for the machine planning function is more complicated. It {s shown in Figure 5. The input to
the planning model is ZJR. The ocutput from the machine planning model is, ZJP. the set of all complete and
compatible plans capable to the set of all compatible augmented ordered strings of primitive events YJnr(‘s)
formulated during the machine planning functfon. All compatible ordered activities are stored 1n the first
planning box, PBl. Every compatible augmented ordered activity {s stored in the second planning box, PB2. The
two compatibility tests (one to obtain compatible ordered activities and one to obtain compatible augmented
ordered activities) are performed within the boxes CPT1 and CPT2. The specific hardware unit for both com-
patibility tests i{s shown in Figure S5(b). The memory DT' also a part of the ‘long-term memory of the organizer,

i{s divided into four sub-blocks, Dn. T2 l:).'3 and Du: Dn contains all incompatible patrs of the form (non-
repetitive primitive, non-repetitive primitive), °T2 of the form (non-repetitive primitive, repetitive
primitive), lJ.l.3 of the form (repetitive primitive, non-repetitive primitive) and DT4 of the form (repetitive

primitive, repetitive primitive). Each ordered activity (augmented ordered activity) s transferred to the
register R(R'). At the beginning of the compatibility test the pointer PT (PT') is at the left most position of
R (R*}. It transfers every pair of primitives to the two-position register Rl (R1'}, which scans DTI (DTl' DT2'

°T3 and D."; to check 1f the stored pafr is incompatible. If yes, the whole ordered activity (augmented ordered

activity) is rejected. If not, the left most primitive event in Rl (R1') {s discarded. the right cost moves one
position to the left and a new primitive event occupies the empty position. The test continues until the
pointer has reached the last two primitive events of the activity. Therefore, the number of compatible ac-
tivities Is significantly reduced. The corresponding addresses of the compatible ordered activities with the

mask probabilities pmj-r/“j) are transferred from the memory DlP via the realization of the coupled switches S3

and s,. The switch S3 activates the corresponding memory blogk D“ (once ZJR has been recognized), while the
switch s, permits the transfer of data. The box PBl now contains the compatible ordered activities with their
corresponding addresses containing the probabilities P(YJ"/uJ) . The insertion of the repetitive primitive
events 1s performed in the box INS while the compatidle augmented ordered activities are stored in the second
planning box, PB2. Their corresponding memory addresses with the augmented masks probabflities pmj-rhs)"jnr)
are transferred from sz. Activation and transfer of data from the appropriate memory block DJ:J s ac-
complished via the realization of the two coupled switches S¢ and Sg in a wvay simflar to the ones cescribed
before. The information stored in Dlp and DZP is not modifiable by, or during the machine planning function.
This Information fs considered permanent within an fteration cycle, too. The output from the machine planning
function ZJP is the set of all complete and compatible ordered activities that may execute the requested job.
I;;-conpleteness test is performed within LCMT. This test accepts every meaningful syntactically correct plan

The model for the machine decision making function is shown in Figure §. All comp'ete and compatidle plans
Z‘,P are stored in MDMB (machine decision making box) and checked by pairs to find the most probable cne. The

most probable plan 1s stored fn RR. If during the check, a complete plan with higher probabflity than the one
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already stored in RR 1s found, 1t 1s transferred to RR while the already stored one is discarded. Once the
check is over, the contents of RR {ndicate the most probable complete and compatible plan to execute the re-
Qquested job.

Every complete and compatible plan is also stored 1n a particular part of the long-term mesory of the
organizer, Dss' This memory contains every complete and compatible plan related to every compiled input command

as shown in Figure 6. The fdea of this particular semory {s very important: It represents the situation of a
well-trained Intelligent Robot (under the assumption that no unpredictable events may occur). An Intelligent
Robot which has reached this mode of operation assoctates immediately after the recognition of the compiled
input cozmand the most probable of the plans (if more than one availabiel stored {n Dss' without going through

every single individual function.

S. MODEL FOR THE COORDINATION LEVEL

The coordination level is composed of a specific nusber of coordinators as shown in Figure 7. Its purposes
to coordinate the individual tasks, select the appropriate performance requirements for the execution level,
identify space 1{mitations and assfgn penalty functions, optimize the performance of the overall plan and use
learning for performance improvement. It fssues specific commands to the execution level which is composed of a
number of execution devices associated with the coordinators at the coordination level. The interation between
the three levels is represented in terms of on-1fne (real-time) and of f-1ine feeddack information. The on-line
feedback information is communicated from the execution to the coordination level during the execution of the
requestad job and is used to evaluate and upgrade the informatfon stored in the long-term mesory of the or-
ganization level (functions of feedback and long-term memory exchange).

A block diagram of the coordination level architectural model is shown in Figure 8, The complete and

compatible plan YF stored in RR {s transferred to a huffer B. The complete and compatible most probable (f{nall
plan, contains actually a sequence of addresses. Each address corresponds to a primitive event (repetitive or
non-repetitive). When the final plan is loaded into the buffer the BEVENT line is activated and the pointer PT1
scans the buffer once from left to right. With the aid of the qualifier QLFR it is known how many times each
coordfnator will be accessed, as well as when it will be accessed. Thus, the association executicn devices are
activated when their coordinator is accessed via the qualifier OLFR. After the first scanning, the pointer PT1
returns to the left most position. The BEVENT line is deactivated and the qualifier is used to activate another
coordinator as the pointer moves from left to right. Upon completion of its operation a BENT signal 1s sent to
the qualifier and the buffer and the pointer moves one position to the right. When a specific coordinator
completes 1ts specific functions and the on-line feedback information has (already) been comsunicated to it,
this information 1s stored in the short-term memory of the coordination level. It may be used by other coor-
dinators to complete their functions (during the execution of a requested job) and/or to calculate the overall
accrued cost associated with the coordination level, that will be communicated to the organfzer after the execu-
tion of the job. Thus, the different coordinators co not communicate directly with each other. But eaxch
coordinator has access to the short-term memory for storage and retrieval of data.

The coordination level does not have a particular memory equivalent to the l.)ss memory of the organization

level. This is because the workspace environment of the coordination level 1s dynamic: Given a final plan YF.
the formulation of the actual control problem regarding the way of its execution depends not only on previaus
experience but also on the current configuration of the workspace environment. For example, previocusly chosen
trajectories for the different motions of the manipulator(s) should be modified by the presence of more or less
obstacles and/or of additional objects.

The execution leve! performs the commands {ssued by the coordination level. Each control problem is
analyzed 1n the 1ight of 1ts special requirements. Therefore, there is not one general architectural model tnat
can include every possible operation performed at the execution level.

But although this is the case, the execution level consists of a number of devices each assoclated with a

specific coordinator and vice versa. Each device is accessed via a command issued by its coordinator. Hence,
the hferarchical structure is preserved.

6. MNODELS FOR THE UPGRADE PHASE

The architectural model for the upgrade phase of Intelligent Robots !ncludes specific harc¢ware units that

must be buflt within each of the higher two levels to account f
g ot el toe fomto or both types of feedback information, on-1ime

The off-11ne feecback mechanism (from the coordination to the or
ganfzation level) is activated after the
execution of the requested job and s used to upgrade the probabilities distridutfon functions of the sets of
pertinent, crdered and augmented ordered activities assocfated with a compiled input command.
The probabilities upgrade algorithm {s given by the equation:

p(tﬂluj) = p(t/ujhét,lt:’.-p(t/uj)] (1)
B ¥ 3=
£ {o othetsTse
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where p(tﬂ.luj) denotes the corresponding probability at iteration cycle (t+l), J the actual cost of executionof
the job, ‘,-h the minimum cost of execution and 8 & coefficient that cbeys Dvoketsky's conditioms [3]. Each

upgrade requires one addition, one subtraction and one multiplicatfon. During this process there are no data
dependencies betwesn probabflities. A special purpose hardware unit is the one shown in Figure 9. It consists
of two adders., one sultiplicator unit and three registers (7). The prodbadility value 1is fetched from the
memory, passes through the three arithmetic operations and 1s returaed to the memory, overwriting the previcus
value. This function is performed after the execution of the requested job and calculation of the overall
accrued cost associated with the coordination level.

Five such hardwars units must be built in the organization Tevel to upgrade all pertinent pdfs as shown in
Figure 10.

The on-1ine feedback mechanism (from the execution to the coordination level) is activated during the
execution of the requested job. A dlock diagram of this mechanism is shown in Figure 11. Solid lises represent
the on-11ne feedback information from the execution devices (at the execution level) to the different
coordinators. Individual and accrwed costs are calculated within sach coordinator and are traasferred to the
shert-term memory of the coordination level where the overall accrued cost associated with the coordination
Tevel 1s calculated and comsunicated back to the organizer after the execution of the job. The dotted lines
11lyustrate how the information from the short-term memory is used by the different coordinators and their exscu-
tion devices for the completion of the job.

7. REMARKS
The models presented here have two major advantages:

1. They are applicable to any Intelligent Machine operating under the constraints of Hierarchically
Intelligent Control Systems, and,

2. The same architecture may be used if one uses a linguistic approach to design Intelligeat Machines.
Based on the models described, one may derive the context-free grammars that satisfy the same perfor-
mance requirements and criteria.

The architectura) model of the organization level may be also used 1f one vishes to modify the machine
reasoning function in the algorithm of the organization level as follows: Given a compiled input command uj.

associated with it only a subset of the (2”-1) pertinent activitfes which contains only those activities with
corresponding probabilities greater than a prespecified P-in("J)' Therefore, the machine planning and decision
making functions are limited to the formulation of complete and compatible plans that originate from this subset

of the (f‘-l) possidle pertinent activities. This approach requires decision making from the beginning: the
machine reasoning function because it eliminates every activity with corresponcing probability less than

P-m(uj).

The disadvantage of the architectural model 1s that it does not consider the possibility of unpredictable
events during plan(s) executtion.
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