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## ABSTRACT

A two-stage heuristic solution approach for a class of multlobjective, n-job, 1 -machine scheduling problems is described. Minimization of "job-to-job" interference for $n$ jobs is sought. The first stage generates alternative schedule sequences by interchanging pairs of schedule elements. The set of alternative sequences can represent nodes of a decision tree; each node is reached via decision to interchange job elements. The second stage selects the parent node for the next generation of alternative sequences through automated paired comparison of objective performance for all current nodes. An application of the heuristic to communications satellite systems planning is presented.

## 1. INTRODUCTION

This paper discusses an heuristic approach to solving a class of problems that may be formulated as multiobjective, $n$-job, l-machine scheduling problems. The problem has $n$ objectives: the minimization of "job-to-job" interference experienced by $n$ jobs to be scheduled consecutively on one machine. Job-to-job interference may represent a variety of factors which impede scheduling of jobs in immediately adjacent time slots. In a manufacturing environment, such a factor might be the need to remove fillngs from a work surface between the machining of parts. As noted by Ignizio [4], electromagnetic interference between communications signals may also be modeled as job-to-job Interference, as in the application presented here. Improvement of an existing schedule is sought, as opposed to absolute optimality; therefore, an heuristic approach is suitable. A two-stage heuristic procedure is described. The first stage generates alternative schedule sequences via an heuristic swapping procedure, which interchanges palrs of schedule elements (jobs). The set of alternative arrangements that may be derived from an existing arrangement can represent nodes of a decision tree; thus, each node $i s$ reachable via a decision to interchange two job elements in the existing arrangement. The first stage of the heuristic enumerates all decision tree nodes reachable from the current arrangement. The second stage of the
heuristic selects the most promising potential parent node from those enumerated by the first stage, through automated paired comparison of all current level nodes, for the next generation of alternative schedules.

An extensive body of literature exists for scheduling problems in general (e.g., see Graves' survey [3]) and for $n$-job, l-machine scheduling/ sequencing problems in particular. proposed solution techniques have included goal programming [4] and dynamic programming [11] as well as more tradittonal methods apolied to alternative problem formulations [3]. Strategies for reducing the solution space of possible sequences and schedules, or improving efficiency of search algorithms via the exploitation of precedence constraints and/or dominance concepts appear in [1], [2], [5], [9], and [11]. Extensive work has been performed on the use of interactive paired comparison of alternative options to obtain information about preference relationships, as described in [6]. The approach presented in this paper exploits precedence constraints, a particular dominance concept, and automated paired comparison. The technique can thus be said to represent a hybridization of solution generation and utility assessment techniques approaches that are generally utilized independently of one another.

The heuristic described has been implemented within a module of a computer software package designed for communications satellite systems planning: the Numerical Arc Segmentation Algorithm for a Radio Conference (NASARC) [12,13].

Originally developed at NASA/Lewis Research Center as a planning tool for the 1988 Space World Administrative Radio Conference, the package is designed to develop orbital arc segments that are shared by groups of satellites. In general, sateliftes allotted to different arc segments will pose a potentially harmful level of interference to one another; thus, the proximity of their respective arc segments will affect the level of interference experienced by satellites within each segment. An exact parallel exists between the problem of developing an arrangement of orbital arc segments that minimizes such segment-to-segment interference, and the $n$-job, l-machine scheduling problem where the goal is to minimize the level of job-to-job interference experienced by all jobs.

## 2. REPRESENTATION OF THE SCHEDULING PROBLEM AS A DECISION TREE

Prior to discussion of the heuristic in more detail, it is appropriate to lay the groundwork for the algorithm by representing the $n$-job. l-machine scheduling problem as a dectston tree search problem.

The scheduling problem addressed here may be stated in general terms, as follows: given $n$ jobs to be scheduled on one machine, determine the best schedule with respect to one or more optimality criterła, subject to constraints imposed upon the time slots available to each job. If we may treat schedules as sequences, a direct (though not one-to-one) mapping of the set of all possible solutions to a dectsion tree exists.

Without loss of generality, it is assumed that some initial sequence exists. This initial ordering of jobs may be regarded as the single "parent" node for a decision tree. Each direct descendant of the inftial parent sequence will be reached by a single two-job permutation, or interchange, in the order in which jobs are to be performed - simllar to that described by Emmons [1], Picard et al. [8], or Reiter et al. [9]. Thus, if our initial schedule is represented by an ordering (1, 2, ..., n), the next generation will consist of $\left[\begin{array}{l}n \\ 2\end{array}\right]$ possible schedules. If each node in this generation were to be treated as a potential parent node, the following (second) generation would contain $\left[\begin{array}{l}n \\ 2\end{array}\right]^{2}$ possible orderings. In general, the $k^{\text {th }}$ generation will contain $\left[\begin{array}{l}n \\ 2\end{array}\right]$ nodes, each of which represents a possible schedule. It is clear that no loss of generality 15 experienced in the assumption of an initial ordering; eventually all (n!) possible schedules will each be represented by one or more nodes in the decision tree. This concept is illustrated in Fig. 1.

The three-job example presented in fig. 1 illustrates some potential drawbacks of this representation of the scheduling problem. Schedules may be duplicated at several nodes, and the decision tree will grow explosively as the number of jobs increases. However, the issue of feasiblifty has not yet been dealt with. It is expected that some interchanges of jobs within the schedule will be prohibited by virtue of time constraints that restrict when these jobs may be performed, f.e. precedence constraints. In fact, some jobs may be effectively fixed within the schedule if their feasible times are sufficiently restricted. The number of feasible schedules of $n$ jobs for a given problem may thus be significantly less than ( $n$ !), as noted by Emmons [1]. Erschler et al. [2], and Pasch [7]. Interchanges that are infeasible need not be represented within the decision tree, which will reduce both the total number of nodes and the number of nodes representing duplicate schedules.

The size of the decision tree is also influenced by efficient enumeration of decision tree nodes. Enumerating only those nodes meeting an efficiency criterion will effect further reductions of decision tree size. Efficient enumeration of decision tree nodes is addressed in two ways by the heuristic. First, in any new generation of nodes,
only those nodes that represent schedules that improve upon (i.e., dominate) the schedule of the parent node are enumerated (Stage I). Second, enumeration of the next generation of nodes starts from the single most promising (most dominant) parent node of the current generation (Stage II)

The use of dominance concepts in improving efficiency of enumeration is also addressed in Emmons [1], Erschler et a]. [2], and Picard et al. [8].

## 3. HEURISTIC STAGE I: ENUMERATION OF decision tree nodes

We wish to enumerate only those nodes that satisfy criteria for both feasibillty and efficiency. Stage I of the heuristic accomplishes this purpose by comparing projected objective function performance of potential new nodes with the objective function values of the parent node. New nodes which dominate the parent node are generated; nodes which do not are discarded. Only nodes which are the product of feasible interchanges are assessed.

Prior to defining feasibility and efficiency conditions, it is appropriate to present a generalized formulation of the scheduling problem we wish to address:


Subject to:
$T_{1 i} \leq t_{1 i}, i=1, \ldots, n$
$t_{2 i} \leq T_{2 i}, i=1, \ldots, n$
$t_{2 i}-t_{1 i}=r_{i}, \quad i=i, \ldots, n$
n
$\sum \quad x_{i k}=1, k=1, \ldots, n$
$1=1$
$x_{j m} x_{i k}\left(t_{1 j}-t_{2 j}\right) \geq 0, \begin{aligned} & i=1, \ldots, n \\ & j=1, \ldots, n, j \neq 1 \\ & k=1, \ldots, n\end{aligned}$
$m=k+1, \ldots, n$
$\left.x_{i k}=\{0,1\}, \quad i=\right\}, \ldots, n$
$k=1, \ldots, n$
$\mathrm{t}_{2 i}, \mathrm{t}_{1!} \geq 0, \quad \quad\{=1, \ldots, \mathrm{n}$
where
f,j indices of jobs referenced to positions in initial (parent) sequence
$C_{i j}$ measure of job-to-job interference experienced by job $i$ as a result of adjacency to job $j$ in the scheduled order of jobs (constant for each pair i,j)

Tij earliest feasible time at which job $i$ may be begun (constant)
$T_{2 i}$ latest feasible time at which job 1 may be completed (constant)
til start time, job i
$t_{2 i}$ completion time, job 1
$r_{i}$ required length of time to perform job $i$ (constant)
$x_{i k} \quad\{1$ if job i is $k$ th in the scheduled order of jobs $\}$
\{O otherwise)
The set of $n$ objectives (3.1) consists of minimization of the degree of job-to-job interference experienced by each job. Constraints (3.2) and (3.3) ensure that the time slots found for all jobs i fall within the time limits feasible for each job. Constraint set (3.4) ensures that the time slot scheduled for each job $i$ is of exactly the required length. Constraint set (3.5) ensures that exactly one job is assigned to each position in the scheduled ordering of jobs. Constraints (3.6) enforce non-overlap of time intervals allotted for jobs 1 to $n$. Constraints (3.7) enforce integrality of the $x_{i k}$, and constraints (3.8) enforce nonnegativity.

We define feasibility conditions for the interchange of two jobs within an existing sequence in terms of the problem just presented. An interchange of jobs $i$ and $j$ is feasible if and only if the following three conditions are met:
$\min \left(T_{2 j}, T_{2 j}\right)-\max \left(T_{1 i}, T_{1 j}\right) \geq r_{i}+r_{j}$
$\max \left(t_{2 i}, t_{2 j}\right) \leq m \ln \left(T_{2 i}, T_{2 j}\right)$
$\min \left(t_{1 i}, t_{1 j}\right) \geq \max \left(T_{1 j}, T_{1 j}\right)$
Condition (3.9) guarantees that the intersection of the allowable time intervals for performance of jobs $i$ and $j$ is of at least the length of time required to complete both jobs. Conditions (3.10) and (3.11) ensure that the intersection of the feasible time intervals for jobs $i$ and $j$ encompasses both of the time intervals allotted to jobs $i$ and $j$. Note that a slightly different interpretation may be given to the variables $t_{1}{ }_{i}$, $t_{21}, t_{11}$, and $t_{21}$ : the values of these variables define the current time intervals allotted to jobs $i$ and $j$. Thus, compliance with conditions (3.10) and (3.11) implies that the current time slots for jobs $i$ and $j$ may be interchanged in order and still remain within feasible limits in both cases. Conditions (3.9) to (3.11) are fllustrated in Fig. 2.

Conditions (3.9) to (3.11) may be applied to all pairs of jobs $i$ and $j$ to construct a matrix of feasible interchanges. The matrix will be square, but nonsymmetric. Each column corresponds to a job 1 , and contains the jobs $j$ which may be interchanged with job i. Matrix entries are defined as follows:

[^0]By examining the matrix, we can restrict enumeration of nodes to those that are the product of feasible interchanges

In examining the problem defined by (3.1) to (3.8), we observe that any feasible solution will have a corresponding objective vector containing $n$ elements. Our definttion of effictency will be based upon element-by-element comparison of objective vectors, but first it is appropriate to more clearly define the objectives to be calculated.

Measures of various types of interference between two e?ements may be expressed in terms of the separation between the two elements required to reduce the level of interference to an acceptable level or to eliminate it completely. A measure of this type is of ten preferable to a rigorous computation of interference, as expressions for interference are often nonlinear. If done on a worst-case basis, measures of this type have the additional advantage of requiring a one-time a priori calculation, rather than continual reevaluation of a complicated expression.

We will assume that we have available (or can readily calculate) a matrix of required minimal time separations between all pairs of jobs $i$ and $j$, calculated on the assumption that jobs $i$ and $j$ are adjacent in the scheduled order of jobs The required time separation will thus be worstcase. The elements of this matrix will provide the $a_{i j}$ of (3.1'), i.e., $a_{i j}$ will be the time required between finishing job and starting job $j$ if jobs $i$ and $j$ occupy adjacent positions in the scheduled order.

The efficiency of an interchange is evaluated by calculating the resulting change in affected objective function values. For a given interchange of two jobs $i$ and $j$, in sequence positions $k$ and $m$, up to six objective function values may be affected, namely, those objective values for jobs assigned to positions $k-1, k, k+1, m-1, m$, and $m+1$ (see Fig. 3). Assuming that the goal is to improve the objective value for position $k$, the new objective value obtained when job $i$ is interchanged with job $j$ is calculated first. If the objective value is degraded, the interchange is rejected. If the objective value is improved, the magnitude of the improvement is calculated to be used as a standard of reference. Remaining affected objective values are calculated. If any value is degraded as a result of the interchanges of jobs $i$ and $j$, the degradation must be of lower magnitude than the degree of improvement gained in objective $i$. If this criterion is not met, the interchange is rejected.

If the interchange is efficient, generation of a new node (sequence) is attempted. If the length of time required for jobs in sequence positions $k$ and $m$ are equal, a direct swap of their slots in the sequence may take place. It is possible, if the jobs require different lengths of time, that one available time slot will be of insufficient length to allow direct insertion of a longer job. In this case, a simple algorithm may be applied to laterally shift adjacent jobs to slightly later or earlier time slots to open a time slot of sufficient length. This process is illustrated in Fig. 4.

If a time slot of sufficient length cannot be created for the longer job, the interchange is rejected. If the longer job can be scheduled, the new sequence is generated and stored for comparison with other nodes of the current generation. The heuristic will then evaluate the next feasible interchange for job $i$, applying the same efficiency tests.

Assuming a priori generation of feastble interchange and interference measure matrices, Stage I of the heuristic may be described as follows:

Step 1: Determine next candidate job to be utilized for node generation (job i). If candidates are exhausted, stop.
Step 2: By examinting column i of the feasible Interchange matrix, select next candidate job $j$ for possible tnterchange with job i. If candidates are exhausted, go to Step 1.
Step 3: Calculate objective value for $\mathrm{k}^{\text {th }}$ slot resulting from substitution of job $j$ for job $i$. If objective value is degraded, update interchange matrix and go to Step 2. Otherwise, calculate improvement gained.
Step 4: Calculate objective value for slots $k-1$, $k+1, m-1, m$, and $m+1$. If, for any objective value, degradation is not offset by improvement in objective value for $k$ th slot (Step 3), update interchange matrix and go to Step 2.
Step 5: If required times for performance of jobs $i$ and $j$ are equal, interchange time slots and generate new ordering. Update interchange matrix and go to Step 2, If times are unequal, go to Step 6.
Step 6: Calculate time avallable between jobs occupying slots adjacent to shorter job. If time avallable is of sufficient length for longer job, allocate time slots and generate new ordering. Update interchange matrix and go to Step 2. If time available is insufficient, go to Step 7.
Step 7: Attempt lateral shift of jobs adjacent to desired time slot to earlierliater starting time to open slot of sufficient length. If lateral shift falls, update interchange matrix and go to Step 2. If lateral shift succeeds, allocate time slots and generate new ordering. Update interchange matrix and go to Step 2.

A further efficiency enhancement may be realized through generation of an efficient initial parent node for the decision tree. This is accomplished via application of Stage 1 . The matrix of feasible interchanges may indicate that selected pairs of schedule elements are interchangable only with each other; such elements are termed "pairrestricted". An important feature of such interchanges is that their execution can affect no other outcome of interchanges. Thus, if a pairrestricted interchange improves the initial schedule supplied to the algortthm, a more efficient starting sequence is generated. Generation of an
efficient starting node may take place prior to a more general examination of the interchange matrix for all i, as described above. However, straightforward, successive applications of Stage I to the initial schedule will also result in the eventual acceptance of all efficient pair-restricted interchanges.

## 4. HEURISTIC STAGE II: SELECTION OF PARENT FOR NEXT GENERATION OF NODES

While the steps taken in Stage I of the heuristic reduce the number of nodes in the scheduling decision tree by limiting nodes to those representing only feasible and efficient sequences, it is still possible that a given generation of nodes will contain a large number of members, particularly if the number of jobs to be scheduled is large or if there are few precedence constraints. Thus, to further reduce the size of the scheduling decision tree and yet still obtafn a good-quality schedule, Stage II of the heuristic selects the dominant node of the current generation. Stage I of the heuristic is then applied to this node in creating the next generation of possible sequences.

Selection of the dominant parent node is performed through automated paired comparison of schedules. Extensive work has been carried out by Malakooti [6] on the use of Interactive palred comparison between alternatives in the assessment of utility functions. However, automated paired compartson is appropriate for this problem because the quality of one schedule versus that of another may be readily assessed by a single quantitative utility measure. Preference results will be transitive, guaranteeing that selection of the dominant parent node through paired comparison will not eliminate a node that might have been preferable to our final choice.

Stage II of the heurtstic is performed after each completed application of Stage I; i.e., after a new feasible, effictent node has been generated. The new node will be compared with the best node found so far, on the basis of a numeric index of solution utility. If the newest node is dominant, the existing best node will be replaced. At the beginning of each new generation of nodes, the current best node will be the dominant parent found in the prior generation. At the end of each new generation of nodes, the current best node will be the dominant parent for the next generation.

Solution utility is assessed on the basis of comparative objective function performance. The objective vector of the existing best node and the objective vector of its potential replacement are compared on an element-by-element basis. Since our goal is to reduce job-to-job interference in all n time slots, a simple measure is defined for overall solution utility:
$Q_{j k}=\sum_{\mathfrak{j}=1}^{\Pi} \delta_{i j k} \quad j, k=1,2, j \neq k$
where

Sijk [l. if the th component of the objective is lower in value for solution $j$ than the corresponding objective component for solution k) \{0 otherwise\}

Q12 thus provides a count of the number of objective values that are lower for solution 1 (the best solution so far) than their counterparts for solution 2 (the new node). $Q_{21}$ provides a similar index for the new node versus the best node found so far. The solution that is preferred is that for which the maximum of $Q_{12}$ and $Q_{21}$ is attained, i.e., the solution that corresponds to a greater number of lower objective values. It is possible that a tie will result. In that case, the solution with the lowest average objective value over $n$ components is considered dominant. In the unlikely event that a tie results for this preference measure, the existing best solution is retained.

The complete heurlstic, incorporating both Stages I and II, may now be stated:

Step 1: Generate a matrix of interference measures, for all possible adjacent pairings of jobs.
Step 2: Generate a matrix of feasible interchanges from an existing schedule, using conditions (3.9) to (3.11).
Step 3: Examine matrix for pair-restricted interchanges. If none are found, continue. If pair-restricted interchanges exist, apply Stage I to create efficient starting sequence. If initial sequence cannot be improved, starting sequence is initial node supplied to heuristic.
Step 4: Update interchange matrix, eliminating both accepted and rejected interchanges.
Step 5: If the matrix is nonempty, continue. If no interchanges are feasible, stop. Best feasible node has been found.'
Step 6: Apply Stage I to create a new node (sequence).
Step 7: Compute solution utility indtces $Q_{12}$ and $\mathrm{Q}_{21}$ for the best solution to date, and its potential replacement. If $Q_{12} \neq Q_{21}$, go to Step 9.
Step 8: Compute the average objective function value, over the $n$ components of the objective vector, for the sequences represented by each node.
Step 9: On the basis of the preference criterion, select the dominant solution that will become the best solution found to date, of the current generation.
Step 10: If the interchange matrix has not yet been examined for all jobs 1 , go to Step 5. Otherwise, the current generation is complete; go to Step 4.

## 5. APPLICATION OF THE HEURISTIC WITHIN THE NASARC SOFTWARE PACKAGE

The Numerical Arc Segmentation Algorithm for a Radio Conference (NASARC) is a software package developed at the NASA/Lewts Research Center as a tool for use at the 1988 World Administrative Radio Conference for allotment planning of satellites in
the expansion frequency bands of the Fixed Satellite Service. NASARC utilizes heuristic algorithms to produce a collection of orbital arc segments, each shared by a group of "compatible" satellite systems. Systems are compatible if they exert relatively little interference upon one another in spite of minimal orbital separation. Each group of compatible satellites, and its associated arc segment, may be regarded as a single unit. Each such unit must be placed - or "scheduled" - in some portion of the 360 -degree geostationary orbital arc.

The geostationary orbital arc may be regarded as a finite continuous interval within which a number of arc segments of varying length must be accommodated. Satellite systems exert a degree of electromagnetic interference upon one another that is largely dependent on the proximity of their respective positions in the geostationary orbit in relation to the geographical proximity of their service areas. Thus, systems associated with a given segment of the orbital are interfere to varying degrees with systems associated with all other segments. Segment-to-segment interference can thus be quantified in terms of the interference between systems associated with each segment. The arc segment placement problem is therefore directly analogous to the $n$-job, 1 -machine scheduling problem, where the objective is to minimize the job-to-job interference experienced by each of the $\pi$ jobs.

In order to improve the arrangement of such segments within the geostationary arc, the heuristic described in previous sections was implemented in a module of the NASARC software package. The module seeks an arrangement of arc segments that results in minimal interference between systems in adjacent segments.

The degree of interference experienced by systems within a given arc segment (with respect to systems in immediately adjacent segments) can be evaluated via a required separation measure of the type described in Section 3. Segment-to-segment interference is characterized as the normalized orbital separation required between systems in adjacent orbital arc segments as follows:

$$
E_{I}\left(W_{I}\right)=\frac{\sum_{i=1}^{M} \sum_{j=1}^{N} s_{i j}}{M^{*} N}
$$

where:
$E_{I}$ or $W_{I}$ interference measure associated with arc segment immediately adjacent to the East (following) or West (preceding) of segment I
$M$ the number of systems in segment I $N \quad$ the number of systems in segment $I+1$ or I-1
sij orbital separation required between satellites $i$ and $j$

The quantities $W_{I}$ and $E_{I}$ are equivalent to the quantities aij as defined in Section 3, and are determined by calculation prior to application of the heuristic. The heuristic will seek 1 mprovement in $n$ objectives for $n$ arc segments, i.e.,
$Z_{I}=E_{I}+W_{I}, I=1, \ldots, n$
which are similar to the set of objectives defined by (3.1).

An initial arrangement of arc segments is determined prior to application of the heuristic. The heuristic then interchanges locations of pairs of are segments (and their associated satellite systems), in an attempt to decrease interference between systems in adjacent portions of the orbltal arc.

A matrix of feasible segment interchanges is first created. An interchange of segments is feasible if and only if the two segments meet the following conditions:
(1) The feasible arc locations associated with each segment intersect by at least the sum of the required arc lengths for each segment.
(2) The intersection of the feasible arc locations assoclated with each segment encompass both segments currently allotted arc locations.

These conditions are those defined formally by (3.9) to (3.11), but have an additional physical interpretation for this application. Condition (1) restricts our consideration of alternatives to meaningful alternatives. If condition (1) is not met, the two segments are restricted to portions of the orbit that are sufficiently distant to imply that the appropriate service areas cannot be served by appropriate satellites if the locations of the segments are interchanged. Condition (2) ensures that we may directiy interchange segments in our arrangement, subject to minor adjustments for slightly different length requirements for the two segments.

The process described in Sections 3 and 4 is then applied to the arc segment arrangement problem. The matrix of feasible interchanges is examined for pair-restricted interchanges. Those resulting in an improved arrangement are carried out, and an efficient starting solution is generated. Examination of the updated interchange matrix then begins and new arrangements are generated (Stage I) and evaluated via paired comparison (Stage II). Finally, when no further interchanges are possible, the improved arrangement is output as the final arrangement of arc segments derived by the NASARC software package.

A short computational example illustrates the use of the algorithm within the NASARC software. The NASARC package consists of four program modules with the above algorithm residing within the fourth and final module. For the purpose of comparing computation times and results associated with the heuristic, an alternate fourth module was constructed with ail features of the heuristic disabled. The complete package, both with and without the heurlstic, was then applied to a scenario typlcal of those for which the NASARC software is utilized.

A comparison of results obtained with and without the heuristic demonstrates that improvement in objectlve values is obtained at comparatively little computational expense. An additional 25.43 CPU seconds on an Amdahl 5860 running under the VM operating system was required when the heuristic was utilized. This time represents a somewhat conservative measure of the speed of the heuristic, since both computational and noncomputational
(i.e., reporting) features associated with the hesristic were disabled within the alternate module. Resulting arrangements of arc segments within the geostationary arc, and the objective values associated with each, are presented in Table 1.

Recalling that the odjective is one of minimizing an interference measure associated with each arc segment, Table 1 illustrates that oojectives for segments $3,4,15,16,17,23$, and 24 are improved by application of the neuristic; objectives for segments $5,6,18,19,20$, and 25 are slightly worsened. However, the average improvement in objective value is 0.76 , which more than offsets the average degradation of 0.23 . Examination of results obtained with the heuristic also demonstrates that a degree of "levelling" of objective values takes place. This is due to the fact that the heuristic allows an interchange of two schedule elements to proceed as long as the improvement gained in the objective being examined offsets the possible degradation of any other single objective value. This effect is desirable for this application, in which scarce orbital arc resources must be distributed as equitably as possible.

## 6. CONCLUSIONS

An heuristic approach to solution of a class of multiobjective $n$-job, l-machine scheduling problems has been presented. The scheduling problem is formulated as a decision tree search problem, with alternative schedules represented as alternative orderings of jobs. Alternative orderings are represented by nodes of a decision tree. Each node is reachable through feasible and efficient interchange of two schedule elements. The heuristic approach to generation and utility assessment of decision tree nodes is two-stage. Stage I of the heuristic ensures that only feasible and efficient (improved) nodes are generated. Stage II of the heuristic ensures that only the most promising parent node of the current generation of nodes is selected for application of Stage I in creation of the next generation of nodes.

The heuristic has been implemented in a module of the Numerical Arc Segmentation Algorithm for a Radio Conference (NASARC), a software package developed for satellite systems planning purposes. The problem formulation and heuristic have important advantages in this application. The problem formulation allows substantial simplification of interference relationships and solution approach. The complexity of calculating interference relationships for a large number of satellite systems is avoided through the use of worst-case required separations as an interference measure in calculating objective function values. While this approach is certainly not unique to this formulation (i.e.. see [5]), it is an important feature. It is expected that this feature of the problem formulation may be applicable to a wide variety of scheduling problems where minimization of job-to-job interference is sought. The heuristic is well suited to this type of problem because we seek improvement of an initial solution rather than absolute optimality. The heuristic allows a limited degree of automated,
rule-based dectsion-making appropriate to a multiobjective problem via formulation of improvement measures for Stage I and formulation of preference criteria in Stage II. Since the heuristic treats the scheduling problem as an ordering problem, variables describing exact positions of each schedule element need not be dealt with, other than to the extent needed in making minor adjustments to accomplish an interchange. The heuristic also tends to level objective function values, which is a desirable feature in cases where equitable treatment of schedule elements (in terms of objective function value achieved) is a concern. The heuristic provides an easily implemented and efficient means of achieving the goal of an improved solution, without dependence on system-resident optimization packages. This feature was particularly important for NASARC, which was installed on a varlety of computer systems throughout the world and was required to produce consistent results over all systems on which it was implemented. It is expected that these advantages would apply in the solution of scheduling problems for a variety of other applications.
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TABLE 1
Arc Segment Arrangements

| Heuristic Not Utilized |  |  |  | Heuristic Utilized |  |  |  | Change in Objective |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Segment Index |  | nent <br> ation <br> gitude) | objective Value |  |  | nent <br> tion <br> itude) | Objective Value |  |
| 1 | -168.00 | -164.00 | 1.05 | 1 | -168.00 | -164.00 | 1.05 | - |
| 2 | -119.00 | -115.00 | 1.11 | 2 | -119.00 | -115.00 | 1.11 | - |
| 3 | -115.00 | -111.00 | 2.35 | 3 | -115.00 | -111.00 | 2.19 | -0.16 |
| 4 | -111.00 | -107.00 | 2.26 | 5 | -111.00 | -106.00 | 2.11 | 0.28 |
| 5 | -107.00 | -102.00 | 1.83 | 4 | -106.00 | -102.00 | 1.92 | -0.34 |
| 5 | -102.00 | -96.00 | 1.47 | 6 | -102.00 | -96.00 | 1.56 | 0.09 |
| 7 | -96.00 | -92.00 | 1.69 | 7 | -96.00 | -92.00 | 1.69 | - |
| 8 | -88.00 | -83.00 | 1.69 | 8 | -88.00 | -83.00 | 1.69 | - |
| 9 | -78.00 | -74.00 | 2.03 | 9 | -78.00 | -74.00 | 2.03 | - |
| 10 | -74.00 | -70.00 | 2.30 | 10 | -74.00 | -70.00 | 2.30 | - |
| 11 | -70.00 | -66.00 | 1.74 | 11 | -70.00 | -66.00 | 1.74 | - |
| 12 | -66.00 | -62.00 | 0.98 | 12 | -66.00 | -62.00 | 0.98 | - |
| 13 | -62.00 | -59.00 | 0.19 | 13 | -62.00 | -59.00 | 0.19 | - |
| 14 | -58.00 | -55.00 | 0.22 | 14 | -58.00 | -55.00 | 0.22 | - |
| 15 | -50.00 | -44.00 | 2.10 | 15 | -50.00 | -44.00 | 0.76 | -1.34 |
| 16 | -44.00 | -41.00 | 3.18 | 17 | -44.00 | -40.00 | 1.34 | -0.76 |
| 17 | -41.00 | -35.00 | 2.10 | 18 | -40.00 | -37.00 | 1.94 | 0.30 |
| 18 | -35.00 | -29.00 | 1.64 | 16 | -37.00 | -31.00 | 1.96 | -1.22 |
| 19 | -29.00 | -25.00 | 1.40 | 19 | -31.00 | -25.00 | 1.48 | 0.08 |
| 20 | -25.00 | -16.00 | 1.20 | 20 | -25.00 | -16.00 | 1.29 | 0.09 |
| 21 | -16.00 | -9.00 | 1.18 | 21 | -16.00 | -9.00 | 1.18 | - |
| 22 | -9.00 | 0.00 | 1.58 | 22 | -9.00 | 0.00 | 1.58 | - |
| 23 | 0.00 | 3.00 | 2.92 | 23 | 0.00 | 3.00 | 2.44 | -0.48 |
| 24 | 3.00 | 8.00 | 2.95 | 25 | 3.00 | 10.00 | 2.47 | 0.54 |
| 25 | 8.00 | 15.00 | 1.93 | 24 | 10.00 | 15.00 | 1.94 | -1.01 |
| 26 | 15.00 | 19.00 | 1.46 | 26 | 15.00 | 19.00 | 1.46 | - |
| 27 | 19.00 | 26.00 | 1.33 | 27 | 19.00 | 26.00 | 1.33 | - |
| 28 | 26.00 | 30.00 | 1.67 | 28 | 26.00 | 30.00 | 1.67 | - |
| 29 | 30.00 | 35.00 | 1.90 | 29 | 30.00 | 35.00 | 1.90 | - |
| 30 | 35.00 | 42.00 | 1.90 | 30 | 35.00 | 42.00 | 1.90 | - |
| 31 | 42.00 | 46.00 | 1.75 | 31 | 42.00 | 46.00 | 1.75 | - |
| 32 | 46.00 | 54.00 | 1.86 | 32 | 46.00 | 54.00 | 1.86 | - |
| 33 | 54.00 | 57.00 | 2.46 | 33 | 54.00 | 57.00 | 2.46 | - |
| 34 | 60.00 | 65.00 | 2.71 | 34 | 60.00 | 65.00 | 2.71 | - |
| 35 | 65.00 | 71.00 | 2.10 | 35 | 65.00 | 71.00 | 2.10 | - |
| 36 | 71.00 | 79.00 | 1.52 | 36 | 71.00 | 79.00 | 1.52 | - |
| 37 | 80.00 | 86.00 | 1.25 | 37 | 80.00 | 86.00 | 1.25 | - |
| 38 | 86.00 | 95.00 | 1.49 | 38 | 86.00 | 95.00 | 1.49 | - |
| 39 | 95.00 | 98.00 | 2.95 | 39 | 95.00 | 98.00 | 2.95 | - |
| 40 | 98.00 | 102.00 | 3.60 | 40 | 98.00 | 102.00 | 3.60 | - |
| 41 | 106.00 | 112.00 | 1.74 | 41 | 106.00 | 112.00 | 1.74 | - |
| 42 | 112.00 | 115.00 | 0.30 | 42 | 112.00 | 115.00 | 0.30 | - |
| 43 | 115.00 | 119.00 | 1.27 | 43 | 115.00 | 119.00 | 1.27 | - |
| 44 | 120.00 | 125.00 | 3.01 | 44 | 120.00 | 125.00 | 3.01 | - |
| 45 | 125.00 | 129.00 | 3.47 | 45 | 125.00 | 129.00 | 3.47 | - |
| 46 | 129.00 | 138.00 | 2.57 | 46 | 129.00 | 138.00 | 2.57 | - |
| 47 | 138.00 | 141.00 | 2.03 | 47 | 138.00 | 141.00 | 2.03 | - |
| 48 | 151.00 | 158.00 | 1.99 | 48 | 151.00 | 158.00 | 1.99 | - |
| 49 | 158.00 | 164.00 | 2.02 | 49 | 158.00 | 164.00 | 2.02 | - |


(starred nodes indicate first occurrence of one of 3! possible orderings)
figure 1. - decision tree representing all possible seguences of three jobs.


FIgure 2. - feasibility conditions for allowable interchange of Jobs within schedule.


Figure 3. - objective values affected by interchange of jobs within schedme.

figure 4. - interchange of schedule elements accompanied by lateral shaft of adjacent elements.



[^0]:    ${ }^{\mathrm{a}} \mathrm{j}, \mathrm{i}$

