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## The RICIS Concept

The University of Houston-Clear Lake established the Research Institute for Computing and Information systems in 1986 to encourage NASA Johnson Space Center and local industry to actively support research in the computing and information sciences. As part of this endeavor, UH-Clear Lake proposed a partnership with JSC to jointly define and manage an integrated program of research in advanced data processing technology needed for JSC's main missions, including administrative, engineering and science responsibilities. JSC agreed and entered into a three-year cooperative agreement with UH-Clear Lake beginning in May, 1986, to jointly plan and execute such research through RICIS. Additionally, under Cooperative Agreement NCC 9-16, computing and educational facilities are shared by the two institutions to conduct the research.

The mission of RICIS is to conduct, coordinate and disseminate research on computing and information systems among researchers, sponsors and users from UH-Clear Lake, NASA/JSC, and other research organizations. Within UH-Clear Lake, the mission is being implemented through interdisciplinary involvement of faculty and students from each of the four schools: Business, Education, Human Sciences and Humanities, and Natural and Applied Sciences.

Other research organizations are involved via the "gateway" concept. UH-Clear Lake establishes relationships with other universities and research organizations, having common research interests, to provide additional sources of expertise to conduct needed research.

A major role of RICIS is to find the best match of sponsors, researchers and research objectives to advance knowledge in the computing and information sciences. Working jointly with NASA/JSC, RICIS advises on research needs, recommends principals for conducting the research, provides technical and administrative support to coordinate the research, and integrates technical results into the cooperative goals of UH-Clear Lake and NASA/JSC.
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Lincom CORPORATION 30 OCTOBER 1987

May 29, 1987

To: Dr. Jani
From: Bill Othon
Re: Implementation of Vision Sensor algorithms received from Rice University

I have looked over the first package of $C$-language routines received from Rice. The package includes 12 routines involved in wireframe construction and identification. Also, there is code which defines two wireframe objects, a ball and a box, and data files associated with the $C$ files.

A driver routine was included in the files to run many, but not all, the 'vision' routines. The driver called the following routines:

1) transfor.c: rotates and translates a given wireframe object. The rotation and translation parameters are user-input, and the object is defined in database.c'. The input object is changed, but the original orientation is still available in 'database.c'.
2) wiredraw.c: draws a 2D image of a given 3D wireframe object on a tektronics-like terminal. Hidden faces are identified by evaluating the $y$-component (perpendicular to image plane) of the points making up a given face. If the $y$-component is larger than a certain set value, the face associated with the point is defined as not visible.
3) wiregnr.c : converts a 3D wireframe object into a 2D image which is a projection of the original (rotated) object. Again, non-visible faces are determined and not included in the image. The total number of visible faces and edges is determined, and edge connectivity among the faces is defined (ie. if two faces share an edge, variable $=1$, else variable $=0$ ).
4) obinit.c : calculates the relationship between the faces of the original rotated object. Calculates angles between the normals of the faces, and the moments, invariants, and tensors of each face. This information is stored in the object data structure.
5) owmatch.c : conducts the actual comparision between the predefined $3 D$ object in the database and the $2 D$ rotated image of the object. For each face on the object, the moment invariant of the object face is compared to the moment invariant of a given face of the 2D image. If the invariants are sufficiently close (arbitrary), the object and image faces are input to the 'grow' subroutine, the heart of the comparison process. 'grow' is a recursive routine which tries to match the input faces (or root faces) with their surrounding, adjecent faces. In other words, if both the object root face and image root face are surrounded by the same faces (as determined by the algorithm), the image is assumed to be a subgraph of the object. The output of the subroutine is just a (match/no match). No orientation identification algorithms have been identified. It may be possible to reverse the role of the transform subroutine, so instead of using user-input parameters to get a transformed object, these parameters may be backed out from an image. More work is being conducted to fully understand the comparision procedure.

These programs represent all the algorithms used by the driver routine. It seems that the purpose of this driver is to varify the ability of the comparision algorithm to successfully identify a known object.

Two other programs were included in the software package. 'ipc.c' and 'gipc.c' are the image point coorespondance routines, defined by a paper authored by Rice's Sunil Fotedar and Dr. Rue de figueiredo. These routines are used in the determination of motion parameters of a moving object from moving camera data. The documentation identifies a number of case options and associated algorithms involved in the operation of these codes, but these files were not included in the package from Rice.

What $I$ plan to do in the short term is remove the wireframe building routines from the driver code and run the program without graphics, to see if it works. Actually, the graphics associated with the driver are for display purposes only, and input no information to the driver routine.

Apparently, we still need to receive algorithms which can read a 2D image (from graphics) and can convert the image into a form which can be used to compare it to models in the object library. Also, we need to find out which algorithms should be used to calculate the orientation of an object, once the associated image has been identified.

Attached to this memo is information on each of the routines delivered by Rice.

## Definition of rie files for vision sensor

he oblect tiles all routines shown here (encept for draver routines) He fept jn ari arctavelibrary /arit/tamiselicleariproi/lib. Thile iane should be used in the with the ce comand.
1ll routaries were compiled witti the -g oftion for detugirig.
amieh.h :
This file contains all the headers used. It contains Lype definitions, and also stdiciand meth. ti. Iri this directory it is used by \#include "bamieh.h".
atabase.c:
The database which contains the initial object discritptions, New objects are added here. An otieet is declared a三 an extern polyhedron variable, and any programs that use the object should be compiled and linted to the database.
-arisform.c:
contains the routime
polyhedron transform ( $d x, d z$, theta,phi,psi, otigect)
float $d x, d z$, theta,phi, psi;
polyhedron object:
Which rotates and translates a polyhedron "object" ג $n$ - - space by transformino the coordinjtes 1 n the arrey vert [], the other parameters ef a polyhedron are invariant.
d., de : translaticnin the $x$ and $z$ axes respectively.
theta,phi: spherical coordiriates of the asis of rotation theta is the engle irithe $x$, y plane.

Psi : the magnitude of the countercloctwise rotation atout the axis.
object : the structure containirig the folytiedron.
all angles should be in degrees. transform returns a pelyhedron etructure which $i s$ the rotated otject.
har aw (hoffset, $v o f f s e t$, wndsize, object)
polytiedron object:
which drawe a polyhedron "otject" on a tettronis
lute terminal, assumimu orthoagnal nroiartimn an tro
y ails at the ：＝lmage plame．
The serefir ordali je at the lower deft－
hand corner，the vertical and horazontal scales are TSG and $10=4$ respectavely．The object is drawn in a square window sfiecified by the following far ameters：
hoffset，voffset：the horizorital and vertical coordinates of the window origin，respectively．
wids ：the lerigth of the wiridow side．

This routime does hidden line removal for a corives いもうEとさ．

Contains

Giraw．th（hoffset，voffset，whids $=$ e，oblect）
Same as horaw but does not do hidden lines．
solymnts．c
Contains
polygoriz polyorits（face）
polvgoñ faces
which calculates the moments of a 2 D polygon＂face＂ and returns the same $2 D$ polygon but with the moments entries appropriatly filled．The highest order of moments celculated is determined by MOFDEF in the file bamieh．h，this constant also effects the type defenitions．

## Contain

Folyooriz invariants（face） polvoon2 face：
which calculates the irivariants given the momerits which should already be in face．It returns the original 20 folygon face with the invariante in their proper places．
insor．c
Contains
float Ttensor（face，index）； polygon2 face：int index；
float Vtensor（face，iridex）： ORIGINAL PAGE IS
OF POOR QUALITY polygona face；int index：
which celculates the tensore $T$ and $V$（see paper）． Indes specifies which component of the tensor is to be celculeted，either 1 or 2 ．
These tensors are calculated in the most brute force wey imagirable，if they become a bottleneck，they protatily can be improved substantialy．

```
wjrefremig wuriat(immaf)
/* wireframte \IItlallこE!**
wireframe: immap:
Initializes wjreframe by symmetrizjnn trie edges matris.
It also adds the moments 1 mvarlants arid temsors of every
face im trie wlreframe. The: orlglmal wirefreme flus every
thlmg added is returned.
```

Intitializes the obect by symmetrizing trie edgec matrix and addimg the moments, invariants, and tensors to every face. These last there are computed in the plane in which each face lies. The 3 riitialized object is returried.

Contains
wireframe wiregnr (theta,phi,psi, object)
float theta,phi,psi:
palytiedron obiect:
which oenterates a wireframe of a polyhedron "otject" viewd with a rotation of theta, phi,psi. The functiom returns the wireframe it gerierates. To finid the visible faces it basically uses a code similar to that of horaw, except that faces that are only very sliahtly visible (i.e. almost perpendicular to the image plene) are not included iri the wirefrante.

Contains "object to wireframe matching"
correspondence owmetch(object, imimap)
polyhedron otject;
wireframe immaf:

ORIGiNAL PAGE is OF POOR QZUALITY
wireframe immaf:
whict looks for a poseible match between the object and a wireframe. The results of the match is returned as a correspondence struct.

```
mitest.c A draver rcutarie. Self explolanatciry.
```

©

June 17, 1987

# Simulation of Robotics Space Operations 

## Principal Investigator: Yashvant Jani LinCom Corporation

Computer-based simulations of activities in low earth orbit play a vital role in the research and development of space missions, especially generation scenarios. In order to successfully plan and analyst future space activities, these simulations will be required to model and integrate vision and robotics operations with vehicle dynamics, and proximity operations procedures. The basic objective of this project is to configure and enhance the orbital operations simulation (OOS) as a testbed for robotics space operations.

The vision sensor is comprised of many subsystems, which will; 1) Detect the presence of orbiting space vehicles, using camera data, 2) Identify an unknown vehicle being scanned by a camera, 3) Identify the position, attitude, and rates of a scanned object, and 4) Track a vehicle along its flight path.

Each of these capabilities could be used for a wide range of orbital operations, including proximity operations of vehicles, traffic control, and collision avoidance. Additionally, the vision sensor when integrated with robotics, would allow robotics-enhanced, free-flying vehicles, like the Orbital Maneuvering vehicle (OMV), to conduct autonomous missions including vehicle repair and retrieval. By using the vision sensor, autonomous vehicles could identify desired targets, track
their motion and attitude, and dock with the target. The vision sensor could also identify damage, and provide visual data required for work with Remote Manipulatc Eystem (RMS).

The vision sensor will be mathmatically modeled, and included in a general orbital operations simulator. By coupling the vision sensor with vehicle dynamics and the orbital environment, the simulation will be used as a test-bed for the development, and optimization of vision-related operations procedures. The simulation can use a number of different orbital vehicles during testing of vision techniques, including shuttle, OMV, and eventually Space Station. Topics that can be explored through simulation include range requirements, resolution constraints, data extraction and analysis techniques, and integration of vehicle flight software and vision-derived environment and tracking information.
*The vision data processing algorithm will be implemented as a flight software which can be scheduled according to the processing requirements.


AGENDA $\begin{array}{ll}\text { - } & \text { OBJECTIVES } \\ \text { - } & \text { ARCHITECTURE OF OOS } \\ \text { - } & \text { VISION SENSOR SIMULATION } \\ \text { - } & \text { VISION PROCESSING ALGORITHM } \\ \text { - } & \text { CURRENT STATUS } \\ \text { - } & \text { FUTURE PLANS }\end{array}$
LinCom
OBJECTIVES
LinCom
ARCHITECTURE OF OOS
VISION SENSOR IMPLEMENTATION
ORBITAL OPERATIONS SIMULATOR/OMV IMPLEMENTATION
ORBITAL OPERATIONS SIMULATOR/OMV IMPLEMENTATION
ORBITAL OPERATIONS SIMULATOR/OMV IMPLEMENTATION
LinCom
SIMULATION OF VISION SENSOR

LinCom

CURRENT STATUS
TECHNICAL INFORMATION EXCHANGE \& COORDINATION - REQUIREMENTS ANALYSIS FOR SIMULATION NEAR
COMPLETION

- DESIGN AND IMPLEMENTATION IN OOS IS CONTINUING
FUTURE PLANS
- IMPLEMENT SENSOR \& PROCESSING ALGORITHMS
- CREATE THE OBJECT LIBRARY ( 3-D WIREFRAME
DATABASES ) FOR THE OOS
- VALIDATE THE IMPLEMENTATION FOR OBJECT
IDENTIFICATION
- DEMONSTRATE THE CAPABILITY
END OF PRESENTATION

August 1, 1987

INTERNAL
1 August 1987
MEMORANDOM

To: Dr. Jani

From: Bill Othon
Re: Status Update of Implementation of Vision Sensor algorithms

While $I$ was on leave, the complete code for Rice's GIPC (motion parameter determination) and MIAG (object identification) algorithms were delivered to LinCom. The GIPC code includes a small menu and algorithms for all methods of motion determination outlined in the reference document. The MIAG also includes a menu for user input. A number of object models (with vertex, face, and edge information) were included for testing. These codes are currently being examined and evaluated for modifications which would be necessary before inclusion into oos. David and I intend to get the stand-alone versions of these codes running, and to test output from the code with available reference material. Thus, we can be sure the code is running correctly before integration with oos.

One small note: Apparantly, the computer hardware at Rice has different capabilities and resources than the HP9000 at Lincom. Consequently, the two algorithms are not running smoothly at this time. Some of the arrays in the GIPC routine are dimensioned arbitrarily large, and may be overwriting memory. This problem is currently being examined.

August 11, 1987

SIMULATION OF ROBOTICS SPACE OPERATIONS
STATUS OF INTEGRATION OF VISION ALGORITHMS INTO OOS AUGUST 11,1987

MEETING WITH VISHAL MARKANDEY, RICE UNIVERSITY- 7/30/87
Dr. Yashvant Jani and william Othon met with vishal Markandey of Rice University on 7/30/87. Vishal brought with him graphics algorithms for extracting wireframe and vertex information from the image of an object, produced by a camera. These routines were not fully completed, and development and modification of these algorithms continues at Rice. However, Lincom will begin analysis of the routines for future integration into OOS.

A copy of a single value decomposition (SVD) routine was given to Vishal at the meeting. David Myrick translated this SVD routine from FORTRAN listing to ' $C$ ' code. The translation was necessary because the routine was not available to Lincom, and it was part of a prepackaged math library at Rice which could not be transferred. The routine is used in the Generalized Image Point Correspondence (GIPC) algorithm, which extracts motion parameters of a moving object from information provided by a moving camera.

THREE MAIN AREAS OF VISION ALGORITHM DEVELOPMENT
Vishal described the three main areas of vision algorithm development going on at Rice. The three main areas are: 1) preprocessing of raw camera (pixel) data, 2) object recognition from preprocessed data, and 3) determination of the attitude and attitude rates of a observed object (figure 1).

1) Preprocessing

Preprocessing algorithms transform the raw camera pixel data of a scanned object into a graphical representation of the object. This representation can then be used by other vision algorithms to identify the object and define its position and attitude. There are several elements to the preprocessing phase:

NOISE REMOVAL- Every frame taken from a camera in pixel format will have noise which is unassociated with the object being scanned. This noise can be filtered out based on the abruptness of the change in "gray-level", or intensity, of the pixels. If this gray-level change is sufficiently abrupt from one pixel to the next, and there is no continuity in intensity, the pixel is defined as noise and filtered out. If the intensity from one pixel to the next is continuous, or changing gradually, the pixels are assumed to be part of the pictured object. A gaussian filtering routine is used to remove the high frequency noise (i.e. abrupt, non-continuous change in pixel intensity).

REGION GROWING- Some of the characteristics of an object, such as writing, emblems, or windows, are interpreted as polygons by the vision algorithms. These polygons appear as dark regions inside lighter areas. To prevent these polygons from being identified as faces, a region growing technique is used. Region growing increases white areas of the image, but the shape of the region is maintained. As the routine continues through more iterations, the shape of the image becomes more uniform. Eventually, windows and writing are erased from the image. The transformed image is larger, but the shape is maintained so that identification and attitude can still be determined.

EDGE DETECTION- Edge detection involves the building of a 2D wireframe based on the image of the sighted object. This building can be done using vertex detection schemes (after identification of straight lines) or contour following (to define object faces).

Both schemes use changes in gray-level to define lines or faces. After edge detection, the image is transformed into a wireframe image, with two levels of intensity: background and the lines of the object.

GRAPH BUILDING- This is the final step in preprocessing. The various faces and vertices of the wireframe image are defined and stored in a GRAPH STRUCTURE. The moment invariants of the identified faces are then calculated. Together, the graph structure and the associated moment invariant information are known as the ATTRIBUTED GRAPH.

## 2) RECOGNITION

After defining the various components and invariants of the wireframe image (whether through simulation or real camera data), the image can be identified with an object in the object library. The Moment Invariant/Attributed Graph algorithm (MIAG) matches the moment invariants of the wireframe object with those of a specific object in the object library. since these moment invariants remain constant for a given polygon, regardless of rotations, wireframe polygons and object faces can be compared and possible matches identified. Once the possible matches are found, then the relationships between the "root" face and adjacent object faces and the "root" polygon and adjacent wireframe polygons are checked. If all adjacent faces and polygons match, the wireframe image is defined as a subgraph of the object, and therefore identified. Otherwise, a new object from the library can be tested or the matching process stopped. (see figure 2)

Currently, only polygonal shapes can be identified. A future extension to the MIAG should allow for edges of various shapes: circular, elliptic, etc. To do this, the graph structure must have information about the connectivity of faces, and information
about the contours of connected faces.

## 3) ATTITUDE/ATTITUDE RATES

Currently, two algorithms are under development for determination of attitude and attitude rates based on processed camera data. These algorithms are based on different schemes, and no comparison of efficiency, accuracy, or speed has yet been made.

The MIAG algorithm calculates tensors based on polygon geometry. These tensors can be used to calculate the change in attitude between an identified camera image and an object in the library (at some reference attitude). Also, an estimate of the translation vector can also be determined. For information about the algorithm, refer to "General Moment Invariants and Their Application to 3D Object Recognition from a Single Image" by B. Bamieh and Prof. Rui de Figueiredo.

The second method of attitude extraction under development is called Generalized Image Point Correspondence (GIPC). The algorithm determines the rotation and translation (to a scale factor) of a moving object in some reference frame, from data provided from a moving camera. The routine requires: 1) 8 or more unique points defined on the object, before and after motion, 2) the transformation between the two image coordinate frames, and 3) the transformation between the original image coordinate frame and the reference frame. This method is explained fully in the reference "Determination of Motion Parameters of a Moving Object From Moving Camera Datal by S. Fotedar and Prof. Rui de Figueiredo.

CAMERA MODEL INTEGRATION IN OOS
A software model of an OMV-based camera is being developed at Lincom. This model will simulate the sensing capabilities and hardware constraints of a camera. Characteristics of the camera model will include range, field of view, and focal length. Additionally, the camera will be integrated with a targettracking algorithm, to define the motion of a camera with two gimbals (pitch and yaw).

The camera model will be used in simulations where the twodimensional image data is simulated and not derived from actual camera input. The translations and rotations of the target (i.e. camera image) will be fed directly from the dynamics routines to a transformation routine. This routine will transform a library model of the target (at some reference orientation) and define the points which are visible on the 2D camera image. These data can then be fed to the other vision algorithms for object identification and determination of motion parameters.

* The SVD routine has been translated from the FORTRAN listing to ' $C$ ' code. The output was validated. An interface was created between the new SVD and OOS-compatible code to be used with GIPC algorithm.
* GIPC and MIAG codes received from Rice are currently being tested. Comparison checks are being run between reference document data and output from Lincom code.
* The GIPC 'C' code is being modified to match oos code conventions.
* Integration of validated GIPC and MIAG into vision subsystem structures in OOS is being developed. Also being developing is a camera model, with hardware restrictions (i.e. range, viewing cone, etc.) and target-tracking ability.
* The preprocessing algorithms delivered by Rice (7/30) will be analyzed. Future plans include integration of these vision algorithms (in OOS) with graphics for data retrieval and visual depiction of vision techniques.

August 27, 1987
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## 1. Introduction

The Vision procram supplied to LinCom by Rice Oniversity has been modified for use in the Orbital Operations Simulator. This required LinCom to add "singular value decomposition" (svd) routine to its library. Also, several changes were made to the Vision program itself (see Reference 1). The orginal program invoked LINPACK routines. The program was changed to used LinCom's linear alcebra routines. To allow use of the 00s's logging functions and other routines, the program's array structure was changed although it was kept conceptually the same. The end result is a cleaner program that is $00 S$ compatible.

## 2. Bincular Falue Docomposition Alcorithm

The Vision algorithm requires a singular value decomposition routine. Rice invoked a LINPACK routine which is part of their computer library. Unfortunately, LinCom's library was lacking in an avd routine. A LINPACK avd routine written in FORTRAN was used as a basis for LinCom's avd. This required that the program be converted from FORTRAN to C. This conversion proved to be quite tedious due to the unstructured nature of the original program. Some of the problems encountered included the passing of twodimensional arrays to subroutines expecting one-dimensional entities, unstructured usage of GOTO statements, and mathematical manipulations of array indeces which had to be changed to meet $C$ array conventions.

FORTRAN and C store arrays differently. Since some routines pass two-dimensional arrays to routines expecting one-dimensional arrays, a direct conversion was not possible. The Orbital Operations Simulator, which is written in $C$, stores all arrays one-dimensionally. Multi-dimensioned arrays are conceptually stored columnwise, as in FORTRAN (see Fig. 1). Actual C storage is done rownise. Since FORTRAN stores multi-dimensional arrays columnwise and the $00 S$ conceptually stores arrays columnise, svd was converted to store arrays conceptually columnwise. This is done in the following manner:

$$
x[i][j]=x[i+j * \text { Row_dimension_of_x ]. }
$$

The advantages of singly-dimensioning arrays may not be


## Actual FORTRAN Storage



Actual C Storage


FORTRAN Storage (Columnwise)


C Storage (Rowise)


OS Storage (Columnwise)

FIGURE 1: Array Storage Methods for FORTRAN and C
intuitively obvious. The biccest advantage is that it allows the procrammer to overcome C's inability to allow flexible array sizing in subroutines in which an array is passed as an argument. In other words, when an array is received as an argument in a subroutine, it must be declared with dimension sizes in the second and higher dimensions. For example, the three-dimensional double precision array " $x$ " passed to a subroutine must be declared in that aubroutine as follows:
double $x[$ [2nd_Dimension_Size][3rd_Dimension_Size] ;
Since $x$ is actually pointer to a string of linearly stored memory, 2nd_Dimension_Size and 3rd_Dimension_6ize must be set at compile time to tell the program how to access the array elements. The first dimension size need not be given. This allows the programmer who uses singly-dimensioned arrays flexibility to conceptually redimension arrays at execution time. It also keeps the programmer from creating arbitrarily huge multi-dimensional arrays in the hopes that such a monstrosity would take care of "all" situations.

FORTRAN array indices normally start at one whereas the $C$ convention is to start indeces at zero. In most cases, this difference in conventions is dealt with easily. However, sud has many array manipulations which require careful trackine of indéces.

The biggest obstacle in the conversion was the "GOTO" statement. In most cases, these were easily replaced by "IF-THEN-ELSE" blocks. Other cases were more thought provoking. Por
example, the subroutine "SNRM2" was redone with two switch statements inside while loop (see Appendix A). Elimination of the GOTO statement results in cleaner, structured, and more readable code. This is advantagious since structured code is more easily converted to other languages, such as Ada.

Nevertheless, there is now has workable $C$ version of syd. The program was verified by testing matrices whose eigenvalues were already known (see Reference 2). The two test cases are as follows:

Case 1:

whose eigenvalues are 9.433551, 3.419421, and 1.147028.

Case 2:

| 1 | 4 | 2 | 3 | 7 | 1 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 8 | 5 | 1 |  |  |
| 9 | 5 | 12 | 9 |  |  |
| 7 | 1 | 9 | 7 |  |  |

whose eigenvalues are $23.04466,7.450091,9.739112$, and -3. 233881.

The sud program output for these two test cases are listed in Appendix B.

## 3. The Vision Program

Soveral changes were made to the original Vision program provided by Rice University. It has been reworked to use LinCom's svd routine, matrix multiplier, matrix inverter, and other routines that do basic linear algebra. The program has also been converted to one-dimensional array storage using the same conventions as described in the svd section. Other changes were made to improve readability and to eliminate unnecessary memory allocation.

Minor changes were made to the original program to allow interfacing with LinCom's svd routine and matrix inverter. This temporarily gave LinCom a working version while the program was undergoing restructuring to conform to $00 S$ standards. The original program arbitrarily set one-hundred as the maximum number of points that could be stored for a given object. This allowed allocation of 100 by 100 size arrays. So much memory was being allocated that the BP9000 Unix operating system killed execution of the program. The maximum was finally reset to 25 so that the program could operate without a memory failure. This reduced memory allocation by at least an order of magnitude. Arbitrarily huge working matrices were being created for the sole purpose of interfacing with LINPACK linear algebra routines. Since LinCom's linear algebra routines do not require huge working spaces, these temporary working matrices were eliminated in the OS version.

The program was changed to work with one-dimensional arrays.

This allowed direct usage of LinCom's linear algebra and avd routines. It also led to better memory management since arbitrarily huge temporary working matrices could be eliminated. Many arrays were shrinked dramatically since their size was no longer dependent on the LINPACK linear algebra array conventions. For example, the array "XY" in many of the GIPC routines was reduced from 100 by 100 to 100 by 8. The array "SF" was reduced from 100 by 100 to 8 by 8 (see Reference 1).

In the original program, many variables and arrays were allocated and never used. This may be due to the fact that many of the subprograms are quite similar in function and probably originated as copies of each other with some variables used and others not used. Nevertheless, variables and arrays that were originally declared and never used were eliminated. This greatly improved the memory management situation.

Aesthetic changes were made to improve program readability. Loops were made to conform to regular C standards. Comments are currently being added to improve the understandability of the program.

At its completion, the new one-dimensional version has been run and compared with results from the old version. The new version emulates the old version. The maximum number of object points has been reset to 100 without killing memory.

## 4. Conolusion

There is now a clean, working version of the Vision program that can be integrated into the OOS. There is also an avd routine written in the $C$ language that could be used for future programs.

## APPENDIX A

## Sample Fortran Procran With C Converaion

```
f 1s:-1 1git, smrma..tortran faog l
DOUELE FFECISION FLINCTION SNFRM:(N.Sx.INC.x)
INTEGEF NEXT
MOLELE FRECISION SX(1), CUTLO,CUTHI,HITEST, SUM, XMAX,ZEFG,CINE
DATG ZEFD. ONE /O.DDD, 1.ODO,
DATA CUTLG, CUTHI / E.zSZL-11, 1.304D19,
JF(N .GT. (a) GO TO 10
    SNFMZ = ZERTI
    GO TO SOG
```

```
10 GSSIGN EQ TO NEXT
```

10 GSSIGN EQ TO NEXT
SLMM = ZEFCI
SLMM = ZEFCI
NN = N * 1NCX
NN = N * 1NCX
I = 1
I = 1
G0 TO NEXT, (30, 50, 70, 110)
G0 TO NEXT, (30, 50, 70, 110)
IF( DAES(SX(I)) .GT. CUTLO) GO TO 85
IF( DAES(SX(I)) .GT. CUTLO) GO TO 85
ASSIGN EO TO NEXT
ASSIGN EO TO NEXT
XMAX = ZEFO
XMAX = ZEFO
FHASE 1. SUM IS ZEFO

```
```

50 JF( SX(I) .EQ. ZEFi(I) GO TO 200

```
50 JF( SX(I) .EQ. ZEFi(I) GO TO 200
IF( DAES(SX(I)) .GT. CUTLO) GO TO BS
IF( DAES(SX(I)) .GT. CUTLO) GO TO BS
FFEFAFE FOF FHASE 2.
ASSIGN 70 TO NEXT
EO TO 105
FREFAFE FOF FHASE 4.
```

```
100 I = J
```

100 I = J
ASSIGN 110 TO NEXT
ASSIGN 110 TO NEXT
SUM = (SUM, SX(I)), SX(I)
SUM = (SUM, SX(I)), SX(I)
XMAX = DAES(SX(I))
XMAX = DAES(SX(I))
G0 TO 115
G0 TO 115
FHASE 2. SUM IS SMALL.
FHASE 2. SUM IS SMALL.
SCALE to AVOID DESTFUCTIVE INDERFLOW.
SCALE to AVOID DESTFUCTIVE INDERFLOW.
IF: DAES(5X(I)) .GT. CUITLO) GO TO 75
IF: DAES(5X(I)) .GT. CUITLO) GO TO 75
COMMON CODE FOR FHASES 2 AND 4.
COMMON CODE FOR FHASES 2 AND 4.
IN FHASE 4 Sum IS LAFGE. SCALE to gvOId OVEFFLOW.
IN FHASE 4 Sum IS LAFGE. SCALE to gvOId OVEFFLOW.
10 IF: DAES(SX(I)) .LE. XMAX) GO TO 115
10 IF: DAES(SX(I)) .LE. XMAX) GO TO 115
SUM = ONE + SUM * (XMAX / SX(I))**Z
SUM = ONE + SUM * (XMAX / SX(I))**Z
XMAX = DAES(SX(I))
XMAX = DAES(SX(I))
GO TO 200
GO TO 200
15 SUM = SUM + SX(I)/XMAX)**2
15 SUM = SUM + SX(I)/XMAX)**2
60 T0 200
60 T0 200
FFEFAFE FQR FHASE S.
FFEFAFE FQR FHASE S.
S SUH= (SUM * XMAX) * XMAX

```
S SUH= (SUM * XMAX) * XMAX
```



```
    FUF FEAL QF: D.F. SET HITEST = CUTHJ/N
    FOF COMFLEX SET HITEST = CLITHI/(2*N)
    ES HITEST = CUTHI/DELE(N)
                            FHASE :. SLIM IS MID-FANGE. NL SCALING.
    [C %5 ] = I.NN,INEX
    IF(DAES(SX(J)) .GE. HITEST) GO TO 100
95. SLMM = SLIN + Sx(J)**2
    SNFIME = DSOFT( SUM )
    GO TO FOO
```



```
EQg CONTINUE
    I = I + INC 
    JF i I .LE. NN ; GO TO 2O
                END OF MAIN LGGF.
                COMFUTE SQUAFFE FOOT ANL ADIUST FQF SLALING
    SNFME = XFIAX * DSOFT (SUM)
SOD CONTINUE
    FETUFN
    ENL
```

```
ZE 1E:40 JFET srirma.c FaqE I
```



```
oublesnrmé \(n\), s\%, inc:
```



( $n$ : $=0$; return: zero; :
\%t phese = FRE FHASE_CHECK:
$\because t \_a l c=$ LEVEL_1:
$m=$ zero:
$\therefore$ ince $=n *$ ince
$=\square$ :
ir : : )
itch ( next_ohase) (
ᄃa三E FFE FHASE CHECR :
if fatse ( $5 \times[i]$ ) $\quad$ cutlo) $\{$
ne:t_calc = LEVEL_2;
tres! ;

```
15:4\Omega 19ET snrma.e Fage:
```

```
    3
    else i
        Mert _phase = FHASE 1 :
        xma% = 2ero :
    ?
CAEE FHASE 1 :
    j+( E:[i] == 2ero ) {
        nE%t calc = LEVEL b:
        preal:
    \
        Else if(fabs( fx[i]) *cutlo) &
            ne%t_calc= LEVEL_2:
            breal: :
        j
        Else f
            newt phase = FHASE_2 AND_4;
            ne%t_calc = LEVEL_\overline{4};
            breal: ;
    3
Case FHASE_2_AND_4 :
    if(fabs(s%[i]) % cutlo) {
    newt_calc = LEVEL_1;
        breat: :
    ;
case FHASE * :
    if(fatss(Ex[i]) = <max) (
        next_calc = LEVEL_E;
        breat: :
    j
    else i
        sum = one + sum * (xmax ; sx[i] ) * ( <max i s%[i] ) ;
        <max = +abs( Ex[i] ) ;
        nExt_calc = LEVEL_o;
        breal: ;
    j
default:
```



```
    exit(1) :
    breat: :
    /* end switch( next phase ) *;
```

```
itch(next_calc ) {
    çse LEVEl_1:
    Sum = Sum * <ma% * <mz% ;
    case LEVEL こ :
    Hitest = cuthi / ( ( double ) (n ) ) ;
    for(j = i ; j < m_<_inc% ; j += inc%; i
        if(fats( sx[j]) >= hitest ) (
                ne:t_calc= LEVEL_3;
                breal: :
            j
            sum = Sum + se[j] Ex[j];
        j
        if(ne%t_falc != LEVEL_\Xi) return( sqrt( sum) ; ;
```


of eocr quarity

```
case LEVEL Z:
    \(1=1\) :
    ne: t phase = FHASE \(\because:\)
    sum \(=(5 u m / 5:[1]) / \leq:[2]\);
case LEVEL_4 :
    \(\therefore\) nay \(=\) fabs ( \(\mathrm{s}:[1]\) ) :
Case LEVEL E' :
```



```
Case LEVEL o:
    \(1=1+1\) nc :
```



```
    else \(f\)
                return ( \(\because\) max * sqrt ( sum) ) :
    \(?\)
default:
```



```
    breat: :
    * end switrh( next_calc) */
    ; end for (: ; *
```

Appendix B
Test Results of gVD Algorithe in C Lancuace


A．avanのagkan


－ロロのロロのロかのか

$$
\begin{array}{lr}
\text { 2. } 0000000000 & \text { - } 00000000000 \\
8.0 n 00000000 & 5.0000000000 \\
5.0000000000 & 12.0000000000 \\
1.0000000000 & 5.0000000000
\end{array}
$$

7． 2000000000

9.0000000000 7.0000000000

5 MATFIX（Eiqenvalues on diagonal）

28．0446725411
0． 0000000000

0.0000000000

ロ．00000000000
0.0000000000

0．0000000000
7.4501012997
0.0000000000
3.7591178738

0．00000の0000
0． 00000000000

1 MatFix $\quad$ Left simqular vectore＇
－0．－456EEOSE6
－ 0.287299406
0.6787287859
－0． 1170155

0． 84896441 ت
0． 3749597016
0．107006580E
－0．617460798ड
－0．4すロこテ958さ1
0.1 －22001119

> -0.5807812055
> 0.2057417205
> -0.2051429691
> 0.6584549285
$\checkmark$ MATFIX（Fight singular Vectors）
－0．2872994068
0． 6787297859
0.848963443

0． 0749567016
0.1076069808
－0．617460798こ
－0．4こロこ7998こ1
0．132こロ01119
0.580781205
－0．20さ7417こ0さ
Q． 5651429691
－0．6584648289

U $\because$ U＿TFANSFOSE
1． 0000000000
0.0000000000
0.0000000000
－ 0 anconabo
－anconeamox
1．0000000000
0． 00000000000
Q． $0000000000 \square$

0． 00000000000
1． 0000000000
－ 0000000000
－ 00000000000
0.0000000000

1．0000000000
$V: V$ TFANASFGSE
1． 0000000000 t

0.0000000000

D． 00000000000
Q． 00000000000
1． 0000000000
Q． 0000000000

－ 000000000000
1． $0 \square 00000000$

0． 0000000000
0.0000000 O

1． 0000000000

U $: ~$ ：V TFANSFOSE $=x$（as desjred）

4． 0000000606
2.0000000000

2． 0000000 can 0
：amanananao
8． 02000000 a
5． 0000000000
1． 0000000000
$\therefore$ ロロロロロロロロロロ
5．00000000000
12.0000000000 5．0020000000

7． 0000000000
1． 00000000000

7． 00000000000
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## FUNCTIONAL CAMERA MODEL

INPUTS:
vehicle state from dynamics
target state from dynamics
target polygon model from object Ilbrary vertices, no. of vertices faces, no. of faces connectivity of faces moment Invariants of faces

ALGOTITHM:

- calculate actual target position in camera frame
- if target not previously seen
check if in range ( if not, status = "not seen" and exit ) check if in field of view
( if not, status = "not seen" and exit )
if in range, wait certail lag time before aquisition
( if time in range is less than lag time, status $=$ "not seen" and exit )
- if target previously seen but moved out of range, lose sighting and exit
***** OBJECT SEEN ******
- rotate object model from library to match vehicle dynamics
- extract wireframe
no. of faces
definition of vertices of each face
face connectivity
****** ASSUMPTIONS: 1) POLYGONAL OBJECT

2) PERFECT WIREFRAME EXTRACTION

- Identify visible points of object (from wireframe)
- calculate image points based on actual object position, coordinates of visible points in object frame, and lens focal length


## FUNCTIONAL CAMERA MODEL

## OUTPUT:

wireframe for MIAG identification routine image points for GIPC attitude determination and range \& range rate determination

| CONTAINS ALL <br> OBJECT POLYEON <br> MODELS |
| :--- |

## CONCEPTUAL FLOW DIAGRAM OF VISION MODELS IN OOS

$$
\text { Curf:11: } \text { /A11. }
$$

©
$\because$

 incjusiori into gos.
$\sigma$

0
* flimetions?

 arir jus ori arito orrs.
Lirictatis currently developirio fircireaures to centime the MIAG jdentiticetion informetion with tre GIFG attitudg determirietion routine. Ebrrentlv, the gifereouires triet the image pointe from the two frames fefore and after rotationil De sqecificallv faired , which jt does artifiriall wiothin the seftware. However. riafig aravades e cortesonndence mae tetween the wirefrant tiges anj the oriest fatej ir the litrery. Thismar car, te usor to

 Oほte"riary the attituge of the Gujoct.

After jritiel testimg of the integratec viejon soetem: randen noise will be added to the vertices of tre wirefrenje ans ta tris image points in the camere model. This smell nojes wijj simulate error in wirefreme extreetioni end a misoe Fojrit idertuticetion.
NAR OOS SLENARIO
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## ROBOTIC SPACE SIMULATION

SIMULATION OF ROBOTIC SPACE OPERATIONS

INTEGRATION OF VISION ALGORITHMS INTO AN ORBITAL OPERATIONS SIMULATION
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LinCom CORPORATION
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## AGENDA

## - DBJECTIVES

- USE OF SIMULATION
- INTEGRATION OF ROBOTICS / VISION ALGORITHMS INTO AN ORBITAL OPERATIONS SIMULATION
- CURRENT EFFORT: INTEGRATION OF VISION ALGORITHMS FROM RICE UNIVERSITY WITH ORBITAL MANUVERING VEHICLE (OMV) MODEL
- PROJECT STATUS
- FUTURE EFFORT


## ROBOTIC SPACE SIMULATION

## OBJECTIVES

- DEVELOP A TESTAED FOR INTEGRATION OF ROBOTICS SUBSYSTEMS AND SPACE VEHICLES SIMULATION
- IMPLEMENT VISION/ROBOTICS ALGORITMS
-® PERFORM SYSTEMS INTEGRATION ANALYSIS
- STUDY OPERATIONAL ASPECTS OF ROBOTIC SPACE SYSTEMS AND MISSIONS


## USE OF SIMULATION

- PRE-FLIGHT ANALYSIS
- DEFINITION OF MISSION REQUIREMENTS
-     - PERFORMANCE ENVELOPES
-e FLIGHT ASSESSMENT
- DEVELOPMENT OF MISSION SCENARIOS
- OPERATIONS
-• PROCEDURES
- INTEGRATION OF SEVERAL VEHICLES AND SUBSYSTEMS INTO A COORDINATED SCENARIO
- INTRODUCTION OF NEW VEHICLES / SUBSYSTEMS
- SPECIFICATION AND ANALYSIS
-e SUBSYSTEMS REQUIREMENTS ANALYSIS


# INTEGRATION OF ROBOTICSIVISION ALGORITHMS INTO AN ORBITAL OPERATIONS SIMULATION 

- TESTBED REQUIREMENTS
-a MODULARITY
- RAPID PROTOTYPING
- FIDELITY
- ROBOTICS COMPDNENTS IN OOS
-e VISION
-e REMOTE MANIPULATOR SYSTEM (RMS)
- AUTOMATED FLIGHT / EXPERT SYSTEMS


ROBOTIC SPACE SIMULATION
TO
OMV FSW


| ATTITUDE |
| :--- |
| DETERMINATION |


| ATTITUDE |
| :--- |
| DETERMINATION |

                      GIPC:
                      GIPC:
                      - UNIQUELY
    
IDENTIFIES POINTS
- UNIQUELY
IDENTIFIES POINTS
USING MAP FROM
USING MAP FROM
MIAG
MIAG
determines
determines
object in camera
object in camera
attitude and rate
attitude and rate
of target
of target
LinCom
LinCom

## ROBOTIC SPACE SIMULATION

```
CURRENT EFFORT
    INTEGRATION OF YISION ALGORTHMS
WITH ORBITAL MANUVERING VEHICLE (OMV) MODEL
```

- VISION ALGORITHMS FROM RICE UNIVERSITY
- OBJECT IDENTIFICATION
-e MOMENT INVARIANT/ATTRIBUTED GRAPH (MIAG):
-a ATTITUDE DETERMINATION
-©. GENERALIZED IMAGE POINT CORRESPONDENCE (GIPC):
-e. MIAG EXTENSION (TENSORS)
- OMV MODEL
- RIGID BODY DYNAMICS
-     - REACTION CONTROL SYSTEM (RCS) JETS
- OMV FLIGHT SOFTWARE (CONTROL SYSTEM, GUIDANCE, ETC)
- CAMERA MODEL
-e. FDCAL LENGTH, RANGE , FIELD OF VIEW
-e® EXTRACTION DF 2D WIREFRAME
(LOW-LEVEL IMAGE PROCESSING)


## ROBOTIC SPACE SIMULATION

## CURRENT STATUS

- ALGORITHMS IMPLEMENTATION COMPLETE
- CAMERA MODEL
- FUNCTIONAL WIREFRAME EXTRACTION
- MIAG IDENTIFICATION AND GIPC ATTITUDE DETERMINATION IN OOS
- INTEGRATION TESTING IN PROGRESS
-® MODULE INTERFACES COMPLETE
- NEW EVENT-DRIVEN OMV SEQUENCER GENERATED
- TEST CASE DESCRIPTION
-e THREE VEHICLES IN SAME ORBIT
-e OMV WITH CAMERA IN LOWER ORBIT
-e AS OMV APPROACHES TARGET, THE VISION ALGORITHMS WILL IDENTIFY OBJECT AND COMPUTE ATTITUDE AND ATTITUDE RATES


## FUTURE EFFORT

- PERFORMANCE ANALYSIS DF VISIDN ALGORITHMS
- INTRODUCE NOISE, ERROR, AND LAG TIME INTO WIREFRAME EXTRACTION ROUTINE
- ANALYZE RATE DF INPUT FROM VISION ALGORITHMS TO OMV FSW (i.e. PROCESSING SPEED REQUIRED FOR APPLICATIONS)
- ANALYZE ACCURACY REQUIREMENT FOR ORBITAL OPERATIONS
- E EXPAND OBJECT LIBRARY
- HARDWARE/SOFTWARE TESTING IN LABORATORY WITH PROCESSING TIME ANALYSIS
- INTEGRATE OTHER VISION / ROBOTIC ALGORITHMS INTO OOS
- NEW ATTITUDE DETERMINATION ROUTINES
-e RMS ALGORITHMS
-ae KINEMATICS
-® SERVOS AND GYROS
- INTEGRATE VISION/ROBOTICS ALGORITHMS WITH OTHER MODELS

```
-e VISION + RMS + MMU = AUTONOMOUS ROBOT
e- VISION + SPACE STATION => TRAFFIC CONTROL
```

END OF PRESENTATION

