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Agenda

Agenda is subject to change
Monday, February 11th
8:30-12:00 Conference Setup Cypress
12:00-1:30 Lunch
1:30-3:00 Registration begins Cypress
3:00-5:00 Executive Commitiee Meeting Boston
5:00-7:00 Cocktails Eucalyptus
6:00-7:30 Routing Center Managers Meeting  Boston
Tuesday, February 12th
8:30-8:45 Opening Session: Crystal Springs
R. Zwickl
Plenary Sessions:
8:45-9:45 NSI Management Retreat Results Crystal Springs
J. Hart
9:45-10:15 Break
10:15-10:30 NSI Overview Crystal Springs
F. Rounds
10:30-12:00 NSI Panel Discussion Crystal Springs
NSI Staff
12:30-1:30 Lunch
1:30-2:00 Plenary: Subgroup Agenda Review  Crystal Springs
2:00-5:00 Subgroup Meetings
Networking Sycamore
User Services Cedar
User Applications Juniper
Policy Redwood
Security Eucalyptus
1:30-5:00 Exhibit Area Open Cypress
5:15-6:00 Executive Committee Meeting Philadelphia
6:30 Dinner o~ Poppies Restaurant
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Agenda

Wednesday, February 13th
8:30-8:45 Plenary: Subgroup Update

Network Technology Sessions:

Crystal Springs

Crystal Springs

8:45-9:15 FTS 2000: A NASA Technology Assessment
J. Klenart ID. Loudon

9:15-9:45 Mulgnet TCP/IP for VAX/VMS
J. McMahon/L. S. Vance

9:45-10:15 Break

Science Networking Keynotes:

Crystal Springs

10:15-10:45 Science Network Resources: Distributed Systems

N. Clineld. Good
10:45-11:15 Using HST: From Proposal to Science

P. Shames
11:15-11:45 Galileo Earth Encounter

T. Clarke
11:45-12:00 Question and Answer Period
12:00-1:30 Lunch
1:30-2:00 Plenary: Subgroup Update Crystal Springs
2:00-5:00 Subgroup Meetings Designated Breakout Rooms

Exhibit Area Open Cypress

Thursday, February 14th
8:30-9:30 Plenary: Subgroup Summaries Crystal Springs
9:30-12:00 Closing Session Crystal Springs
12:00 Adjourn
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Editors' Note Updating the Agenda

For this conference, the Applications Subgroup was merged with the
User Services Subgroup because Applications Subgroup Chairperson
Dennis Gallagher was unable to attend the conference.

The opening plenary session was extended to include a presentation on
the NREN by Anthony Villasenor. This presentation was given just
after lunch on Tuesday, February 12, 1991.

" The presentation on MultiNet was delivered by L. Stuart Vance.

The Science Networking keynotes session was extended to include a
presentation entitled "Overview of the NASA Astrophysics Data System”
by R. B. Pomphrey.
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NSI User Working Group Overview
Ronald D. Zwickl/NOAA/SEL
NSIUWG Chairperson

The NSI Users Working Group meeting was held at the Dunfey Hotel in San
Mateo from Tuesday morning until noon on Thursday, February 12-14,
1991. The meeting was originally scheduled for November 6-8, 1990. It
was moved to a later date because of the delay in signing the FY91 budget
into law, and the associated uncertainty in travel for government
employees.

Prior to the original (and postponed) meeting, the largest mailings,
including both electronic and regular US Mail, to date were made. More
time and effort went into preparing the information packet than past
meetings, with the initial agenda in place far in advance of the meeting.
All these efforts offered mixed results. The attendance, for a non-east-
coast meeting, was larger than any previous meeting, but only by a small
margin. We had hoped for a larger turn out. Thus, we know a large
number of people had been reached, yet only a small number of them
attended the meeting. Is this the sign of success (the network works, so
why attend); the sign of confusion (just what is the meeting all about); or
perhaps the lack of money (NSI does not pay expenses to travel to the
meeting and while it connects users to the network it does not fund them).

This meeting contained an expanded format compared to previous NSI and
SPAN Users Meetings. The Executive committee met the day before the
opening session to review the agenda and discuss any last minute changes.
At that time a decision was made to merge the User Services with the User
Applications subgroup, with Neil Cline as the Chair. Dennis Gallagher, Chair
of the User Applications subgroup was unable to obtain travel funds from
the group he works with at MSFC.

The first two days of the meeting contained the usual mix of a project
overview, informative talks, subgroup discussion periods, and the final
rap-up plenary session. A new addition at this meeting was the presence
of Exhibitors. In the past we have had 'special demonstrations', but this
year we had the first attempt at including vendors (see list of exhibitors
elsewhere). The Exhibit area included several live links to Internet and
SPAN, which were always busy.
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The meeting contained the normal lively discussions anc the specific
Tindings' from the subgroups. These findings were given during the final
Plenary session discussion and can be found in the subgroup report
section. ‘ .

This meeting marks the shift of focus of the Users Working Group from a
heavy emphasizes on network engineering to increasing interest in User
Services. The general feeling was that future meetings should focus more
on what NSI could do for the User in the say of on-line services. This is not
to say that 'networking' is solved, because the network will continue to
evolve. However, it is time to increase our attention to end Users.
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Policy Subgroup Summary
Ron Zwickl/NOAA/SEL
Policy Subgroup Chairperson

The NSI Users meeting followed the format of previous meetings with
subgroups meeting in parallel in the afternoon Tuesday and Wednesday to
discuss specific interest topics. During the first afternoon, the entire
discussion period was devoted to understanding today's role for the NSI
Users Working Group. This was a natural topic to discuss given the
magnitude of the changes that have taken place within the networking
project during the last year. The current size of the NSI, its more formal
way of conducting business, and the assignment of Users Services to
NASA/GSFC, have produced sufficient interest to re-examine the role of
users in Todays NSI. The discussion on the second day covered a host of
other issues. A short summary of the specific "findings" presented to the
entire Users Group on Thursday morning is given below:

1. The prime function of the NSI Users Group is information exchange
between users and the project.

a. In standard NASA language, the group is not considered an
advisory group; it is a group than can supply "findings".

b. It is important that a good working relationship be established
between the users and the project. The policy subgroup feels
that there is still room for improvement in this area.

c. The NSI Office should share their list of concerns/questions
where user input is wanted/needed.

d. Users should share their list of concerns/questions where
project input is wanted/needed.

2. The Users Group should focus on present and future directions.
a. Need to help identify future User Requirements.
b. Are current concerns being addressed?

3. The Users Working Group is considered the "Grass Roots” level of

networking related activities.
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10.

11.

12.

13.

There i1s a need to involve the NASA projects (e.g., ISTP) in the user
meetings.

It may be useful to change the name from a working group to a User
Forum . Thus, the group (meeting) could be called the NSI Users
Forum in place of NSI Users Working Group.

We note that there are certain areas where support provided by the
NSI Office has been outstanding. Specific examples include:

a. Conference Support at meetings, such as AGU and AAS
b. Support for Galileo flyby

c. Emergency response, such as their ability to bring LMSO back
up after the 1989 Earthquake in Palo Alto

The users felt that existing networks should be used, if appropriate,
to meet user requirements.

It is important to continue to find ways to reach out to NASA
sponsored scientists. Good example include the very useful mail
matrix and NSI support at major conferences, such as AGU.

The users were unable to determine the ’process within the NSI
Office for evaluating and responding to User Group "findings".

The NSI Office should continue to support multi-protocols, including
TCP/IP, DECNET IV/V, and OSL

To help users focus their discussion during annual meetings, a
minimum level of information in several areas, including budgetary
should be presented during the project overview. Detailed, line by
line items are specifically not requested.

We recommend that each subgroup have a Chairperson and a Vice-
Chairperson. The Chairperson would be a user, while the Vice-
Chairperson would be from the NSI Office. This would promote
better User/NSI interaction during annual meetings.

All User Group Chairpersons would have limited terms of two or
three years.
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Network Subgroup Summary
Linda Porter/NASA/MSFC
Network Subgroup Chairperson

The Network Subgroup contained anywhere from 10 to 30 members at this
meeting. Topics of discussion included: re-engineering of the NSI-DECnet
backbone, interoperability of PSCNI and NSI-TCP/IP, and tail site
bandwidth upgrade for sites connected with 9.6 Kbps services. The most
time was spent discussing DECnet OSI/Phase V transition topics.

Phase 1 of the re-engineering of the NSI-DECnet backbone will increase
available bandwidth from 56 Kbps up to 728 Kbps between the ARC, JPL,
and the GSFC field centers. ARC-JPL leg will be 448 Kbps, the ARC-GSFC leg
will be 392 Kbps, and JPL-GSFC leg will be 728 Kbps. The actual upgrade
will entail moving the NSI-DECnet (SPAN)) backbone, which has always
used DEC routers, to the NSI-TCP/IP backbone, which uses routers capable
of supporting both TCP/IP and DECnet (creating an NSI multiprotocol
backbone). The routers currently in use are manufactured by Proteon, Inc.
The issues of this re-engineering centered on how the ability of the users
(usually the tail site technical contacts, rather than the scientist) to trace
routes through the network transparently, will no longer be possible, since
the existing multi-protocol routers do not support a read-only access mode
or other method to supply DECnet information. There were several notes
in this discussion. Proteon is currently developing software to allow a
form of network access that dumps details of DECnet routing information,
which was estimated to be due for release in eight months or so. Before
this software upgrade is available, however, it will not be possible to trace
routes through the network for DECnet. The routers will be "black boxes"
in the network to the user. The only temporary work-around will be for
maps if the network is to be made available to the users so that they may
manually trace route segments. In addition, the Routing Center (RC)
managers will be able to trace paths through these routers if there is a
problem. The user may call his RC or the NOC for assistance, if necessary.

Finding 1: NSIO is asked to provide an on-line map of the
network containing sufficient DECnet information for users

to be able to trace routes on both sides on the multiprotocol
routers. It's suggested the map contain DECnet and IP address
information, be in postscript format and made available on
the NSIPO system and the NSI NIC.

31




Finding 2: The subgroup asks that the NSIO either develop
or acquire software to allow users to trace DECnet routes,

and to notify the users when this software is available. If
this includes a special program, the NSIO is asked to place the
program(s) on the NIC and/or NSIPO systems.

Next on the discussion list was a review of tail site upgrades
provided by Mark Leon during the preliminary session. The
question of who buys the routers (when such are needed) was asked.
NSIO representatives present indicated the policy is that the NSIO
supplies the routers at no cost to the tail site when such are needed.

The "HEP-SPAN" interconnect architecture was described by Milo
Medin of the NSIO. This T1 interconnect is supplied by the Federal
Interconnect exchange point on the West coast (FIX-W).

There was some confusion regarding NSIO directions with respect
to OSI transition as presented in the Network Management Retreat
results talk. The discussion can be summarized as follows:

The network subgroup would like to see a clarification of the
relationship of the vision statement: "Achieve a single
homogeneous network over 3-5 years based on OSI" and the
statement that the NSI Project will make "....use of Internet,
interim NREN and NREN..." resources to satisfy network
requirements.

And, noting the emphasis on the growing use of non-NASA networks
rather than dedicated circuits for network requirements:

Finding 3: The NSI Office should not lose the ability to
install private, dedicated circuits when justified by NASA
science requirements.

The status of the progress of NSI-IP to PSCNI-IP interoperability
(for Space Station user communication to NSI-IP users) was noted
as not having changed from last year. The primary impediment has
been the "access controlled” (i.e., closed) PSCNI backbone
implementation. The PSCN representative present then briefly
outlined the PSCN proposal to open the PSCNI backbone (remove the
access controls), thereby allowing the two networks to

communicate. There are other issues that require further discussion,
and an engineering meeting has been scheduled to take place
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in early March between NSI and PSCN engineers.

Finding 4: As we said last year, NSI and PSCN engineers must
pursue and solve interoperability issues between the NSI and
PSCN backbones so Space Station and NSI-IP users can
communicate.

6. Day 2 started with an overview of Phase V/OSI transition. A
summary of the discussion following the talk follows:

The transition to OSI/Phase V should be separated from the
issues of pure OSI transition.

The NSI Office must support active planning for Phase V/OSI
and the transition.

User sites are looking to the NSI Office for guidelines and
coordination.

Finding 5: Recommend the NSIO assign a team to actively
coordinate Phase V transition planning with NSI-DECnet
backbone and user sites.

Some mechanisms for achieving this were discussed.

Inter-center Coordination: The Inter-center Committee for Computer
Networking (ICCN) should form a working subgroup to address Phase V
transition issues. Participation of the NSI-DECnet RC managers is proposed.

User Site Coordination: A mail list of the participants at the meeting was
generated. RC site managers lists should be appended to this list. Also, a
Usenet bulletin board feed will be set up. Users will be notified by mail
how to access the bulletin board.

33




Security Subgroup Summary
Ron Tencati/STX
Security Subgroup Chairperson

This year's turnout at the Security Working Group was very low. This
would seem to indicate that when there are no security incidents present,
concern about security on the network wanes. However, the security of
the network is heavily dependent on the participation of the node mangers
and organization security contacts.

Over the past year, NSI has become involved in many security-related
projects with the NASA AIS Program Office. Since very few people
attended the working group session, I'll outline the work that is being done
in the Security arena, since much of it will affect end-users of NSI:

I. Risk Analysis and Management

In December of 1989, the GAO produced a report that was critical of
the lack of a Risk Analysis of NSI's two major networks. All NSI sites
are required to perform a Risk Assessment with the Computer
Security Act of 1987. NSI will be working with NIST and Code NTD
this fiscal year to produce Network and Tail-Site Risk Analysis and
Management guidelines.

2. Security Toolkit Software

As time and operating systems progress, the VMS ("SPAN") Security
Toolkit becomes increasingly outdated. Through Code NTD, NSI is
currently engaged in a survey of Security Toolkit software, and will
be making available to the user community both UNIX and VMS
toolkit software in FY91.

Doug Mansur from Lawrence Livermore National Labs brought two of
his group members to our working group meeting. They presented
an overview of LLNL's "SPI" (Security Profile Inspector) software
that they are developing under a DOE contract. LLNL's toolkit
software currently runs on VMS and UNIX platforms. There was
discussion of merging the NASA and DOE efforts together.
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Security Policies and Procedures

A new NSI Security Policy Document is being written. It is being
targetted for release in FY91. This document will more clearly define
the roles and responsibilities of a remote site security manager, and
will also state the official security policy and incident reporting
procedures for systems comprising the NSI. This document will
supercede the existing SPAN Security document, and will address
security requirements on both VMS and UNIX NSI nodes.

NASA Computer Emergency Response Team (NASA-CERT)

NSI is working with NASA AIS Program Manager to develop an
incident reporting and handling capability for NASA. NSI has been
assigned a lead role in this effort, and is currently a participant in
an international, multiagency effort called "CERT System", sponsored
by NIST. This group first came into being as a result of the WANK
Worm attacks on DECnet in 1988.
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User Services and Applications Subgroup Summary
Neal Cline/UCLA/IGPP
User Services Subgroup Chairperson
Acting Applications Subgroup Chairperson

Network Requirements Processing

The task of gathering, documenting, and consolidating requirements
for NSI connections is now being very effectively handled by the
NSIPO. The staff and management deserve congratulations for this
success. No problems were reported.

There is a Customer Service Representative (CSR) for each discipline
area, and network users are encouraged to make contact with their
CSR to establish requirements or obtain information. This system
was found to be working well.

User Help Desk

The plans for implementation of network users' support services,
presented by Lenore Jackson of GSFC were found to be adequate for
users’ needs. No evident deficiencies were noted.

Telephone and e-mail contacts for "one-stop” support from the
NSI User Support Office were publicized. (see slide)

The ability of the NSI to deliver 24 hr. 7 day support for network
connectivity was questioned. In particular it was found that the
DECnet routing center at JSC did not normally have support outside
at prime shift.

On-Line Services

a. The NSI NIC

The NSI User Services Office introduced a menu-driven Network
Information Center (NIC) implemented by Brian Lev at GSFC, who

deserves congratulations for this contribution.

This NIC is expected to satisfy the needs of users of both TCP/IP
and DECnet protocols. It will not be necessary to have more than
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one NIC, except to provide backup (redundancy).

The User Services Office needs input from the users concerning the
contents of the new NIC.

b. USENet News Service

It was found that providing a USENet feed for NASA users would be
an appropriate service to be provided by the NSI User Services
Office.

An NSI newsgroup is recommended as an additional way to
disseminate information about NSI services and activities.

c. "white pages"

A prototype X.500 directory services implementation is already in
operation at many internet sites and in particular at some NASA
centers. It was found that NSIPO involvement is desirable, and that
the User Services Office should be actively involved in this key
development.

Conference Support
The NSI provides network access and associated services at selected
science conferences. This service is very important to NASA

scientists.

NSI's plans and schedule for future conferences need to be made
known to the science community.

Scientists need to know how to make their requirements for future
conferences known to NSI. It was found that at present this is done '
by communication with division chiefs at NASA Headquarters and
with the NSI Customer Service Representatives (CSRs).

Excessively costly services at some events may preclude support at
others which are needed also. NSIPO attention to costs at each event
is needed to insure equitable coverage.

Applications

NETWORK applications software should be made available in the NSI
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NIC. An example is data compression, which improves network file
transfer efficiency.

Application standards should have visibility in the NSI NIC. On the
other hand it was found that the establishment or promotion of

specific application standards is not an appropriate function of the
NSI.
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III. Presentation Material
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A. Opening Session Remarks
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NASA SCIENCE INTERNET
USERS WORKING GROUP
OPENING SESSION REMARKS
Ron Zwickl, Chairman

Welcome
 Yearly Meeting

 Key People

Subgroup Chairs

Linda Porter - Networking

Neal Cline - User Services

Ron Zwickl - Policy

Ron Tencati - Security
 Fred Rounds - NSIO

Project Manager, NSI

Susan Aaron - NSIO

NSI Conference Coordinator

Lenore Jackson _ NSIO

NSI Proceedings Coordinator
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INTRODUCTION

What Are We?
- Users Group

- Represent "All Walks Of Life"
(Within OSSA)

Why Are We Here?
- Information Exchange
*  With Each Other
«  With NSI

- Voice User Concerns/lssues

Why Are There Subgroups?

- Allows Full Discussion

Covers Different Interests

- Change With Time
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HISTORY

"Communicate And Increase Productivity For Scientists”

1980 e "Needs"
e Scan
« SPAN
1985  First Project Use
- |lce Comet Encounter
« NSN
1988 * NSIPO
1990 « Management Retreats - Overview by Jim Hart, NSI
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MEETING GOALS

Discuss Today's Issues

- As Seen By Users

Information Exchange
- With NSI

- With Each Other

@

Forward Concerns To NSI

Publish Proceedings
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B. NSI Project Presentations
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Science Networking Retreat

Jim Hart
Assistant Chief, Information and Communications Systems Division
February 12, 1991
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Sponsor:

Ray Arnold, Chief, Code SC Headquarters

Purpose:
Study, Identify Alternatives, Recommend for Science Networking:
Vision,
Roles and Responsibilities, and
Technical Approach and Transition

Retreat dates:
June 7, 1990
July 30, 1990

Implementation Status:
Draft "White Paper" being prepared
Management and technical implementation in progress
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Participants

Dr. Robert Price Deputy, Earth Sciences Directorate (900), GSFC
Tony Villasenor Program Mgmt, Science Networks, Headquarters SCI
Jim Hart Manager, NSI, Ames (ED)

Dr. Jim Green Manager, NSSDC, GSFC (930)

Sandy Bates Program Mgmt, Headquarters PSCN (0OS)

Rick Helmick MSFC, PSCN (Al)

Ray Arnold, Joe Bredekamp: Management support as needed
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Vision

Science Networking is End-to-End service under OSSA management.

OSSA direct efforts to achieve single homogeneous network over 3-5
years, based on OSI.

Cooperate with other agency efforts to achieve single agency-wide
network over 8-10 years. (Create Inter-Center Coordinating Comm)

Upgrade current science network to basic service offering of 56kbps
tails and T1 backbone circuits.

Provide service for both Science Data Operations (Mission Essential
and Mission Success) as well as general research and analysis
communities.
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‘OPERATIONAL MODEL FOR INTERNETWORKING NASA

NON-SCIENCE
PROGRAMS

USER SERVICES

+ NOC & NIC
+ TECHNOLOGY TEST BED

NSFNET/NREN
NETWORK
RESQOURCES

PSCNI NETWORK
RESOURCES

INTERNATIONAL
SCIENCE
NETWORKS

NASA CENTER
NETWORKS

UNIVERSITY
NETWORKS

INTERNATIONAL
AGENCY
NETWORKS

CONTRACTOR
NETWORKS
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SCIENCE NETWORK

ROLES AND RESPONSIBILITIES - HQ OFFICES

0SO

+ OVERALL MANAGEMENT OF NETWORKING
- FOR AGENCY

« INSTALLATION AND MAINTENANCE OF
ENTIRE AGENCY BACKBONE

« OVERALL NETWORK ENGINEERING

« INTERFACE TO INTERNATIONAL AGENCY NETWORKS

OSSA

« MANAGEMENT OF SCIENCE
NETWORKING

« SCIENCE USER REQUIREMENTS
ASSEMBLY AND ANALYSIS

« SCIENCE NETWORK
ENGINEERING AND
OPERATIONS

« INTERFACE TO INTERNATIONAL
SCIENCE NETWORKS AND U.S.
NON-NASA NETWORKS

« USER SERVICES AND
APPLICATIONS DEVELOPMENT
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SCIENCE NETWORK

ROLES AND RESPONSIBILITIES - CENTERS

ARC
* NS MANAGEMENT

* NSI ENGINEERING

+ NSI OPERATIONS

* CONNECTIVITY TO
INTERNATIONAL SCIENCE
NETWORKS

« CONNECTIVITY TO NSF,
NREN, AND UNIVERSITY
NETWORKS

GSEC
« USER SUPPORT SERVICES

« APPLICATIONS DEV

MSEC
* PSCN MANAGEMENT

+ AGENCY BACKBONE
ENGINEERING

+ PSCN OPERATIONS

« CONNECTIVITY TO
INTERNATIONAL AGENCY
NETWORKS

« CONNECTIVITY TO
CONTRACTOR NETWORKS
AND NON-SCIENCE
ACTIVITIES
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// Assignment

Science Networking

Function Now Proposed
0.0 Program Management HQ HQ
1.0 Project Management ARC ARC
2.0 Network Engineering ARC,GSFC ARC
3.0 Network Operations ARC, GSFC+ ARC
4.0 User Support Services All GSFC
5.0 User Application Deveiopment None » GSFC
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ned to HO)

PROVIDES OVERALL PROGRAM MANAGEMENT AND
ADMINISTRATION OF OSSA SCIENCE NETWORKING OBJECTIVES
AND GOALS

0.1PROGRAM MANAGEMENT
POLICYPLANNING
USAGE, ETHICS, SECURITY
STRATEGIC AND ADVANCED PLANNING
0Sl and NREN
Program Reviews (regularly scheduled)
Program Plan

0.3 External Interfaces
NASA: Code O, B, Centers
Other NREN agencies: NSF, DOE, DARPA
Mational
International
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{Assigned to ARC]

PROVIDES OVERALL PROJECT MANAGEMENT AND ADMINISTHATION
OF OSSA SCIENCE HETWORKING OBJECTIVES AND GOALS :

1.0 Project Management
SSC, User Groun, and ICC ¥
BUDGETING AND ACCOUNTING
SCHEDULING
PROCUREMENT
PERSONKEL PLANNING
FACILITIES DEVELOPRENT
1.1 USER REQUIREMENTS MANAGEMENT
Requirements gathering and validation (NSR Process)
MOU development
Tracking & Staiusing
1.2 SECURINTY MANAGERENT
Hisk analysis
Incident investigations
External coordination
1.3 External Relations
PSCN
Natiopnal & International
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. Asségﬁ%@f to ARC
2.1 Requirements Support

Requiremenis databasing
Requirements consolidation

2.2 General network engineering
2.2.1 NETWORK ARCHITECTURE/CONFIGURATION
Overall architecture
Technical i/f with external architectures
2.2.2 DECNET & 1P ENGINEERING WORKING GROUPS
Design of logical networks (P V conversion)
Parameiers and addressing
Configuration Documentation
2.2.3 SERVICE NSTALLATION and TESTING
Network service acquisition, testing, checkout
2.2.4 SECURITY
Development & impiementation of security measures
Development of network security tools
2.2.5 PSCHN I/F Representative
2.2.6 TESTBED ACTIVITIES
OS! Planning
Advanced network technologies
2.3 NREN SUPPORTY
2.3.1 High Performance Network Technologie
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3.0 OPEF

IATIONS

Assigned to
ARC
GSFC

3.1 NETWORK OPERATIONS (ARC)

7-DAY, 24-HOUR NETWORK OPERATIONS CENTER (NOC)
NETWORK MONITORING AND TRAFFIC ANALYSIS

PROBLEM MAMNAGEMENT: Reporting, Repair, Maintenance Service
FLIGHT PROJECTS AND MISSIONS NETWORK SUPPORT
UPDATES AND MAINTENANCE

PROPERTY AND INVENTORY MANAGEMENT

Interface With Remote Site Local Area Networks and Management
ROUTER HW/SW MAINTENANCE CONTRACTS AND LOGISTICS
OFF SHIFT SUPPORT FOR NIC

Security Monitoring, Yerification, Auditing
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4.0 USER SUPPORT SERVICES
Assigned to GSFC

4.0 USER SUPPORT SERVICES

Network Information Center (NIC)
White/Yellow Pages Direciory Services
User Help Desk & HOTLINE (WITH NOC)
User Information Forums
NSI User Working Group Coordination & Logistics Support
Conference Support
Regional Customer Support
User Security
inform end users on security policies and plans
Distribute "kits" and other security material to all users
Online Requirements Status Lookup




5.0 NETWORKAPPLICATIONS DEVELOPMENT

5.1 Application Development
INTEGRATION OF CODE SC INFORMATION SYSTEMS IN NETWORKING
Interoperability Gateways
Applications Utilities
Distributed Applications Development and Support
Applications Demonstrations
Development of Host Security Software Tools
Information Systems Documentation

5.2 Advanced Network Applications
ADVANCED APPLICATIONS, SUCH AS REMOTE VISUALIZATION,
WIDEBAND VIDEO
X Windows
interoperating Databases
Development of "Super NIC"
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Technical Transition Plan

Science Networking to Maintain End-to-End Service Responsibility

Convert DECnet Phase IV Science Traffic From 56KBPS "SPAN" Backbone to
NSI Backbone. Initially at Fractional T1; Upgrade to FULL T1

Convert All Tail Circuits to Multi-Protocol Capability at Minimum of 56kbps
Support IP, Phase IV and Phase V When Available |

Replace Single Protocol Equipment With Multi-Protocol or Equivalent

Reduce Over Time the Number of NASA-Owned (PSCN) Tail Circuits Through
Use of Internet, Interim NREN, and NREN Except for Certain Mission
Essential Requirements

Connect NREN to Science Centers and Utilize National Backbone Infrastructure
of e T

for Primary Routing of Science Traffic
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Explore and Determine Feasibility of Utilizing Expanded Code OS (PSCN)
Services for Science Traffic {Phase V and/or IP) on PSCN Backbone.
If Technically Feasible,

Define "Contract” Relationship With PSCN to Preserve OSSA End-to-End
Science Services

Define and Test Using Segment Prototype Demonstrations -
Phase V on PSCNI Backbone (Using Science Phase V Tails)
IP on PSCNI Backbone

Expand as Desired
Migrate to Vision

Technical Meeting: March 4, 1991, Dallas TX
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Agency-Wide Responsibilities
Protocol Address Space

Address Space Agency Coordination

DECnet Phase IV NSI
Incl. SSF, etc. (Area 48 With Representation on NSI DECnet Eng. Group

PSCN Responsible for End-to-End Service for Their Requirements

IP NSI
e.d., . . .NASA.GOV and . . .PSCNIL.NASA.GOV
NSI and PSCN Responsible for End-to-End Service for Their Requirements

OSl (e.g., Phase V) PSCN
TBD
NSI and PSCN Responsible for End-to-End Service for Their Requirements
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NASA Science Internet Users Working Group'

February 12, 1991
San Francisco, California

Information & Communication Systems Division
AMES RESEARCH CENTER
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Agenda

NSI Organization and Highlights - Fred Rounds

Customer Requirements Process - Yvonne Russell

Engineering Review - Mark Leon

User Services - Pat Gary

Security - Ron Tencati

Backbone Upgrades and DEC Equipment Replacement - Warren Van Camp
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NASA Science I\’

NSI Project Organization

2/12/91

NSI inati
Intercenter Coordinating
User?ﬂ‘;’:g‘x:gk%m“p NSIO Committee for Science
(Chalrman) (ROUNDS) Networking
(ARC) ICCISN
Network
Architecture
(Medin, TCP/IP
Van Camp, DECnet)
ADM. & RES.
MANAGEMENT NETWORK ussirggl%i;!;o;i !
& ENGINEERING APPLICATIONS
SECURITY (M.Leon) DEVELOPMENT
(Y. Russell) (ARC)
. (P. Gary)
(ARC) {GSFC)
REQUIREMENTS NS
MANAGEMENT OPERATIONS CENTER LIAISONS
C. Falsetti) (A. Wiersma)
(ARC) (ARC/Sterling)
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SI Highlights

Administration
NSI is fully funded by Code S
Project staffing increased 30%
Code S reorganization in process
Engineering

Backbone upgrades planned to serve both DECnet and TCP are in final
review

Planning underway to make use of National Research and Education
Network

NSl involved in planning for EOS networking
Operations

NSI providing 24X7 operations in new Integrated Network Operations
Center
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Presentation to
NSI USERS WORKING GROUP
February 12, 1991

Yvonne Russell/Christine M. Falsetti
Customer Service Manager
NASA Science Internet
AMES RESEARCH CENTER

2T022-16N
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SA Sclgnce ne"™

Range of Services

NASA Science Internet

YSRussell/CMFalsetti 3
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NEW ACCESS
REQUIREMENT

RESEARCHERS
FLIGHT PROJECTS
CAMPAIGNS

COLLABORATORS |

Project Planning Process

NASA SCIENCE INTERNET

HQ PROGRAM
VALIDATION

OSSA
PROGRAM
MANAGEMENT

IF COST, THEN
HQ FUND
CERTIFICATION

YSRussell/CMFaisetti 4
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Life Sclences (SB) Solar System Exploration (SL)
Space Life Sclences 1-4 Voyager
Cosmos Magellan
IRL-1 Gallleo®
Spacelab J Mars Observer**

| ind Applicati E CRAF/Cassini*

Earth Radiation Budget Exposure (ERBE) Pioneer
Upper Atmospheric Research (UARS)*  Shutlle Flight Engineering (SM)
Ocean Topography (TOPEX) High Resolution Solar Observer
Earth Observing System(EOS) Microgravity Science (SN)
Crustal Dynamlcs* International Microgravity
WETNET

A40U In progress
*fAOU complete
**MOU nearing signoff completion

NASA Sclence Internet

Programs/Projects Acti
Supporteo

&

velvy

Dynamics Explorer
Solar A
Ulysses

International Solar Terresirial
Physlcs**

hyst Y4

Cosmic Background Explorer
Gamma Ray Observalory
Hubble Space Telescope
Kuiper Airborng Observatory

Stratospheric Observatory for
Infrared Astronomy

Space Infrared Telescope Facility

YSRussell/CMFalsetti 5
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NASA Science Internet User Working Group

SSA

NSI Engineering Review
February 12, 1991

Mark Leon
Engineering Manager
NASA Science internet
Information & Communication Systems Division
AMES RESEARCH CENTER

§T023-16x
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NASA Science Internet

Outline

* Connectivity Status
* Site Upgrades Plans & Progress

MARK LEON 2




New Connections

Tail Site Hub Site Bandwidth Path
National Geodetic Survey, MD GSFC 56Kb/s Terr.
Scientific & Technical Information Facility, MD GSFC 56Kb/s Terr.
Ford Aerospace, MD GSFC 56Kb/s Terr.
University South Florida, FL KSC 56Kb/s Terr.

| Gilmore Creek Geophysical Observatory, AK ARC 56Kb/s Sat.

| E University Alaska Geophysical Institute, AK GCGO 56Kb/s Terr.

| Cerro Tololo Inter-American Observatory, Chile MSFC 56Kb/s Sat.

| Big Bear Solar Observatory, CA ARC 56Kb/s Terr.
STX, MD GSFC T Terr.
Rice University, TX JSC T1 Terr.
University Montana ARC 9.6Kb/s  Terr.
World Weather Building, MD GSFC 56Kb/s Terr.
Space Telescope Science Institute, MD GSFC T Terr
Carnegie Institute of Washington, DC GSFC 9.6Kb/s  Terr.
United States Geological Survey, Az JPL 56Kb/s Terr.
Ellery Systems Incorporated, CO NCAR 56Kb/s Terr.

NASA Science Internet MARK LEON 3
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NVasq Seehcs o™

GSFC-Brown Univ. (*)
GSFC-Cornell Univ. (PA56)
GSFC-NASA HQ (*DP56)
GSFC-ST Systems (*T1)
GSFC-Univ. MD (*ET1)
GSFC-Carnegie Mellon (U)
GSFC-NRL (P?)

GSFC-Penn. St. (P756)
GSFC-NRAO (U)
MSFC-Utah St. (U)
MSFC-Univ. Minn. (PA56)
MSFC-Univ. Chicago (PA56)
MSFC-LSU (PR56)

* = Complete
P = In Progress
DP = Dual Protocol
T1 = 1.544Mb/s
U = Under Review

NASA Sclence Internet

GSFC-Univ.Rhode Island (PA56)

Upgrades Scheduled for 1991

JPL-NPGS (PA56)
JPL-Univ. Arizona (PRT1)
JPL-USGS, Flagstaff (*56)
JPL-Aerospace Corp. (U)
JPL-NOAO, Az. (*56)
JPL-PSI, Az. (P)
ARC-ISAS, Japan (PR56)
JSC-Univ. Colorado (P)
JSC-LANL (U)

JSC-NCAR (P)

JSC-SWRI (U)

JSC-Rice Univ. (U)

A = Circuit upgrade planned

E = DECnet Encapsulation

R = Request for service issued
56 = 56Kb/s

() = Status

MARK LEON 5
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Upgrades for 1992
GSFC- Univ. Delaware
GSFC-Univ. New Hampshire
GSFC-WHOI, Mass.
GSFC-Yale University
MSFC-USRA, Ala.
MSFC-Univ. Wisconsin
MSFC-Washington Univ.
JPL-RAND Corp., CA
MSFC-EROS at USGS, SD

Upgrades Scheduled for 1992 & 1993

Upgrades for 1993
GSFC-Dartmouth Univ., N.H.
GSFC-Grumman, N.Y.
GSFC-MIT, Mass.

GSFC-NRC, Canada
GSFC-NOAA/WDC
GSFC-USGS, Reston
GSFC-Univ. of Delaware, Lewes
MSFC-Augsburg College, Minn.
MSFC-Florida St. Univ.
MSFC-Univ. of Kansas
MSFC-Univ. of Mich.
JPL-Oregon St. Univ.

NASA Sclence Internet

MARK LEON 6
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NSI Dual Protocol Backbone

Reference: NSI Users Working Group
February 12, 1991

Warren Van Camp

page 1
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NSI Dual Protocol Backbone
Upgrade DECnet links to match TCP/IP links performance
Integrate backbone resources and central management

Transition to be done in two phases
- Phase 1-"top triangle” GSFC, JPL, ARC
 Phase 2 JSC, MSFC, KSC-

Phase 1 transition plan developed
« Warren Van Camp, Jeffrey Burgan, Linda Porter

\ page 2
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NSI Dual Protocol Backbone

Phase 1 transition process

Perform necessary reconfigurations
Turn on DECnet routing on NSI Proteon routers as backup path
Change circuit cost for ARC-JPL to use dual protocol as primary

Change circuit cost for ARC-GSFC and JPL-GSFC to use dual
protocol path as primary

Monitor and evaluate performance

page 3




L8

.

NSI Dual Protocol Backbone

Backbone network operations
« NSl operations - 24 hours/day, 7 days/week, engineers on call

DECnet routing equipment

» NSl is replacing existing DECnet-only routers to provide multiple
protocols to tail sites and manage network from 24x7 NOC

» Use of existing DECnet dedicated routers may be maintained where

only requirement is for DECnet

page 4 _
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Vasa Sclence IMETT™®"

NASA Science Internet (NSI)
User Support Services and Network Application Development

- An Overview -

J. Patrick Gary
Advanced Data Flow Technology Office
Code 930.4

Goddard Space Flight Center

Presentation to
NASA Science Internet User Working Group

February 12, 1991

L0 LT-T6N
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NSI User Support Services and Network Application Development

- An Overview -

Outline

- Background

Elements of NSI with GSFC Responsibility

« GSFC Element Objectives

- Summary of Current Status and Plans
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NSI User Support Services and Network Applications Development

Backqround

- At the Network Management Retreat meetings of June and July 1990, key network

managers representing Headquarters Codes O and S and the Centers ARC, GSFC,
and MSFC concurred on a vision of the future of NASA's science networking and
developed major new agreements in regard to the Centers’ roles and

responsibilities in science networking, including:

ARC GSFC
NSI Management User Support Services
NSI Engineering Network Applications Development

NSI Operations
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NSI User Support Services and Network Applications Development

Background

- On September 27, 1990 the first public announcement and open discussion on the
new agreements was made at the NSI Science Steering Committee meeting (The
White Paper further describing the agreements, on which prior discussion had

waited by management request, is not yet available)

On October 17, 1990 NSI's Project Manager F. Rounds concurred with the package
of GSFC's NSI Work Breakdown Structure (WBS) responsibilities prepared by
GSFC's P. Gary.

~+ On November 7, 1990 F. Rounds forwarded memo to P. Gary to implement NSI

program at GSFC.
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NSI User Support Services anleetwork Application Development

Elements of NSI with GSFC Responsibilities

User Support Services (GSFC Lead)
- Network User Help Desk
- On-Line Services Baseline

- User Conference Support

Network Applications Development (GSFC Lead)
- Requirements Definition and Analysis
- New Core Developments

- Exploratory Developments

Additional Tasks Supporting Areas with ARC Lead Responsibility

- User Requirements, Security, Network Engineering, Network Operations
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NSI User Support Services

- First stop for all user questions/problems

(1)
- Minimally 12 hours/day, 5 days/week coverage with off-shift support from NOC

« Accessible via I:§>hone (301-286-7251, 1-800-NSI-HELP), fax (301-286-5152) and
e-mail (NSIHELP@NSINIC)

(2)
- Provides assistance in effective use of both DECnet and IP protocol suites

- Network configuration guidelines for user host systems
- User guides e.g. e-mail syntax matrix and interoperability gateway usage
procedures

Provides assistance in network user problem diagnosis with on-line
access to real-time NSI network status data, NSR and NIC data bases, and trouble
shooting tools

(1) Have planned to extend coverage to 24 hours/day, 7 days/week by FY93

(2) Support for the OSI suite has also been initiated, presently is very hmlted but will
increase as OSl becomes more used
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NSI User Support Services

On-line Services Baseline

Information Servers, e.g., interactive NIC's and Anonymous FTP

NSI User Guides addressing systems configuration guidelines and
usage procedures for effective network use

NSI bulletin board and on-line newsletter
NSI circuit usage and performance statistics
Updated network applications software, e.g., latest release of X11 windows

White and Yellow Page directories

- USENet News Server: general community bulletin board/"conferencing” system

Interoperability Gateways for e-mail, file transfer, and remote logon among
DECnet TCP/IP, OSI, BITNET, X.25

- Remote Node Access Servers, such as NICOLAS and ALEX, to Master Directory,
GSFCMail/NASAMail and various Internet/OSSA system resources

- Mail Servers for distributing notices to specific user groups
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Sample of User Guide Selection from
NSI Network Information Center (NSINIC) Version 1.0 System

First TELNET DFTHIC.GSFC.HASA.GOU (126.183.10.3) or SET HOST DFTHIC (6148),
then enter username NSINIC

NSINIC TOP HERNU

HOW T0 USE THIS SYSTEH
2] Info About the HS| and Other Hets
3] NSI| Personnel for ﬂddlt{gnui Help
] HELP FILES AND INFO ..

5] Connect to SPAN_NIC

6] Connect to NICOLAS

Report A Problenm

gy gy p—
-bn
St

==  HELP FILES AND INFO ==

E-Hail Syntax Hatrix
The EAST Interoperabiiity Galewag %
How to Transfer Flles

The HASA Science Internet Project Office
(NSIPD) has funded an Interoperability

| Gateway to facilltate the exchange of

| E-Hail, file transfer and remote logon
capability between TCP/IP-based networks
and DECNet-based networks.

The Interoperability Gateway at Goddard

BL/UPG-02/01/T1
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NSI User Support Services

On-Line Services Baseline (Continued) - Notes on Current Status

(1) NSI Network Information Center (NSINIC) Version 1.0 in beta release

(2)

(3)

- Information about the NSI and other networks
- On-Line User Guides, e.g. E-mail Syntax Matrix and EAST Interoperability
Gateway (EIG)
- Who to call for additional help
- Auto-Logons to SPAN-NIC (contains SPAN Yellow Pages) and NICOLAS
- Report problem/request help
Anonymous FTP File Server already hosts over 200 Unix, VMS, and Macintosh
programs

X.500 based White Pages Server already enabling access to telephone books
over 100 organizations

USENet News Server already supporting 84 client systems' accesses to over 750
news groups

EIG sugports e-mail, file transfer, and remote logons between DECnet and
TCP/IP; NICOLAS extends e-mail and file transfer interoperability to BITNET and
X.25 sites and auto-logons to several Internet/OSSA system resources

PMDF based Mail Server already supporting ROSAT and MU-SPIN Projects and
GSFC LAN users
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NSI User Support Services

User Conference Support

Provide NSI access booths and assistance at user conferences/scientific

meetings, e.g., AGU Conference December 3-7, 1990

Present NSI capabilities through active participation in user symposia/

working groups

Demonstrate interoperability solutions

Present tutorials on effective networking applications
Make selected site visits for user training

Provide coordination and logistic support for NSI User Working Group meetings
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NSI Network Applications Development

Requifements Definition and Analysis

Survey/conduct interviews on use/discipline needs

Survey emerging vendor productsr

Survey applicable R&D Aefforts in the Internet/OSI communities

Host symposia, working group meetings, and electronic conferences

Recommend/consult with:
- Users/disciplines on state-of-the-art in network applications

- Vendors/developers on prioritized requirements
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NSI Network Application Development

New Core Developments

Natural extensions to NSI's Baseline services

Largely conducted by NSI "in-house” team

Includes joint development with user disciplines

Often complementary to NSI's Engineering testbed initiatives

Typical developments:
- New X window applications
- OSI based user utilities such as X.500 based OSSA Resources Guide

- Techniques enabling/enhancing distributed applications
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NSI Network Applications Development

Exploratory Developments

- Significant involvement by wider networking research community
« Protocol extensions and modifications

- Examples of advanced applications:
- Distributed Programmers Workbench
- New distributed processing techniques
- Group communications
- Remote data visualization and manipulation
- Interoperating data bases

Knowbots and expert systems
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NSI Network Applications Development

New Core/Exploratory Development Plans for FY91

- Mail Exploder System
- Either patterned after SolarMail or based on PMDF
- After development, system can be hosted on NSI or user facilities

- Dr. Gunther Riegler/SZ targeted as initial user in mid-FY91

 Utility to Support Distributed Heterogeneous Processing
- Simplify use of RPC mechanism to support distributed processing
- Demonstrate use among VAX, CRAY, and MarPar hosts

- Dr. Gene Feldman/GSFC targeted as initial user in GSFC DAAC V0

- Extended FTP Support for Off-line Data

- Use familar standard user interface of Anonymous FTP but extend FTP
utility to either wait or retry until requested data on off-line CD-ROM is
mounted

- Joint project with HEASARC's Dr. Michael Van Steenberg/GSFC
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NSI Network Applications Development

New Core/Exploratory Development Plans

« FY91

- Develop Mail Server/Exploder such as requested Dr. Gunther
Riegler/SZ

- Develop utilities to simplify distributed heterogeneous processing;
demonstrate use in GSFC DAAC V0 application of Dr. Gene
Feldman/GSFC

- Extend FTP support to off-line data in joint effort with HEASARC's
Dr. Michael Van Steenberg/GSFC

FY92
- Provide X Window based version of NSINIC

- Expand X.500 based White Pages support for disciplines/projects

- Initiate X.500 based Yellow Pages support for an on-line OSSA
Resources Guide

- Develop selected applications identified via WBS 5.1 process

FY93
- Assess and apply FTAM, Virtual Terminal, and other OSI based applications
in NSI's OSI testbeds and operational network

- Develop additional selected applications identified via WBS 5.1
process
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NSI User Support Services and Network Applications Development

Conclusions

- Refinement to the objectives and plans of the NSI elements under GSEC
responsibility is on-going and will continue to be influenced by:

User input/feedback through meetings with NSIUWG and user discipline
programs

NSI Science Steering Committee advisory process

Support and guidance from NSI Program Manager at NASA OSSA

GSFC's allocation of NSI's budget and GSFC staff expertise

+ For further information or comments on GSFC's NSl efforts, contact:

J. Patrick Gary 301-286-9804; FTS-888-9804
Head, Advanced Data Flow Technology PGARY@DFTNIC.GSFC.NASA.GOV
Office

Code 930.4 SDCDCL::PGARY

Goddard Space Flight Center JGARY in GSFCMAIL

Greenbelt, MD 20771 Fax: 301-286-5152
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AS FUNDED FOR FY90:

POLICIES AND SECURITY DOCUMENTATION
RISK ANALYSIS AND MANAGEMENT
COMPUTER EMERGENCY RESPONSE TEAM
INCIDENT HANDLING

TOOLKIT DEVELOPMENT

USER CONSULTING
WORKING GROUPS/CONFERENCES/COMMITTEES
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NSI SECURITY TASK

FY90 STRUCTURE:

Reports to NSIPO/ARC Administration
Separate Task Assigned to GSFC

STAFFING:

Security Administrator, NSIPO/ARC - Yvonne Russell
Security Manager, GSFC - Ron Tencati

Other staffing as required by task by either NASA or contractor personnel.
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POLICIES AND DOCUMENTATION

The Network Policies and Procedures Define the Official Security
Requirements for Computer Systems Comprising NSI.

o Official Policy
o Security Guidelines (UNIX, VMS, DECnet, TCP/IP, X.25)

Allows for the establishment of a "Security Baseline" for the network
consistent with Federal Laws and NASA Regulations.

Will Draw Upon Existing Documentation Where Applicable.

rdt -4
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NSI SECURITY TASK

RISK ANALYSIS AND MANAGEMENT

Produce NSI Risk Analysis Document. Perform a NETWORK Risk Analysis.

Require Periodic Risk Analysis of Constituent Systems Through Project
MOUSs. Provide Assistance Where Necessary.

o perform
e

The Computer Security Act of 1987 requires all Federal Computer System
Risk Assessments at least once every 5 years. Sooner for more sensitiv

NIST is under contract with NSl and Code NTD to provide NSI with guidance and
assistance in establishing a network risk analysis and management plan.

rdt -5
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COMPUTER EMERGENCY RESPONSE TEAM (CERT)

Formed after Morris and WANK Worms hit NSI component networks.

Implements NSI-CERT for distribution of security-related notices, alerts and
bulletins, as well as provides for coordinated distribution of software patches.

e [dentifies Site Security Contacts
« EMAIL, PHONE and FAX Communication Possible
Interfaces with NASA-wide CERT activity at HQ (Code NTD)

NSl is charter member of Cert System, an International group of Government,
Agency and Corporate CERTs.

rdt -6
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NSI SECURITY TASK

INCIDENT HANDLING

Provide investigation, coordination, reporting and follow-up for Security incidents.

Provide a place where system managers can report incidents or receive help
regardless of operating system.

Interface with NASA Inspector General and other Federal agencies as necessary

rdt -7



(481

SECURITY TOOLKIT SOFTWARE

Provide user community with a set of self-audit tools to improve the
security of their systems

Operating -System independent (Two sets of equnvalent tools for UNIX
and VMS)

Usage endorsed by NS, recommended by Policy Documentation, but not
required for membershlp in NSI.

FY90: NSl-approved tools first, NSl-developed (maybe) later.

rdt -8
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NSI SECURITY TASK

USER CONSULTING

Provide help for users with specific security problems. Receive referrals
from NSI User Support Office.

WORKING GROUPS/CONFERENCES/COMMITTEES

Ensure that the security interests of NASA Science Networking are
represented as appropriate.
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EXTERNAL CONTACTS

Work with, and provide support to other Agencies and NASA Codes to
facilitate a common Agency-wide approach to computer security.

NIST:

Under contract by NSI and Code NTD to assist NASA in addressing
various computer security issues.

« Analyze NSI| and SPAN Risk Management Plans, Recommend
modifications to allow NSI approach to match NASA AlS Program.

« ldenfify network threats, survey existing toolkits (NSI and public
domain, make recommendation for NSI strategy.

 Review NASA Incident Response Capabilities, assist in the
establishment of a NASA agency-wide CERT Capability.
NSI is being used as the model for NASA networks

rdt -10
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National Research & Education Network

TONY VILLASENOR
Manager, NASA Science Networks
Office of Space Science and Applications

NASN
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High Performance Computing & Communications

GOALS: STRATEGIC PRIORITIES

Extend U.S. technological leadership in high
performance computing and computer
communications

Provide wide dissemination and applicatin of the
technologies both to speed the pace of innovation
and to serve the national economy, national security,
education, and the global environment.

Spur gains in U.S. productivity and industrial
competitiveness by making high performance
computing and networking technologies an integral
part of the design and production process.

NASA Science Internet
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High Performance Computing & Communications

STRATEGY: INTEGRATING PRIORITIES

Support solutions to important scientific and technical
challenges through a vigorous R & D effort

Reduce the uncertainties to industry for R&D and use of
this technology through increased cooperation between
government, industry, and universities and by the
continued use of government and government-funded
facilities as a prototype user for early commercial HPCC
products.

Support the underlying research, network, and
computational infrastructures on which UI.S. high
performance computing technology is based.

Support the U.S. human resource base to meet the needs
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High Performance Computing & Communications

PROGRAM COMPONENTS

High Performance Computing Systems (HPCS)
- 1000-fold increase in computing power

Advanced Software Technology and Algorithms (ASTA)
- Grand Challanges applications

National Research and Education Network (NREN)
- R&D and wide-area gigabit communications

Basic Research and Human Resources (BRHR)
- Infrastructure, training, education

NASA Science Internet o 4
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High Performance Computing & Communications

NREN 5-YEAR IMPLEMENTATION
- Interconnect Agency networks with 1.5 mbps backbone
« Upgrade multi-Agency backbone to 45 mbps
- Perform R&D to achieve 3 gbps networking capability

MULTI-AGENCY PROGRAM
- NSF, DARPA, DOE, NASA; also NIST, HHS, NOAA & EPA
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NREN Program Relationships

The HPCC agencies (NSF, DARPA, DOE & NASA) have
demonstrated close coliaboration in their networking activities,
and they are developing more formal structures for the close
coordination needed to ensure success of the NREN.

- DARPA will coordinate gigabit network technology
research and development activities in which
DARPA, DOE, NASA, NIST, and NSF will
participate.

- NSF will coordinate the broad deployment of the
NREN by working with all participating HPCC
agencies through formal structures, such as the
ECCSET subcommittees and the Federal Network

ouncil. '

- In conjunction with the other HPCC agencies,
NIST will identify and develop network and
security standards.

NACA cien T
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The HPCC Program

OSTP-FCCSET 1989

1. High Performance
Computers

2. Software and Algorithms
3.)National Research and
Education Network

4. Basic Research and
Human Resources

research on future generations
system design tools

advanced prototype development
evaluation of early systems

grand challenge problems
W components and tools
computational techniques
HPC research centers

interim NREN
?lgab_It networking research & deployment
ransition to commercial service

instrumentation and lab improvement

education and training
basic CS & CE research
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'87 FCCSET "Strategy”

OS5TP HPCC Program,
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HPCC

Agency

EHR

Activity DARPA DOE NASA NSF
HPC Parallel Application Application Basic
Systems; Testbeds; Testbeds: Architecture
Systems Systems Systems Systems Research
Software Evaluation Evaluation
Microsystoms
Advanced Software Software Software Software Tools;
Soft Tools; Tools; Coordination Database
ottware Parallel Parallel Visualization Research
and Algorithms Algorithms; Data Access Centers
A|gorithm S Access Centers Management
National
Research & Gigabit Network Network Interim , NREN
Education Research Interconnect Interconnect Deployment
Network
Basic N
o Universities; Universities; Universities;
Research & | universities; National Institutes & Research
Industry ese
Labs Centers Centers
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The Present Internet
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(Including '90 Expsion & Initial T3 Upgrade)

Alaska TSEEEEEAAAS s e N j
A ARy
AT LUV
Ji Wit
it .
s

T3 National Network Facility
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JVNCNET

SURANET

mmma NSFNET T1 Backbone
=== Mid-level Connections
Geographic Area of Mid-level Network
@ Mid-level Network Hub
A Supercomputer Center & Mid-level Network Hub

9 1990 Expansion sites
T3 Sites (Phase 1)
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~23 %

3 2
'SIW
m

m 2
w @D
==
©

=35

P
10
9
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Name Service
~12 %
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National Network Hierarchy

Building Net Value Added Net

USERS
( electronic mail, file transfer, logon, etc.)

NASA Science Internet

13
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Industry, Suppliers
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IF NREN IS FUNDED, THE INTERNET WILL EVOLVE TO NREN

14
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Stage 3
Gbits/sec
NREN

Stage 2
45Mbits/sec
NREN

Stage 1
1.5 Mbits/sec
Internet

Initial NREN
Implementation Plan

Stage 3 D}

Stage 3 Testbeds/Experimental Networ 5

Stage 3 Research and Development

d

Stage 2 Operational Netwoks

/

Stage 1 Operational Netwoks

o 7

Stage 1 & 2 Development

89 90 91 92 93

94 95 96
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Management Approach to NREN

HPCC AGENCIES |
NSF, DARPA, DOE, NASA; |
NIST, NOAA, EPA, NIH

NSF DARPA
Interim NREN Gigabits R&D
Program Manager Program Manager

NASA Science Internet
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FEDERAL NETWORK COUNCIL
(Charter)

- FORMED by FCCSET Network SubCommittee Chair (Jan, 1990)

« PURPOSE: to establish an effective interagency forum and

long-term strategy to oversee the operation and evolution of
the Internet and other national computer networks in support
of research and education.

« FNC will coordinate with FCCSET to ensure national alignment.

« WORKING GROUPS will be established to support the FNC;

members will be limited to Federal employees, Government
contractors/grantees, or members of Federal advisory groups.

« FNC will meet at least 4 times per year.
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FNC Advisory Committee

FNC, coordinating with OSTP, will establish a charter and formal
Advisory Committee representing industry and academia and the
national user community; this Advisory Committee will work
closely with the FNC to provide guidance in developing the NREN.
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UC Berkeley,
LBL, U Wisc,
NCSA,

ATT Bell Labs,
Ameritech,
Bell Atlantic,
ATT, Pac Tel,
US West

Industry-University-Government

High Speed Network

MIT, U Penn,
Bellcore, IBM,
1 Bell Atlantic,

MCI, NYNEX £

CMU, PSC,
NRL, Bell Atlantic

SDSC, Cal Tech

Tytatdd 7%

|
L', Pacific Telesys, US West {

i ne Aiamns,

LR A~

| UNC, MCNC, kg
| Bell South, GTE §

Note: see special report on "GIGABIT NETWORK TESTBEDS",COMPUTER,
V.23 N.9, September, 1990, IEEE Computer Society, Los Alamitos CA 90720
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NASA'S USE OF
FTS2000 SERVICES

D. Scott/MSFC-AIS3

PSCN Systems Engineering Branch Chief

NASA-PSC

2 NASA FTS2000 JWL 2/7/91 1
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NASA's Use of FTS2000 Services

Overview

Role of Program Support Communications (PSC)

Status of transition to FTS2000 services

Issues

NASA-PSC

0082 NASA FTS2000 JWL 2/7/81 2




6¢l

NASA's Use of FTS2000 Services

OVERVIEW

Public law and Federal Information Resources Management
Regulation (FIRMR)-60 require NASA to use FTS2000 services
that meet NASA requirements

NASA's single point-of-contact for GSA in all policies and
procedures dealing with FTS2000 is Code 0, S. Bates/
Telecommunications Agency Coordinator

Code O has delegated the PSC program as the focal point for
ordering and coordinating all FTS2000 services. The PSC is a
Designated Agency Representative (DAR)

NASA is committed to transition to FTS2000 switched voice and

o m e e n el e on maw pe e

NASA-PSC

0082 NASA FTS2000 JWL 2/7/813
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NASA's Use of FTS2000 Services

ROLE OF PROGRAM SUPPORT COMMUNICATIONS (PSC)

« NASA-wide resource serves:
- NASA long-distance telecommunication requirements
- NASA international telecommunication requirements

- Administrative, scientific, and programmatic requirements

NASA-PSC

0082 NASA FTS2000 JWL 2/7/91 4
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NASA's Use of FTS2000 Services

ROLE OF PROGRAM SUPPORT COMMUNICATIONS (PSC) (CONT)
o Centralized resource management provides:

-  Requirements forecasting and budgets (PSCRD)

-  Engineering design and integration

-  Equipment procurement

- Installation and testing of telecommunications resources

-  Trouble reporting and maintenance
Network Control Center

FT52000 coordination

NASA-PSC

0082 NASA FTS2000 JWL 2/7/91 8
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NASA's U

STATUS

e Switched-voice service was transitioned at all NASA sites 6/90

- ldentified 170+ dedicated circuits to be transitioned starting
5/91. All analog data services will be upgraded to digital service

- [dentifying requirements by service type for submission to
GSA. This will result in development of implementation plans
and schedules for those services that FTS2000 can satisfy

- Transition costs are funded by Code O

NASA-PSC

0082 NASA FTS2000 JWL 2/7/91 6
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NASA's Use of FTS2000 Services

ISSUES

- Intervals for service is now 89 workdays (121 calendar days)
after GSA approval

- Backbone diversity is not an FTS2000 offering
e Availability of DS-3 facilities

 Extended Superframe Format (ESF) monitoring of T-1 facilities
(facility data link)

- Services not presently available require contract modification
(upscale)
NASA-PSC

0082 NASA FTS2000 JWL 2/7/01 7
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FTS200 Network Architecture

J. Klenart
February 13, 1991
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April—DOD agrees to use FTS 2000
services when possible but retains
power to decide when network use is

appropriate.

March—MCI protests FTS 2000's extension to
non-government entities—specifically HHS'
plan to use the network to link its Child
Support Enforcement Network (CSEnet) to

state agencies.

May 26—Federal Communications Commission
approves AT&T's tariff for FTS 2000.

Time

June 24—Transition of long-distance ___
voice services from old FTS to FTS 2000
complete; 1.3 million users now served

by the new system. .

~JFune 5—MCI protests to GAO the Buréau
of Prisons’ decision to use FTS 2000 for
inmates’ private phone calls.

—P———————— April 12—GSA contracting officer

Carol Hall rules the network can be
used for HHS CSEnet.

Feb. 20—GSBCA and GSA dismiss MCI and
Martin Marietta protests of award to AT&T,

Feb. 6—~MCI goes to the GSA's Board of Contract
Appeals and Martin Marietta to GSA to protest

AT&T s award.

Oct. 31—Michael Corrigan named deputy
commiissioner of IRMS at GSA for
telecommunications, including FTS 2000.

August—Bernard J. Bennington, who has run the
FTS 2000 procurement, leaves GSA for a one-year
sabbatical at the National Science Foundation.
IRMS commissioner Frank Carr takes over
responsibility for FTS 2000.

March 14—GSA names members of an independent
advisory commitiee to oversee bid evaluation.

Jan. 28—Amended RFP that provides for
award to two primary vendors is issued.

December— Original contract award date.

Oct. 30—RFP revised to provide
awards to two primary vendors.

June-—Electronic Data Systems Corp., originally
teamed with US Sprint, withdraws from the FTS 2000
race, leaving two teams—one led by AT&T Co. and the

other by Martin Marietta Corp.

Oct. 24—GSA publishes
second draft RFP.

Feb. 13—GSA holds first briefing

for industry and press.

GSA first announces intent to replace
21-year-old analog Federal
Telecommunications System.

2
——

@—————— QOct. 7—Voice cutover

to FTS 2000 begins.

March 20—GSA kills major telecommunications
buys at Justice and Labor and amends or cancels 2
dozen other agency networks to enforce mandatory
FTS 2000 use.

Feb. 13—GSA suspends funding for unawarded
telecommunications projects at 18 agencies.

Dec. 7—Contracts to provide FTS 2000 services awarded:

AT&T gets 60 percent, US Sprint 40 percent.

Nov. 30—Contract for Technical Services and
Maintenance in support of FTS 2000 awarded to
Contel Federal Services Corp.

September-—Congress makes use of FTS 2000
mandatory for executive-branch agencies.

April 29—Vendor §roposals for FTS 2000 due.  «

February—EDS drops out of the running a second
time. US Sprint, ED/S’ bid team partner, decides to
continue in the competition as a prime contractor.

Nov. 30—EDS re-enters
competition for FTS 2000.

Sept. 27—GSA, respondiag to pressure from
Reps. Jack Brooks (D-Texas) and Glenn English
(D-0kla.}, agrees to award FTS 2000 to two
prime contractors.

Dec. 31-GSA issues first RFP,

Oct. 11—GSA issues first draft
request for proposals.
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MultiNet TCP/IP for VAX/VMS Update

Multi-protocol networking services (TCP/IP,
CHAOShet, PUP) for VAX/VMS computer
systems | |

Currently shipping MultiNet V2.2
Single kit for VMS V4.5 - V5.4

=C supported VAX/VMS configurations
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Device Support

Ethernef

All Digital controllers
CMC ENP family in link mode

Excelan/Novell EXOS family (except
Bl board) in link mode

Interlan NI1010
Xerox 2.94 Mbps Ethernet

Other Technologies

®

NSC Hyperchannel

Shared Proteon proNET-10, 80
X.25 - ACC 5250/6250

T1/HDLC - ACC 5100/6100
DMR-11, DMV-11 (IP over DDCMP)
SLIP - using any VMS terminal line
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DECnet Interoperability

» DECnet over IP; encapsulates DECnet datagrams
in UDP datagrams (appears to DECnet as a
point-to-point link between DMR-11 interfaces)

* |P over DECnet
— Kernel implementation — transmits IP
datagrams over a DECnet link in the
networking kernel by calling NETDRIVER
at the ALTSTART entry point
— Dbridge
* Transmits IP datagrams over a DECnet
link via a user process using $QIO
reads/writes
* Interoperable with WIN/TCP and Fusion
Dbridge implementations
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Installation

» VMSINSTAL - painless
— 99% of configurations supported
— 15 minutes or less on most newer systems

« Configuration utilities
— Handle all aspects of network configuration and

operation
— Perform sanity checks to ensure viable
configuration
— Automatically generate all startup command files
— Utilities:
« Network/devices « Remote printer queues
« Services  DECnet over IP

e Client and Server NFS

157




&

e

[

&

£

&

@

MultiNet Services

-Although servers may listen on their
own for service requests, the Master
Server provides an easier way of
invoking services

Inbound connection requests handled by
Master Server (configured by the server
configuration utility)

Accepts or rejects connection; if it accepts,
it either:
— Peforms the service internally, or
— Creates a server process and passes
the connection on SYS$INPUT,
SYS$OUTPUT, ...

Can restrict access on source host or net
address on a per-service basis

Keep an audit trail of attempted, accepted, and
rejected requests on a per-service basis

Sites can provide locally written Auditing code

Internal servers may be linked in or
dynamically loaded from shareable images
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Domain Name Server

BIND 4.8.1 + Partial Asynchronous Zone Transfers
Runs internal to Master Server
NSLOOKUP provided

If Domain Name System (DNS) query fails, or DNS
not enabled, lookups use host tables compiled
using a perfect hashing scheme

Routing Protocols

« GATED 1.9.1.7
. Runs internal to Master Server
« Supports RIP, EGP, HELLO
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Telnet

Direct connection between VMS terminal
driver and network kernel
— QOverhead about the same as a DZ-11
-— No process involved, so no context switching

[}

Virtual terminals supported

Negotiations
— Terminal type (SMG)
— Window size
— Baud rate
— Flow control (negotiated local by default)
— TN3270 automatic recognition

No inherent limit on number of incoming connections;
customer running with 150 connections into a VAX 6230

Optional switches to bypass newer option negotiation
features for compatibility with other broken Telnet
implementations (antigue-mode)
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FTP

» Hybrid server

— Initially runs internal to Master Server

— When USER and PASS are received,
LOGINOUT is invoked to validate,
initialize, and run the FTP server
process '

Supports all VMS security features:
— ACLs (not just UIC ACLs)
— Accounting
— Auditing
— Breakin detection and evasion
— Security alarms '

Runs SYLOGIN.COM, LOGIN.COM

Creates FTP_SERVER.LOG file in login
directory with log of transactions

STRU O VMS
— Transparent VMS-VMS transfer of all
VMS file types
- — Automatically negotiated
— Fast, no reformatting needed

Record structure also supported
Performance:

- — MicroVAX Il can saturate DEC Ethernet

interfaces

161



@

]

&

@

@

&

SMTP
Uses VMS Mail foreign protocol interface:

SMTP%"user@node”

‘Enqueueing done with VMS server queue
(using VMS queue management) |

MX support

Tries all IP address found via "A" records
until successful

Incoming and outgoing mail enqueued
(allows incoming mail to be forwarded
to an unavailable DECnet node)

MM-32 user interface bundled with
MultiNet

VMS Mail SET FORWARD and SET
PERSONAL-NAME supported

Supports outbound cluster (or
organizational) alias

PMDF supported as alternative (fully
functional email gateway)
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DECwindows over TCP/IP

» DECwindows over TCP/IP support provided
by emulation of the VMS/ULTRIX

Connection (UCX) $QI0 interface

~ » Looked into using DECwindows transport
layer interface, but decided to do UCX
$QIO emulation as a more general solution
(to support other applications written to run
over UCX)
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BSD "r"” Services

RLOGIN — remote terminal protocol

- RSHELL/REXEC — remote command execution
RCP — remote copy protocol

RMT — remote access to VMS tape drives

Each uses "r" services autherntication
(HOSTS.EQUIV and .RHOSTS)
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Remote Printing

» LPD protocol client and server
- — Integrated with VMS queueing system

— UNIX machines can print on VMS
printers

— VMS systems can print on UNIX
printers via a VMS print queue
(symbiont and spooled
pseudo-device)

 Stream-mode symbiont sends print jobs
directly to remote TCP port (useful for
printers connected to terminal servers)

» Controlled by printer configuration utility
« Supports VMS accounting

« User definable /etc/printcap to VMS
print queue attribute mapping
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RPC Services and NFS Server

o Fu!i UN!Xﬂ!esystem semantlcs mapped to VMS
filesystem

« Respects VMS diskquotas

« VMS text files are converted to UNIX stream format for
access from NFS clients

» Cache to mask VMS bottlenecks

« Supports all ODS-2 VMS volumes:
— Shadow sets — Bound volumes

— DFS served disks

 Very high performance
— Multi-threaded so performance not degraded by
multiple clients
— Runs in the kernel, so no process context
overhead involved
— Uses a special XDR serializer
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NFS Client
Transparent file access to NFS servers from
VAX/VMS systems

Emulates Files-11 ODS-2 XQP, presenting
virtually all of the VMS file system semantics

Supports arbitrary RMS file/record types with fext
files mapped to RMS Stream_LF record type

Performance, even with majority of code in
process for debugging, is good (within a factor
of 3 of a local disk)
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NETCONTROL

» Allows privileged users to control servers runnlng
mternal to the Master Server

- Can be used to control both local and remote
machines (using MultiNet security features)

 MULTINET NETCONTROL /HOST=TGV.COM
NFS RESTART |
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Diagnostics

» PING — uses ICMP packets to determine
reachability, packet loss, round trip timing

°* TRACEROUTE - trace route of a host through an
IP network

« TCPDUMP - Ethernet protocol analysis
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Programming Support

- Shareable 4.3BSD UNIX compatible socket library
- Programmer's kit separately installed (MNETLIB)

- Hardcopy Programmer's Guide and extensive online
HELP information |

. MultiNet $QIO (compatible with WIN/TCP), EXOS
compatible $QIO, and UCX compatible $QIO
interfaces supported |

- RPC programming library
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Miscellaneous Features

FINGER
WHOIS client
NETSTAT
SYSTAT
TFTP
BOOTP
RARP

NTP
TALK/NTALK
BBOARD

171

RUSERS
RWALL
REMIND
CHARGEN
DAYTIME
TIME
DISCARD
ECHO
RPCQUOTA




@

®

R MultiNet Futures

Kerberos
— ticket server — Kklist
— Kinit — kdestroy

- — Kerberized Telnet and FTP

ALL-IN-1/Message Router to SMTP gateway
capability

VMS NFS Client to VMS NFS Server support

Performance enhancements in NFS Client and
Server
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MultiNet Futures

Support for booting diskless Sun workstations
and DECstations

Full support for VAX-11 C runtime socket library
(run UCX applications unmodified over
MultiNet)

GATED V2.0 - EGP, RIP, HELLO, BGP
BIND 4.8.3

POP2 Mail Server (possibly more)

173




MultiNet Futures

select() supported in MultiNet socket library
ISODE — OSI applications over TCP/IP

XVIEW toolkit and OPEN LOOK Window
Manager under VAX/VMS and DECwindows

SNMP network management station under
VAX/VMS

Command line recall and editing ! ! !
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MASTER DIRECTORY

DATA SYSTEM ENVIRONMENT

..................................................................................................................................................................................

................

DISCIPLINE
DIRECTORY/CATALOG
|
} 1 ! | A
INVENTORY INVENTORY INVENTORY INVENTORY
DATA DATA DATA DATA

............

Catalog - More detalled Information about whole data sets

Dlrectory - Brlef overview Information about whole data sets

OJE
DIRECTORY/CATALOG
| I
; |
INVENTORY INVENTORY
DATA DATA

Qntory - Information about individual granules or elements of the data set

MASTER DIRECTORY
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WHAT IS A PROTOTYPE INTERNATIONAL DIRECTORY?

PURPOSE

« An online information system for rapid and efficient identification,
location, and overview information on data sets of interest to the
science community

» Initial place to search for data - leading to catalogs and inventories
having more detailed information about the data

» Automated network links to other systems having more detailed
information and possible additional capabilities

FEATURES

- No training needed - International

- Open, free access B - Data center/archive descriptions
+ Interdisciplinary » Campaign/project descriptions

- Earth and space science data

\ MASTER DIRECTORY /
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Provides data information to the science community 24 hours per day

Contains up-to-date information on the well-known data as well as the
lesser-known data sets in remote locations

Allows quick information sharing among the interconnected directories
via Directory Interchange Format (DIF) files

Permits immediate links to other on-line information systems which
provide more detailed information

 Information can be periodically extracted onto CD-ROM or floppy disk
kformat for use in personal computer systems

MASTER DIRECTOI
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INTERCONNECTED DIRECTORY ASSUMPTIONS

&

Directory service will be provided free of charge to the science community

The DIF files will be used as the standard of directory information
exchange

DIF files submitted to one node will be distributed, through an established
procedure, to all nodes of a directory system

DIF files will be reviewed at procedurally-determined locations according to
standards defined for the system

Copies of the final, reviewed DIF entry are retained at the reviewing

\\location and by the DIF author. The author copy is the master copy. /
' MASTER DIRECTORY
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“DIF - EXCHANGE Fi

then passed

representatives)
- Simple ASCII text file

Description of a data set is written in the Directory Interchange Format (DIF)

Source__Name: L ]

| Start_Date: —
Stop Date:

DIE 3

« A standard developed by Catalog - In use by federal agencies,
Interoperability Working Group academia, European countries,
(federal agency and academic Japan, Russia

E FOR DIRECTORY INF

among directories and automatically loaded

Sensor__Name: T T R aTR)

« Described in DIF Manual
(contact Jim Thieman)

o Usually 2-3 typed pages in « Maintained under change control
\Iength
, MASTER DIRECTORY
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DIRECTORY INTERCHANGE FORMAT

« SPECIFIES SYNTAX STANDARDS [PARAMETER: VALUE]

° EPECEFEE% THE PARAMETERS CONSTITUTING A MASTER DIRECTORY
NTRY:

- TITLE

- START AND STOP DATA
- SENSOR

- SOURCE

- INVESTIGATOR AND TECHNICAL CONTACT
- DATA CENTER

- CAMPAIGN OR PROJECT
- STORAGE MEDIUM

- PABAMETER MEASURED
- DISCIPLINE KEYWORDS
- SPATIAL COVERAGE

- LOCATION KEYWORDS

- GENERAL KEYWORDS

- REFERENCES
\\\N-SUMMARY | ///
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Descriptive Title

Brief Summary/Abstract

Data Source Name (Spacecraft, Platform, etc.)
Sensor Name

Start/Stop Date
Storage Medium
Discipline/Subdiscipline
Parameters Measured
Location Name
Latitude/Longitude Coverage
Bibliographic References
Name, Address, Phone, etc. for:
investigator
Technical Contact
Data Center Contact
Data Center Name
Quality

MASTER DIRECTORY //
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ECTORY POPULATION STATUS

Percentage of Directory Entries by Discipline
January, 1990
149 12%
Astronomy

7| Earth Science
Planetary Science
Solar Physics
| Space Physics

Total Entries = 768
(includes some multi-discipline entries)

MASTER DIRECTORY

64%
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DIRECTORY INTERCONNECTIONS STATUS AT GSFC
PRESENT

ADC - Astronomical Data Center

EDC - EROS Data Center Data Ordering Mailbox

IUE FACILITIES - IUE Processing Facilities

LEDA - ESA Land Observations Data Inventory

NCDS - NASA Climate Data System

NODS - NASA Ocean Data System

NSSDC - NSSDC Data Ordering Mailbox

OMNI - Interplanetary Medium Database

OCEANIC - Ocean Network Information Center

PDS - Planetary Data System

PLDS - Pilot Land Data System

SDCS - SAR Data Catalog System

TOMS - NIMBUS-7 Total Ozone Mapping Spectrometer Data

Assorted Dynamics Explorer Data Set Catalogs

the directory. The ones above can be connected to automatically from the

Note that there are approximately 40 data systems/centers now described in
directory through the LINK command.

MASTER DIRECTORY
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/~ DIRECTORY INTERCONNECTIONS STATUS (CONT.) ;

FUTURE

BRUNET REQUEST - UCLA Space Physics Data System :

CEOS PID - CEOS Prototype International Directory System (Europe, Japan)

IRPS - Image Retrieval and Processing System (Washington Univ.)

NASA ARIN - NASA Aerospace Research Information Network

NASA GISS - NASA Goddard Institute of Space Studies

NASA RECON - NASA REmote CONsole - (NASA Scientific and Technical
Information Database)

NOAA NESDD - NOAA Earth Systems Data Directory

UA - GEODATA CENTER - University of Alaska Fairbanks/GeoData Center

USGS ESDD - USGS Earth Science Data Directory

\ — MASTER DIRECTORY /
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DIRECTORY STAFFING AT GSFC

Project
Management
Jim Thiemen
| | ]
OPERA[TIONS DEVEL(?PMENT
Data User User
Support Support Development
Administrator Offfce O?f?ca Manager
Joy Beler, Acting Jenls Shipe Thsddeus Hester Erich Stocker
EARTH GLOBAL SPACE SOLAR  PLANETARY !
SCIENCE CHANGE PHYSICS PHYSICS SCIENCE AST“?NOMV
1 1 1 ] i
Discipline Discipline Discipline Discipline Disclpline Discipline Database System
Coordinator| | Coordinator| | Coordinator| | Coordinator| | Coordinator| | Coordinator| Administrator] | Developer
Joy Beler : .Hm'Thlomnn, Dave Batchelor Nea! Cline Paul Kuln Patty Ballay Prem Rameamurthy
nterim
| ] I
Disclpline System System
Cootrdinator Developer Developer
Conetence LI Abu Khan

The number of staff reflects the role of GSFC as a coordination point for
software and database content. (Not all personnel are full-time)

MASTER DIRECTORY
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ACCESS TO DIRECTORY AT GSFC

SPAN DIAL-IN LINES
$ SET HOST NSSDCA Dial 301-286-9000
USERNAME: NSSDC CONNECT 1200 (or 2400 or 300)
Enter several carriage returns
INTERNET ENTER NUMBER
TELNET 128.183.10.4 MD
USERNAME: NSSDC CALLING 55201 (or 55202)
CALL COMPLETE
OMINET Enter several carriage returns
GOTO NSSDC USERNAME: NSSDC

QALICS INDICATE RESPONSE FROM THE COMPUTER //
MASTER DIRECTORY
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OVERVIEW of the
NASA ASTROPHYSICS DATA SYSTEM

a presentation to the

NASA NSI
USERS WORKING GROUP MEETING

R. B. POMPHREY

13 FEBRUARY 1991

ce0Lg-16N
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OVERVIEW of the ADS

AGENDA

o The Problem

o The ADS Project

o Architectural Approaches
o Elements of the Solution
o Status of the Effort

o The Future
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OVERVIEW of the ADS
The Problem

Drinking from the Fire Hose

Multi-Spectral Research

Real-time Observing / Coordinated Observations
"Data about Data" and Tapping Human Expertise

Collaboration
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IUE/CASA
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ADS OVERVIEW
THE ADS PROJECT

NASA ASTROPHYSICS DIVISION PROGRAM

DR. GUENTER RIEGLER - MISSION OPERATIONS BRANCH CHIEF
DR. FRANK GIOVANE -- ADS PROGRAMS MANAGER

ASTROPHYSICS DATA SYSTEM PROJECT

DR. JOHN GOOD -- PROJECT MANAGER
DR. STEPHEN MURRAY -- PROJECT SCIENTIEST

DR. JOHN NOUSEK -- USER COMMITTEE CHAIR

ELLERY SYSTEMS, INC. -- SYSTEMS INTEGRATION
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ADS OVERVIEW
THE ADS PROJECT - continued

CHARTER
To Provide current and future generations of space scientists with direct,

on-line access to existing and future multispectral data and analysis tools.

OBJECTIVE
The ADS is a production level distributed processing system. The Objective
of the ADS is to make all science data holdings and all ADS Hardware and

Software services available to all users transparently.
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OVERVIEW of the ADS

Architectural Approaches

o The "rlogin" model
- User accesses each site independently
- User must have accounts everywhere
- Tools and interfaces are generally site specific

- Data Transfer is done in a different environment

o The Client / Server Model

Global Uniformity

Standard Interfaces

Modularity

Separation of Processing and User Interface

Easily incorporates existing services

Easily expanded and evolved

Location independence (of user, data, and processing tools)
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OVERVIEW of the ADS

Elements of the Solution

o User Interfaces

0 User Services

Distributed Access to Existing Database Systems

Document Location and Retrieval

Local Table Manipulation

Local Visualization

o System Services

User / Service Authentication

Help

0 Glue

NASA Science Internet

Message Passing Setrvice

Standard Data Formats and /O
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KDS
MPS

MPS

sQL
Server

111

SQL Program

1PAC
Database
(IM/DM)

 MPS MPS . MPS. MPS _ MPS
KDS / FS salL KDS ./ FS Usar Service
: ) : Authenti
Server Server ‘Server entication Locatlon
T1I!
SQL Program Q Service

IPAC SAOQ SAD Database |
Document Database Document
Database (INGRES) Database

Administrative

IPAC SAQO Node

{3191/
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ADS OVERVIEW
ELEMENTS OF THE SOLUTION - SQL SERVER

o Heterogeneous DBMS's
- Relational
- Heirarchical

- Network

o Distributed Interaction

o Homogenization and Translation
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ADS OVERVIEW
ELEMENTS OF THE SOLUTION - FACTOR SPACE

o Failure of the "Library" Model
o Personal Perspective
o Fields and Terms

o Factor Spaces
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ADS OVERVIEW
DEVELOPMENT AND OPERATIONS PHILOSOPHY

The ADS was designed and built by practicing astrophysicists for practicing
astrophysicists.

Utilizing the most advanced commercially available and supported
distributed processing system technology, it is specifically designed to meet
the evolving needs of the professional scientist and to provide the community
with a powerful and immediately useful research and educational facility.



£0¢C

ADS OVERVIEW
STATUS

PHASE ONE:

At present, data holdings from SAO and IPAC are accessible using advanced
remote procedure call and other advanced distributed processing system
techniques. Over the next three months, data holdings from IUE/GSFC,
IUE/CASA, STScl, Penn State, and the NSSDC will be added to the system.
Data holdings from all great observatory and explorer class missions will be
added as available.

PHASE TWO:

Provide on-line access to existing and future data analysis and manipulation
tools to include imaging/visualization, graphic analysis, statistical, and such
other tools as deemed appropriate by the user community. These tools will be
made available as distributed processed to maximize compute and software
resource avaiiability to the community.



0T

ADS OVERVIEW

THE FUTURE

o System Generated Services

Transaction Management

System Monitoring

System Interfaces

User Interfaces

Communications Services

o User Generated Services

- Data Analysis
- Visualization

- Modeling
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ADS OVERVIEW

THE FUTURE - continued

o Project

Generated Services

Planning and Scheduling

Monitor and Control

o Datasets

]

iiages
Spectra
Ground - Based Data

Textbooks and Journals



907

ADS

Archiieciure

Distributed Information System

) s

Direct
User interface

L

Visugllzation
Services

System
Services

Local DBMS / Spreadsheet
Services

1Plannin
Bl

Databsase
Access
Services i

4

v
J
g and Scheduling | -
Services

Services

Image Processing

Documentation
Services

' Services

Distributed
DBMS
Services

]
» Monitor and Control'

t

Specialized Data Handiing

Services

User UF
{cllent)

Services




ASTROPHYSICS DATA SYSTEM
FUNCTIONAL ARCHITECTURE

IMAGE PROCESSING

PLANNING AND
SCHEDULING
SERVICES

USER INTERFACE

HELP /
TUTORIALS

SYSTEM
SERVICES

DISTRIBUTED

DBME ACCESS CONSTRAINT

TUMECRIMG

VISUALIZATIONG
SERVICES

Mok & f DOCUMENT soumer DATA HANDLING
LOCAL DBMS RANSLATION, peTmEvall y
(FACTOR
SERVICES

SERVICES

DETECTION
DATABASE N
BPACE) Ry

DOCUMENTATION
SERVICES

PREDICTIVEN
HODELING

MONITOR AND CONTROL
SERVICES

KEY: CURRENT SERVICE

“ FUTURE SERVICE -
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OVERVIEW OF THE ASTROPHYSICS DATA SYSTEM

John C. Good and Richard B. Pomphrey
Infrared Processing and Analysis Center
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, CA 91123

Abstract

The Astrophysics Division of NASA has built a geo-
graphically- and logically-distributed heterogeneous in-
formation system for the dissemination and coordinated
multispectral analysis of data from astrophysics missions.
The Astrophysics Data System (ADS) is a truly dis-
tributed system in which the data and the required pro-
cessing are physically distributed. To accommodate the
anticipated growth and changes in both requirements and
technology, the ADS employs a server/client architecture
which allows services and data to be added or replaced
without having to change the. basic architecture or in-
terfaces. Current datasets accessible through the system
include all the tabular astronomical data available at each
of six existing astrophysics data centers. Additional data
nodes, at both NASA data centers and academic insti-
tations, will be added shortly. The future evolution of
the system will be driven in large part by user services
mounted both by the ADS project itself and by members
of the asirophysics community.

Astrophysics Data System Philosophy and Strategy

Astrophysicists today have a bewildering array of
powerful NASA resources to call upon. Among these are
the data centers for the High Energy Astrophysics Ob-
servatories (HEAOQO's), the International Ultraviolet Ex-
plorer (IUE), the Infrared Processing and Analysis Center
(IPAC), and the Hubble Space Telescope Science Insti-
tute (STScl), as well as the National Space Science Data
Center (NSSDC). Unfortunately, the services provided by
these centers are essentially independent and some are
only accessible through mission-unique hardware and soft-
ware. Furthermore, they can generally only be accessed
directly through the centers themselves.

The Final Report of the Astrophysics Data System
Study, March 1988, characterized the data environment of
the Astrophysics community at that time and defined for
the future an “... architecture for a data system which
will serve the astrophysics community in multi-spectral
research through the decade of the 1990’s.” One of its
recommendations was that each data set, and the hu-
man expertise which supports the data, be maintained
at the same physical location. Moreover, these multiple
locations should be linked together and to researchers by
means of high speed communications networks. Finally,
to allow true multi-spectral research the various data sets
should be accessible through a common set of tools.

The Astrophysics Data System (ADS) Project is
NASA’s response to the Data System Study. For the sci-
ence investigator, the ADS makes NASA’s current and fu-
ture data holdings more broadly and efficiently accessible,
and makes the data itself more interpretable. For NASA,
it provides a common information system infrastructure
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for science analysis, thereby reducing duplication of effort
while increasing the scientific return from missions.

The ADS is a truly distributed system in which
both the data and the required processing are physi-
cally distributed. To accommodate anticipated growth
and changes in both requirements and technology, the
ADS employs a server/client architecture which allows
services and data to be added or replaced without having
to change the basic architecture or interfaces. The ADS
design is modular and layered, enabling smooth evolution
of the hardware and software without interruption of ser-
vice to the user community. In addition, the ADS will
provide all on-line information necessary to use the ADS
services and data; and its design enables remote updating
of the software services.

ADS Software Architecture

Conceptually, the software can be divided into two
categories. Core Services are those which provide the ba-
sic system functionality upon which user applications or
User Services can be built. These will be built primarily
by the ADS Project itself. User Services are other ap-
plications which reside on the ADS and provide science
support and ahalysis functions required by the investi-
gator. These may be built by the Project in response to
community demand or by individuals or groups funded by
the NASA Astrophysics Science Research Aids (ASRA)
Program.

In its initial release, the ADS will provide basic Core
and User Services. These will be expanded and supple-
mented in the future based on feedback from the Astro-
physics community.

Initial Core Services

The MESSAGE PASSING SERVICE (MPS) enables
remote inter-operability and data transfer/translation
among the ADS services. It provides homogeneity across
networks and operating systems for process requests and
responses. While this service is largely invisible to the
end user, it provides the application programmer (and the
ADS system programmers) what the User Interface pro-
vides for the science end user: an environment in which to
access the services of the ADS from within an application
program without knowing which servers will execute the
program or the services it accesses. At a minimum. the
MPS implements the functionality of:

- Remote Procedure Call (RPC): a2 mechanism by
which the subroutines of a program can call each
other as if they were executing on a single server
when, in fact, they may be segmented across several
servers;




- Remote Process Invocation (RPI): a mechanism by
which a program on one server can spawn prograrns
on other servers;

- Remote Inter-Process Communication (RIPC): a
mechanism whereby two or more programs runaing
concurrently on different servers can communicate
among themselves.

In the initial release, the ADS Message Passing Ser-
vice conforms to the Advanced Network System Architec-
ture Testbench (ANSAT) and the Open Software Founda-
tion/Distributed Computing Environment (OSF/DCE).

USER INTERFACES are the services which provide
the local working environment (including its look and feel)
to the end user. As such they provide a means to access
all other services within the ADS. The structure of the
ADS is such that there can be any number of user in-
terface programs incorporating the constraints, hardware
limitations, and preference of specialized segments of the
community. Our efforts to date have concentrated on a
single user interface which is structured to conform to a
“least common denominator” hardware environment, and
which provides an effective interface to the initial set of
ADS Services. The ground rules have been:

- the ADS system must be accessible using any charac-
ter terminal supportable under the UNIX “termcap”
facility (basically any display with 24x80 characters
and an addressable cursor);

- the ADS system must be effective (if slow) at 1200
baud.

- it must be possible (but not required) to configure the
system such that the user interface and appropriate
interactive processing is done at the user’s site, rather
than at centralized facilities.

- the user interface in particular should be available
under UNIX, VMS and MS/DOS.

Even with these constraints, we are able to provide an
ADS User Interface that provides the following combined
functionality:

- specialized table display and interactive manipula-
tion facilities;

- a first-order complete relational database facility
including support for Structured Query Language
(SQL) and Query by Example (QBE);

- Menu bar/pulldown menus and multiple windows
(split-screen);

- context-sensitive help and a dynamic tutorial facility;

- full-featured text management facility that supports
browsing, plain-text inquiry and cut-paste editing of
selected files.

Through this interface, investigators can locate data
sets (descriptions and catalogs) of interest, access these
data sets either individually or in combination, and select
from among them one or more subsets that they wish to
import into a local working environment for further analy-
sis of their own choosing. More importantly, it allows the
investigator to accomplish this without requiring him to
know which servers execute the services he invokes. In the
initial release, the Knowledge Dictionary System (KDS)
(tm) is being used to implement the functionality of the
User Interface.

The DATA INDEPENDENT ACCESS MODEL
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(DIAM) is a service which provides inter-operability
and language conversion among the various distributed
Database Management Systems (DBMS's) in the ADS.
These DBMS's include the following: Ingres and Sybase
(UNIX), RDB (VMS), and IM/DM (CDC NOS/VE). The
DIAM is required in the ADS in order to provide the user
with a uniform relational view of all these distributed cat-
alogs even though some of the catalogs are still maintained
using DBMS’s that do not yet support the relational SQL
standard. The functionality of the DIAM is:

- to accept SQL statements generated by the User In-
terface (either directly or indirectly using the QBE
translator);

- to convert them to the language supported by the
DBMS that hosts the referenced catalog(s);

- to RPI a process to submit them to the DBMS for
processing and to collocate the resulting table(s);

- to return those results to the User Interface that is-
sued the request.

The Distributed Access View Integrated Database
(DAVID) system is being used to implement the func-
tionality of the DIAM. ‘

Besides providing uniform access to the multiplicity
of existing DBMS’s, DAVID provides a complete inter-
nal distributed DBMS which allows further processing
with special features not available in most commercial
DBMS's. Of particular importance in a distributed en-
vironment is its ability to allow dataset browsing. This
minimizes the overhead potentially incurred by having to
transfer data in large chunks around the country.

Future Core Services

There are several Core Services which are important
and anticipated in the near future, but which were not in-
cluded in the initial release of the Astrophysics Data Sys-
tem. Among these are the User/Service Authentication
Service and the Transaction Management Service. Other
Core Services will be added on as they are required and
become available.

The USER/SERVICE AUTHENTICATION SER-
VICE will provide the capability to automatically verify
the authorization of a user to access the ADS System and
to access specific services and data within the system. It
will be provideﬂ through an implementation of the KER-
BEROS software on the ADS System.

The TRANSACTION MANAGEMENT SERVICE
(TMS) will provide the process and resource management
protocol for client-defined transactions. It assures suc-
cessful execution, synchronization, and release of all ser-
vices and resources used in a transaction. The TMS pro-
vides two basic functions:

- insure, without further client intervention. that all
the services requested during a transaction will be
successfully executed even if some of those services
or the servers on which they are executing fail wlhile
the transaction is in progress;

- ipsure, without further client intervention. that all
resources involved in a transaction are properly <vu-
chronized and released regardless of the destiny of
the transaction (success or failure).




The TMS is both an optional and a passive service;
optional in that it mus: be explicitly invoked by the client;
and passive in that, as a peer-to-peer system, there is no
mechanism by which the TMS protocol can be enforced,
and the only programs that are guaranteed to participate
in the TM protocol are the core services of the ADS. To
encourage the use of the TM by end-users and applica-
tion programmers, the protocol has been kept as simple
as possible, requiring only four commands: Begin, Lock,
Upgrade, and End.

Begin is a signal that a program is starting and re-
turns a unique Transaction ID that the program must
use in all subsequent calls to the TM. Lock signals the in-
tent of the program to access the resource (e.g., a record
in a file) named in the call. Upgrade signals the intent
of the program to modify a previously Locked resource.
End signals that the program is terminating, and the
mode of termination (success or failure). For the initial
ADS release, the components of the Transaction Manage-
ment Service are implemented by the Transaction Man-
ager (tm), which is an integral part of the Knowledge
Dictionary System (tm). The TMS components will be
exported as discrete services through the Message Passing
Service through which they will be accessible by Remote
Procedure Calls.

Initial User Services

The initial User Services available through the ADS
have usually been collectively referred to as Directory
Services, with components that provide access to cata-
log data and to documentation about data holdings for
specific Astrophysics archives, without requiring the user
to know where the data physically resides. These Direc-
tory Services include Document Retrieval, Documenta-
tion Browse, and a Catalog Data Retrieval and Processing
Service. Astrophysics data comes in several forms (e.g.,
catalog data, spectral data, image data). The initial re-
lease of the ADS will be limited to catalog data (though
some of the catalogs are in fact lists of images or spectral
observations).

The DOCUMENT RETRIEVAL SERVICE provides
uniform, subject-matter indexing (and English-language
querying) across all the data in the ADS, regardless of
whether data are highly structured in databases, or un-
structured. For the initial release, the Document Re-
trieval Service is implemented by the Factor Space Ac-
cess Method (tm) as an integral part of the Knowledge
Dictionary System (tm). The various components of the
Document Retrieval Service will be exported as discrete
services through the Message Passing Service, through
which they can be generally accessed by Remote Proce-
dure Calls.

The Factor Space (FS) is an n-dimensional Euclidian
space, the axes of which are statistically constructed to ac-
count for the variance and covariance in expert judgments
made by astrophysicists about the relevance of ADS data
items to different subject matter contexts. The functions
of the Document Retrieval service are:

- to scan all data entered in the ADS and compute its
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subject matter profile as a sequence of one or more

vectors in the Factor Space; \

- to similarly analyze natural language requests and to
search the Factor Space for relevant data items;

- to monitor the distribution of vectors in Factor Space
for clusters (i.e., undifferentiated data items);

- to periodically generate, disseminate, collect and syn-
thesize questionnaires to obtain additional relevance
judgments needed to increase the data resolution;

- to factor-analyze these additional relevance judg-
ments and modify the number and/or orientation of
axes in the Factor Space accordingly.

These functions also support the generation of new
Factor Spaces, either to accommodate new subject matter
or to accommodate personalized perspectives on existing
subject matter.

The DATA BROWSE SERVICE provides a simple
means for users to access and organize directories and files
through the functionality of the User Interface described
above.

The DATA RETRIEVAL AND PROCESSING SER-
VICE provides the capability to retrieve cataloged data
and perform data base management processing on that
data through the query, text management, and relational
data base functionality of the DIAM and User Interface
services described above.

Future User Services

It is expected th