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PREFACE

The 1990 Johnson Space Center (JSC) National Aeronautics and Space Administration
(NASA)/American Society for Engineering Education (ASEE) Summer Faculty Fellowship Program
was conducted by the University of Houston—University Park and JSC. The 10-week program was
operated under the auspices of the ASEE. The program at JSC, as well as the programs at other
NASA Centers, was funded by the Office of University Affairs, NASA Headquarters, Washington,
D.C. The objectives of the program, which began nationally in 1964 and at JSC in 1965, are

1. To further the professional knowledge of qualified engineering and science faculty members

2. Tostimulate an exchange of ideas between participants and NASA

3. Toenrich and refresh the research and teaching activities of participant’s institutions

4. To contribute to the research objectives of the NASA Centers

Each faculty fellow spent at least 10 weeks at JSC engaged in a research project commensurate with
his/her interests and background and worked in collaboration with a NASA/JSC colleague. This
document is a compilation of the final reports on the research projects done by the faculty fellows

during the summer of 1990. Volume 1 contains reports 1 through 14, and volume 2 contains reports 15

through 28.
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ABSTRACT

A technique is developed to determlng the rotational
temperature of Nltrogen Molecular Ion (N,") from the emission
spectra of B-X tran51tlon, when P and R granches are not
resolved. Its validity is tested on simulated spectra of the
0-1 band of N2+ produced under low reiolutlon. The method is
applied to experimental spectra of N taken in the shock
layer of a blunt body at distances o% 1.91 cm, 2.54 cm, and
3.18 cm from the body.

The laser induced fluorescence (LIF) spectra of copper
atoms is analyzed to obtain the free stream velocities and
temperatures. The only broadening mechanism considered is
Doppler broadening. The temperatures are obtained by manual
curve fitting; and the results are compared with least square
fits. The agreement on the average is within 10%.



INTRODUCTION

There is a strong need for non-intrusive dlagnostlc
techniques such as passive radiation technlques which utilize
radiation emitted by the plasma or active radiation
techniques such as Laser Induced fluorescence (LIF)
measurements. These techniques are essential to the arc Jet
flow studies in order to fully understand the nonequilibrium
flow conditions spacecraft encounter during reentry. The arc
jet facilities simulate the spacecraft reentry conditions and
are used for testing thermal protection materials. The
1dent1f1catlon, characterlzatlon, velocity and temperature
determlnatlon of different atomlc, molecular and ionic
spec1es makes an important .ccontribution to the arc jet flow
studies. The major species of interest in the spacecrait
rgent;y flow environment are N, O,, NO, N2+, N, O, 057, No*t

and electrons. Concentratlon of these spec1es change
when the enthalpy of the flow changes. This report is divided
into two parts, one on the analyses of the emission spectra
and the other on the analysis of the LIF data.

Emission studies: During the last couple of years the arc
jet flow diagnostic program at NASA, Johnson Space Cinter
reported emission studies (Ref.l and 2) of N2 and N," for
vibrational and rotational temperature determlnatlon across
the shock layer. . This technique involves calculating the
spectrum for a number of cases and obtain 1ntegrals over the
wavelength reglons of the spectrum as a function of
temperature. Ratios of these integrals were then related to
the temperatures used to generate the spectra. Spectral
integrals from the measured spectra are then compared with
the calculated values to determine the temperature. This
technique has some limitations and requires numerous
parameters to produce the calculated spectra. This method
requlres repetitive calculations be performed each time a
comparison is made. In this report a simpler techni e is
presented to find the rotational temperatures of N, in the
shock layer. This can be applied to other molecules as well.

LIF studies: The LIF measurements reported here probe
different species with a known excitation mechanism using
selective excitation with a narrow band laser. Prellmlnary
LIF studies of copper are used to calculate the velocity and
temperature are presented here.

MEASUREMENTS
Emission spectra: Details of the experimental set up to

record the emission spectrum of nitrogen in the wavelength
region of 340 nm to 480 nm are reported earlier (Ref.3).
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LIF studies on copper: Laser fluorescence spectra of copper
recorded earlier using the experimental setup shown in Fig.1,
are analyzed. The setup essentially con51sts of a YAG pumped
dye laser system with 1ntracav1ty etalons in the dye as well
as in the pump laser iedu01ng the dye fundamental band width
to less than 0.08 cm™*. To probe the copper atoms,
chynomethylene (DCM) dye is used together with a KD*P
doubling crystal to produce laser light at 327.5 nm. Details
of the laser fluorescence detection and control electronics
along with laser pulse energy used for copper are reported
earllier (Ref.4). Velocity measurements of the free stream for
, various mass flow rates and arc currents have been carried

out using copper as the tracer material. The excitation
wavelength is about 327.5 nm (Flgs. 2) and the 578 nm
fluorescence is collected at right angles to the flow using
cutoff and narrow band interference filters. Two separate
measurements were taken for Doppler shift studies one with
the laser beam perpendicular and the other at an angle of
60° with respect to the flow direction.

RESULTS AND ANALYSIS

Emission spectra of N2+. The rotational structure of the 0-

1 band of B-X transition of N, * is shown in Fig. 3. Due to
the limited resolution the P and R branches are not resolved.
In order to analyze and determine the rotational temperature,
we have developed a method described in an earlier report
(Ref.3). For completeness of this report the equations are
shown in Appendix 1 and 2. In order to test the accuracy of
these equations, simulated spectra of N, using NEQAIR
program under low resolution are produced at varlous
temperatures. A sample spectra produced at 8000 K is shown in
Fig. 4. We have now used the areas and corrected them for P
and R branches using equations (7) and (8) shown in Appendix
2., at various temperatures (T). Graphs are now plotted: 1ln
[IP7/(k'+k"+1)] agalnst k'(k'+1l) for P-branch and 1ln |

(k'+k"+1) ] agalnst k'(k'+1) for R-branch. According to
equatlon (4) shown in Appendlx 1, as given by Herzberg
(Ref.5), the slope of the line glves BohC/KT from which the
rotat10na1 temperature can be determinéd. The temperatures

p and TR) are now calculated using the slopes of the
stralght §1nes obtained from the graphs for both P and R
branches. The particular set for which the temperature Tp =
Tgr = T is considered as the rotational temperature. Fig. 5 is
a graph showing the agreement between P and R branches at
8000 K. Table 1 shows the temperatures calculated using the
slopes of the lines at three dlfferent temperatures.

This method is now applied to the spectra taken on
February ' 89 at 1.91 cm, 2.54 cm and 3.18 cm positions in
the shock layer of a blunt body . Figs. 6 and 7 shows the
graphs plotted for corrected P and R branch 1nten51t1es
taking the areas and the results are tabulated in Table - 2.
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The calculated temperatures are 'slightly less than the
temperatures obtained by Blackwell etal. (Ref. 4) using
computer simulation technlques. This low temperature seems to
be due to the overlap of intensity of some other bands of
the same species or due to the em1551ons of the species
present in the shock layer in the region analyzed. If an
account can be made for this background 1nten51ty rotat10na1
temperatures can be more prec1se1y determined even in
unresolved bands. Work in this direction will be continued in
the future.

LIF studies on copper: A representatlve spectrum of Doppler
shifted copper spectrum is shown in Fig. 8. The measured
Doppler profiles are used to determine the velocity and
temperature. The velocity is obtained using the relation

\'4

C AW/ W (1)

where V is the velocity of the free stream, C is the speed of
llght , W is the measured Doppler shift and W, is the laser
excitation frequency. A graph of the measured veloc1ty
against bulk enthalpy 1s shown in F1g. 9 and it demonstrates
the expected increase in velocity with increasing enthalpy.

To determine the temperature, a linear curve fit of the
quadruplet of Gaussian proflles was fit to the measured
proflles. The laser line width was accounted for by folding
its proflle with the Doppler profile. Both were taken to be
Gaussian.

The intensity of Gaussian line shape is given by

I(W) = I, exp[ -4 1n2 { Wy - W/ AWp)?) (2)
and the Doppler Width AWp is given by
AWp = Wo/C ( 8 RT 1ln2/M)1/2

where
I, = the peak intensity of the Doppler profile
- Wy = the frequency at peak 1nten51ty
‘R~ = gas constant
T = Temperature in Kelvin
M = Mass of copper atom.

Fitted curves at different temperatures are developed
using equation (2) and were overlapped on the exper1menta1
curve. The one that best fits to the experimental curve is
taken to be the temperature at that flow rate. A sample curve
fit u51ng one of the two peaks is shown in F1g. 10. The first
peak is saturated and so only one peak is considered for an
accurate determlnatlon of the temperature. Temperatures are
determined using this method at various flow rates and the
results are presented in Table - 3. The results do not

1-5



compare particularly well with the least square fit,
indicating the assumptions used in the simple calculatlons
are not adequate. More systematlc study has to be carried
out and using least square fit Gaussian profiles may yield a
more precise temperature determination. It may be noted that
a Voigt profile (a combination of Gaussian and Lorentzian
profile) may be the appropriate choice for future studies.

CONCLUSIONS

On the basis of the analysis made in both the projects the
following conclusions are made:

1. Rotational temperature measurements can be made within 5%
even in the case of unresolved bands due to a single
species if there is no overlap of other bands.

2. This method can be extended to the observed exper1menta1
spectra, where other species are present provided the
contribution due to the background is accounted for.

3. The method used to find the temperature of Doppler shifted
curves in copper agrees on the average with in 10% with
that obtained using least square fit. The velocity can be
calculated to an accuracy of 10%.
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TABLE 1.- SIMULATION SPECTRA - COMPARISON

T T % T %

(K) (E) Error (E) Error
8000 7906 1.1 7553 5.8
6000 6234 3.9 6388 6.5
3000 3125 4.2 3217 7.2

TABLE 2.- ROTATIONAL TEMPERATURES OF SHOCK LAYER

Position of T % T %
Shock layer (R) Error (ﬁ) Error
(cm)
1.91 3991 0.4 3982 0.2
2.54 2954 1.5 3045 1.5
3.18 6337 5.0 6131 2.2

TABLE 3.- COPPER DOPPLER SHIFT DATA

Current Flow Rate Doppler Velocity Temp Enthalpy

(Amps) (1b/s) Shift (m/s) (K) (Btu/1b)
107 °nm Curve least
fit Square
fit
700 0.05 1.486 2721 -- - 7000
0.10 1.500 2747 -- 2022 5640
0.15 1.480 2711 1200 1148 4900
0.20 1.468 2688 1500 1486 4150
0.25 1.519 2782 -= 1076 3760
500 0.10 1.547 2834 1400 1457 4260
0.20 0.885 1621 1300 1478 3100
300 0.10 1.232 2256 1100 1117 2780
0.20 0.709 1299 600 498 1925

1-14



APPENDIX -1

ROTATIONAL TEMPERATURE EQUATIONS

BOJ(J—_l)hc .
I(P-Branch)=A-2]Je kT (1)

BOU +1)(J+ 2)he
KR —branch)=A-2(J+ 1)e kT (2)

Rearranging equations (1) and (2)

I B J(J- 1)he
pl_ i
ln[z—J] =Iln A KT

m[IPJ: oo Bold-Dhe

7] T | (3)

Similarly for R Branch

B | B (J+1)(J+ 2)hc
R _A'__©
ln[m]'A kT (4)

Equation (3) and (4) can general be written for
either case as

I ., B'K'(k'+1)hc
i )= 4 - 2R

where Kk'- upper rotational state quantum number
kK" - lower rotational state quantum number
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APPENDIX - 2

CORRECTED INTENSITIES
Lee =1p+ Iy (5)
I I
WFXP =—f-£-+ 1 (6)
R R

ot

_P
Let IR-»}3 where Ip and IR are the

intensities calculated for any temperature

using equations (1) and (2)

- 1 |

Tge = IEXP[HB] (7)

I =1 L

Pc ~ “EXP 1 (8)
1+ |

B

I.. and I, are the intensity contributions

of P and R branches in the observed spectira
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ABSTRACT

At NASA, components and subsystems of components in the Shuttle
and Space Station generally go through a number of redesign stages.
While data on failures for various design stages are sometimes
available, the classical procedures for evaluating reliability only
utilize the failure data on the present design stage of the component
or subsystem. Often, few or no failures have been recorded on the
present design stage.

Last Summer, in the NASA Faculty Fellow Program , Bayesian
estimators for the reliability of a single component, conditioned on
the failure data for the present design, were developed. These new
estimators permit NASA to evaluate the reliability, even when few or
indeed no failures have been recorded. Point estimates for the later
evaluation were not possible with the “classical” procedures.

Since different design stages of a component (or subsystem)
generally have a good deal in common, the development of new
statistical procedures for evaluating the reliability, which consider
the entire failure record for all design stages, has great intuitive
appeal.

A typical subsystem consists of a number of different components
and each component has evolved through a number of redesign
stages.

The investigations this Summer considered compound estimation
procedures and related models. Such models permit the statistical
consideration of all design stages of each component and thus
incorporate all the available failure data to obtain estimates for the
reliability of the present version of the component (or subsystem).

A number of models were considered to estimate the reliability of a
component conditioned on its  total failure history from two design
stages. '

It was determined that reliability estimators for the present design
stage , conditioned on the complete failure history for two design
stages have lower risk than the corresponding estimators
conditioned only on the most recent design failure data.
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Several models were explored and preliminary models involving the
bivariate Poisson distribution and the Consael Process (a bivariate
Poisson process) have been developed. Possible shortcomings of the
models are noted. An example is given to illustrate the procedures.

These investigations are ongoing with the aim of developing
estimators that will extend to components (and subsystems) with
three or more design stages.



INTRODUCTION

Components in the NASA Shuttle and indeed in many other complex
systems often go through a number of redesign stages. Classical
reliability estimators rely only on the failure data for the present
design.  Since previous design stages often have a good deal in
common with the present design, statistical procedures for
estimating reliability may be improved by also taking into account
the failure data on the earlier design versions as well.

Last year in the NASA Summer Faculty Fellow program (SFF),
Bayesian estimators for the expected value of the reliability of a
single component, conditioned on its failure history (for the present
design stage) were developed for the cases of (1) a constant failure
rate - the exponential model and (2) a variable failure rate - Weibull
model [1],[2].

For the constant failure rate model it was shown that:
n+l1
E[R®)IN(T)=n] = 1/(1 +T) (1)
where

R(t) = the reliability or probability that the component will
successfully function up to time t in the future,

N(T) = the number of failures up to time T (in the past failure
history), and

n = the number of failures recorded up to time T for this

component.

These new estimators enable NASA to evaluate reliabilities when
few or even no failures have been recorded. Evaluation in the latter
case was not possible with the previous “classical *“ estimators.
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In March 1990, these Bayesian estimators were employed along with
the classical estimators in a NASA report on the reliability of Orbiter
APU hydraulic hoses [3]. Both sets of estimators predicted a very
high reliability for success of the hoses on the next mission (.999..).

This report will focus on investigations to extend the constant failure
rate model to utilize the total failure history on a component with 2
or more design stages. The investigations considered compound
estimation procedures in order to utilize this failure data history.
The report incorporates the Bayesian estimators developed last year
and noted earlier in this report. .

Motivation for the Study

Since redesign versions of a component would appear to have some
commonality, the idea of reliability estimators which incorporate the
total failure history of all design stages of a component seems worth
considering. When data occurs, for example, on a number of identical
valves which have been through 2 design stages with the number of
failures on the j-th valve with the first design denoted by N, j and

the number on the i-th valve with the new design denoted by N,
one can plot N; versus Np The data often suggest some correlation

between the two failure counts. In general, the number of failures
N; and N, are not independent. In the discussion to follow, N{(Ty)

and N2(T2) the number of failures up to times T, and T,

recorded for the old and new designs respectively are each assumed
to have a Poisson distribution with possibly different failure rates A,

and 7\2 which are unknown. Since N;(T;) and N2(T2) are not

assumed to be independent, the problem of obtaining Bayesian
reliability estimators conditioned on the failure data N; and N,

requires some form of a joint or compound probability distribution
for N; and N, .

The impact of such estimators that utilize the total failure history
from 2 or more design stages of a component is indicated by the
following result.
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Proposition
E[R(H)-ER(IN{(T)), Ny(To)I12 S E[R®-ERE®! Ny(T,)))2

1.e., the estimator conditioned on two stages of failure history has a
lower risk than the corresponding risk for the estimator
conditioned only on the most recent design failure history. Hence as
additional failure data on earlier design stages are included, the
corresponding risk decreases.

Proof

E[R()-ER®IN;(T), Ny(Ty)12 =

E[R(1)-ER()INy(T5))- (ER()IN{(T}),Np(Tp)-ER(DINy(T))I2 =

E[R(M)-ER(1)Ny(T5))]2- 2E[(R(t)-E(R()INy(T,))) *
(E(R(1)IN{(T),No(T5))-E(R(DINy(T5))] + (2)
E[E(R(t)N1(T1).No(T)-E(R(1)INy(T,)12 =

But since

E[R(®-ERON(T)))ER(®IN (T1),Np(T2)-ERONH(T)] =
E(E[(RO-ERONy(T))EROING(T1),Ny(Ty)) -
 EROINyT))INY(T.Ny(Ty] } =

E[E(R(DIN} (T1),N(T)-E(R()No(T,))12

then expression (2) becomes

E[R()-ER®)IN{(T}), Ny(To)12 =
E[R(®)-ER®INy(To))12 - E[ER(1)IN{(T1),No(T))-ER()N,(T5))]12

Since the last term is non-negative the result is established. Note that

this result implies that, if the last term is positive, a strict inequality
holds.
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DISCUSSION

The present investigations have considered two preliminary models
for the distribution of N; and N, which lead to reliability estimators.

Model A : Bivariate Poisson Model
The first of these employs the bivariate Poisson distribution.. The

joint probability function for a 2 dimensional Poisson process
(N1(1),N5 (1)) with cov( Ny(t),N,(t)) = vt is given in [4] by:

PL N4 (t) = ny, No(t) = no] = f(nq, no, 1) (3)
where
min(n1, n2)
f(nq, Np, 1) = exp(-A jt-A t+ vt) X ((Aq -0)™ “da, -v)P2- i+
j=0
™ 2720 oy ng - g i ().

Note that in the discussion to follow, in place of t in equation (3)
one could use T = T1 + T2 which is the total elapsed time for
failures for both designs. Utilizing expression (4) and Baye's
formula,where X2(t) = 1 denotes that the component in its second
design stage is still operating up to time t, one can show that

E[R()IN{(T)=nNy(T)=n; ] = P[X2(t)=1 IN{(T)=n;, Np(T))=nz] =

P[N; (T)=n1 No(T)=nz [X2(t)=1] PIX2()=11/P[ N(T) = nq, Np(T) = ny]
Q)
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Assuming a joint Bayesian prior distribution for A{,A,, this expression becomes:

J SPIN(T)=n; Np(T)=n; X2()=1,A 1 ,A5] PIX2()=111 Ap] g(Aq Ap) dA; dAy

(6)
J JPIN{(T)=n; No(T)=n2 A1 251 gy Ap) dA; Ay

If one assumes the joint prior distribution g(7\1’7\ ») to be uniform on finite rectangles with SRy

independent, i.e.

(1/9 l) (1/92) for O0< 7\1 < 91 and
g()\l’hz)-_- 0< 7\2< 92 then,

0 elsewhere



one can show that the uniform priors, with the limits extended to the
entire first quadrant, give

E[R(1)IN{(T)=n; No(T)=n;] =

min(n4, ny)
e VS [1/(1+ yT)P2-3+1y (ol
j=0
(7)
min(n1 , n2) .
S (!
j=0
Note that in the case when ny=0 failures one has
E[R(M)IN{(T)=0N,(T)=n,] = e’Y(1/(1+ yT)N2+!) (8)

where T is the total elapsed time from the start of the first design.
Notice the similarity of expression (8) to formula (1) developed
previously for the reliability estimator given just the failure data for
the second design.

Also observe that if Ny and N, are completely independent then

E[R()IN) (T)=n; Nx(T)=n; ] = E[R®Ny(T)=n, ] = 1/(1+ yT)"2*1-

Thus this model would, in some sense, appear to generalizé the
earlier model(1) which considered only one design stage.
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Example

As an application of this reliability estimator consider the following
example.

Arbous and Kerrich [5] recorded the number of accidents of 122
individuals (shunters) in two consecutive time periods. For each
individual, the number of accidents in the first 6 year period was
recorded and then after new insurance and safety procedures were
implemented, the number of accidents for the same individual was
recorded in the next 5 years. The authors estimated vT = .257 for
the T = 11 years.

One can use expression (7) to evaluate the “reliability” for the next
year of an individual,selected at random, given his/her total past
accident (failure) history. Note that in this case the reliability is just
the probability that a randomly selected individual with the given
accident history will not have an accident in the next t years.

For a randomly selected individual with accident history given by
nij=3, m=1,t=1, vIT= 257 , T1=6 T2=5T=T1 + T2=11
one finds by using expression (7) that

E[R(1)IN{(11)=3 N,(11)=1] = .6067624

Thus the reliability estimator obtained from this model suggests that
for a randomly selected individual who experienced 3 accidents in
the first 6 years and 1 in the next 5 years, the probability of no
accidents in the next year is approximately 61 percent. Such
information may be used in the setting of insurance premiums for
the next year for various classes of individuals based on their past
accident histories.

Note that in terms of NASA component reliability:

1. The individuals correspond to different copies of a single
component with two design stages.



2. Each copy is located in a somewhat similar environment(e.g.
the copies may be located on each of the three space shuttles).

3. Data on failures of each copy were recorded in the first design
stage (i.e. the first 6 years of accident data).

4. A second improved design replaced the first and failures were
recorded.

Then E[R(1)IN{(T{)=n;N,(Tp)=nz] gives the probability that the

second design stage with a given failure history in this location will
not fail in the next t time units. Note that the NASA description
assumes that when the component fails it is replaced or repaired so
that it is equivalent to the original system before the failure.

It should be pointed out that in Model A some assumptions about the
relationships between A {,A,, and v were made. In particular,

V<A {,A, suggests that v is related to the priors. With this in mind, a
second preliminary model has been developed.

Model B : Consael Model

As was noted earlier, N; and N, are prébably not independent in

general. The Consael process [6] defines a bivariate compound
Poisson process by

PIN{(T)=n;Ny(T)=n;] =

JfeMT (DM in1t e P2T(A2T)" 212t * g Ap)dA1dA,  (9)
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In the Consael process for fixed values of Ay and Ao, Nl and N2
correspond to independent Poisson processes while A and A,, have
a joint density function g(A; Ajp).

If one assumes the triangular density function ( A,< A; since one
assumes that the newer design is an improvement) one has:

2/912 for 0 < A1< 61 and
g(Al,A2)= ‘ 0< 7\2<7\1 (10)
0 elsewhere

Utilizing expressions (9) and (10) ,and Baye’s formula in expression
(6) (and taking limits on the prior distribution) one can again obtain
an estimate for the reliability:

E[R(DIN{(T)=n,,N(T)=n, ]

At the present time investigations are continuing with this estimator
which has a rather complex , highly combinatorial closed form. It is
anticipated that further consideration of this model will indicate
approaches to the development of the general model which can
incorporate failure data from any number of redesign stages .

SUMMARY AND CONCLUSIONS

Various NASA failure data suggests support for the development of
compound/mixture models to estimate the reliability of components
that have failure data recorded on more than one design stage.
Bayesian estimators that can utilize all “relevant” failure data, even
from an earlier design of the component, were investigated.



A Bayesian estimator based on the bivariate Poisson distribution was
developed and an example illustrating the technique applied to
insurance data was given. The similarity of this example to NASA
reliability problems was also noted.

An additional estimator based on the Consael process was developed.
Investigations into this model are continuing. It is anticipated that
these investigations will lead to a general model to utilize all relevant
failure data on a component (or subsystem of components) that has
experienced more that two design stages.
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ABSTRACT

The measurement of total body water (TBW) is fundamental to
the study of body fluid changes consequent to microgravity exposure
or treatment with microgravity countermeasures. Often, the use of
radioactive isotopes is prohibited for safety or other reasons. It was
desired that a safe method of total body water measurement be
selected and implemented for use by some Johnson Space Center
(JSC) laboratories, which permitted serial measurements over a 14
day period which was accurate enough to serve as a criterion method
for validating new techniques. These requirements resulted in the
selection of deuterium oxide dilution as the method of choice for
TBW measurement. This report reviews the development of this
technique at JSC. The recommended dosage, body fluid sampling
techniques, and deuterium assay options are described.

3-2



INTRODUCTION

The measurement of total body water (TBW) is necessary for
studying the response of body fluids to microgravity and
microgravity countermeasures. The measurement of TBW with
deuterium oxide (D20), has been well studied. @ This method is safe,
non-radioactive, and potentially very accurate, and is the method of
measuring body water turnover in doubly-labeled water studies of
long-term metabolic rate (Schoeller et al.,, 1980; Wong et al., 1988;
Schoeller, 1990). By using low doses and measuring the baseline
D20 level, repeated TBW measurements can be made over several
days without compromising subject safety.

DOSAGE

A wide range of D20 dosages have been used in TBW
determinations. The chief limiting factor in determining minimal
dosage is the precision of determination of D20 diluted in a body
fluid sample.  Consequently, minimal dosage is a function of the
volume of TBW and the precision of the D20 assay. Minimal dosage
reported in the literature for adults was 1 g (Schoeller et al., 1980).
Such a dosage results in a D20 concentration increase of 29 ppm in a
60 kg female at 20% fat with assumed water fraction of 73% of the
fat free mass or 24 ppm in a 70 kg male with 15% fat. The largest
D20 dosage reported in the literature was 107 g for a 70 kg body
weight male (Nielsen et al., 1971). The natural abundance of D20 in
tap water varies, but is approximately 140-150 ppm (Thomson,
1963; Davis et al., 1987). The body tends to concentrate D20
slightly, yielding saliva baseline concentrations of about 0.02-0.03
ppm above local levels of ingested water (Halliday and Miller, 1977).
This suggests that a 1 g dose of 99.9% D20 would raise the baseline
value only about 16% for males.

Because many NASA applications require repeated TBW
measurements over 10-13 days, the baseline concentration of D20
will increase based upon an elimination half-life of about 10 days
(Schloerb, et al., 1950; Schoeller et. al., 1980; Schoeller and Webb,
1984; Wong, et al.,, 1988; Schoeller, 1990). For maximum accuracy, it
is necessary to minimize baseline levels and maximize D20
concentration differences between baseline and post dose.  This is
accomplished by keeping each dose as small as can be accurately
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measured after dilution in body fluids.  For the purposes of a 13 day
bedrest with requirements to determine TBW before and after a
lower body negative pressure and fluid-loading countermeasure, the
following doses were administered on the days shown:

Estimated D20 Conc. m)*
Pre Dose Post % Increase

Day Dose (grams)

-1 4 150 114 264 76
5 4 218 114 332 52
6 6 317 171 488 54
10 6 349 171 520 49
11 7 438 228 638 46

* Estimated concentrations for 60 kg subject with 20% fat and 73% of
fat free mass as water. '

Total doses=5; total dosage= 27 g.

In cooperation with Dr. Suzanne Fortney of the JSC
Cardiovascular Research Laboratory, this scheduled dosage was
administered to one bed rest subject and six controls.  This work is
currently in progress.

Risks

Toxicity of D20 to humans has not been precisely determined,
but it has been used in human research for over 30 years without
reported ill effects. The TD5Q required for reproductive effects in
animals is 840 g/kg weight (Registry of Toxic Effects, 1986).  Animal
studies show that D20 concentration must reach 30-35% of total body
water to be lethal. Fusch and Moeller (1988) suggest that D20
concentrations for short term studies be less than 10 g/ kg of body
water.  Schloerb et al. (1950) found no effects in healty or ill
subjects receiving D20 doses of 100g. Doses in this range far exceed
that normally required for TBW determinations using sensitive
deuterium assay methods.

D20 has been reported to produce nystagmus (Money and
Miles, 1974). In recent studies at Johnson Space Center, a dose of
approximately 200 g for a 70 kg subject was required to produce
symptoms of vestibular impairment in . Therefore, the maximal
total exposure of 28 g is extremely safe.
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FLUID SAMPLING

One of the advantages of D20 measurement of TBW, is that
serum, urine, respiratory water,and saliva have all been used
successfully in the technique. For convenience, safety, and
requirements for non-invasive methods for space flight, saliva
sampling is reviewed as a recommended fluid sampling technique.
The D20 method requires an initial fluid sample to determine
baseline D20 levels. This can be collected by having the subject
expectorate into a small vial. Only approximately 2 ml of saliva is
needed, but a capped 5-10 ml vial such as the Sarstedt saliva
collection kit used at JSC is convenient to use. It is important that
the subject refrain from eating or drinking for 2 hours prior to saliva
sampling as the potential exists for obtaining saliva diluted with
ingested fluid. @ Food or drink ingested immediately prior to or
following D20 dosing may retard equilibration of D20 with body
water. D20 doses should be weighed to the nearest milligram or
better in order to maintain overall precision in the ppm range
(Schoeller et al.,, 1980). Because the doses are small, care must be
taken to ensure the subject does not lose any of the deuterium. This
is accomplished by rinsing the dose vial with at least half its volume
of deionized water and having the subject ingest the rinse water.
This rinsing is done twice (Thomson, 1963). Equilibration has been
found to take about three hours in resting subjects (Schloerb, et al.,
1950; Schoeller et al., 1980; Lukaski and Johnson, 1985; Wong et al.,
1988).  During the equilibration period, no food or drink should be
taken. Since any D20 lost must be accounted for in TBW
determinations, urine voids during this time must be sampled for
D20 concentration and the volume recorded to adjust for this loss.
Halliday and Miller (1977) have reported that fractionation results
in unequal distributions of D20 in the baseline samples with urine,
plasma, serum, and saliva, all showing concentrations higher than
local drinking water and respiratory water vapor showing lower
baseline concentrations. Fractionation occurs because the heat of
vaporization is 3%, and the heat of fusion is 5.5%, higher in D20
compared to H20 (Thomson, 1963). Hence, baseline and
equilibration samples should be drawn from the same type of fluid.
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DEUTERIUM ASSAY

Methods for deuterium assay include, infrared
spectrophotometry, gas chromatography, and radio-isotope ratio
mass spectroscopy ( Graystone, et al., 1967; Thomson, 1963).  Other
methods include freezing point depression,( Reaser and Burch, 1958),
near-infrared spectrophotometry, refractometry, and falling-drop,
(Thomson, 1963); however, these methods are not sufficiently
accurate for the dilutions used in our applications and will not be
discussed.

Infrared spectrophotometry

Infared spectrophotometry has been used extensively in
assaying D20. It requires careful and laborious sample preparation.
Lukaski and Johnson (1985) tested the recovery of plasma and urine
using several treatment protocols. Chemical precipitation of proteins
with copper sulfate, cadmium chloride, feric chloride, mercuric
chloride, and stannous chloride and treatment with activated
charcoal all yielded either turbid supernatants, or supernatants could
not be recovered. Only vacuum sublimation or distillation yielded
high recoveries. = Turner et al. (1960) and Fusch and Moeller (1988)
used vacuum distillation in which liquid samples were processed at
pressures of 0.05 to 1 mmHg with the vapor subsequently refrozen
in liquid nitrogen or dry ice and isopropanol.  Stansell and Mojica,
(1968) used distillation (under atmospheric pressure) with
condensate collected in a water-cooled tube.

Davis et al. (1987) used diffusion in Conway dishes to obtain
clean samples. The diffusion technique is simpler than most other
sample cleansing methods, but it may be inaccurate due to
fractionation between D20 and H20 (Wong and Klein, 1986). Also
accuracy diminishes because the actual concentrations measured are
halved in this method.  Volumetric errors in either the sample or the
H20 are possible, and to be exact, the saliva water volume (rather
than saliva volume) should be matched to the H20 volume.
Additionally, the diffusion method would be very laborious for a
large number of samples.
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For potential use in JSC laboratories, a vacuum distillation
system was constructed and tested. Approximately 2 ml of
unpurified sample was placed in a stoppered sample tube connected
with a small plastic three-way valve to a 7 ml vacutainer with two-
inch pieces of tygon tubing.  Both the sample tube and the
vacutainer were initially heated to approximately 45°C in a water
bath. = Vacuum was then applied to both tubes via the three-way
valve with a Dayton (1/4hp) vacuum pump. The stopcock was then
turned to seal off the vacuum side and maintain a vacuum in the
two-tube system. The sample tube and vacutainer were then
allowed to cool to room temperature before the vacutainer was
placed in an acetone-dry ice mixture. Failure to allow the sample to
cool before chilling the vacutainer lowered the system pressure too
low, resulting in boil-over of the sample which contaminated the
vacutainer. After a few minutes, water vapor evolving from the
sample raised the pressure sufficiently to allow returning the sample
to the water bath.  The sample then distilled over several hours
until the sample was reduced to dryness. It is important that the
sample be dryed because D20 fractionates at a higher temperature
than H20 resulting in an artificially low D20 concentration if
vaporization is incomplete (Thomson, 1963).

Spectroscopic analysis of the O-D vibrational band at 2500
cm-1 (3.98 nm) is conducted with either a single beam fixed-filter
(Lukaski and Johnson, 1985; Stansell and Mojica, 1968) or a dual
beam ( Turner et al.,, 1960) spectrophotometer in a calcium flouride
cell Thermostated at 15 or 20 °C (Lukaski and Johnson, 1985) or 30
and 48 OC (Stansell and Mojica, 1968) for sample and reference cells,
respectively.  For single beam machines, deionized water is used as
the zero reference. = Between samples, some investigators cleaned
the cell with dry nitrogen, (Lukaski and Johnson, 1985) whereas
others did not (Stansell and Mojica, 1968). Davis et al. (1987) were
able to measure down to 30 ppm. Reported precision of the single
beam method is 2.5% (Lukaski and Johnson, 1985).

Gas chromatography
The gas chromatography (GC) analysis for D20 requires

minimal sample preparation. @A 50 microliter sample is injected
into an evacuated column containing calcium hydride (Arnet and
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Duggleby, 1963; Wong and Klein, 1986). Protium and deuterium gas
evolves and is injected through a 7 or 8 port valve, into a
chromatograph equipped with a 5-20 ml sample loop. @ The gas is
then passed through a 1 meter long activated charcoal column held
at room temperature, where the hydrogen is cleaned further. From
the column, the gas passes to the detector where the difference in
thermal conductivity between the deuterium enriched gas from the
sample, and the hydrogen carrier gas is measured with a thermal
conductivity cell thermostated at 1000C (Arnet and Duggleby, 1963).
The thermal detector cell voltage is output to a recorder. Any
deuterium in the carrier gas is zeroed out during set-up.  The peak
height is measured or better, the area under the curve is integrated
to measure concentration relative to known standards.

Mendez et al., (1970) examined the methodology of GC analysis
and found it to be as accurate as infrared analysis at a concentration
of 1085 ppm (0.12% w/v). They also examined vacuum sublimation
and found it did not significantly improve the accuracy or precision
of the analysis. In fact, both untreated and vacuum distilled saliva
produced exactly the same mean and standard deviation for 11
samples at a concentration of 1356 ppm (0.15%). Duplicate samples
showed very high test-retest means, differing by 1 ppm at 1175
ppm (0.13%). Mean recovery in urine samples was 99.3%.

Ratio-isotope mass spectroscopy

Ratio-isotope mass spectroscopy is the most common method of
measuring deuterium concentrations in studies which use doubly-
labeled water to measure metabolic rate. D20 is assayed because
the doubly labelled water technique requires that O18 respiratory
turnover. be adjusted for water losses of O18. In this method, the
fluid sample is treated with a hot reactive metal such as uranium or

zinc, thereby liberating gaseous hydrogen.  The deuterium and
protium evolved are then measured on a mass spectrometer
configured for deuterium/protium analysis. This method can

measure very low concentrations of deuterium.  The chief
disadvantages of this technique is the very intricate labware
required for sample preparation and the expense of the mass
spectrometer.  Currently the Planetary Sciences Division of JSC is
setting up the procedure to use this method and this would be a
desirable technique for D20 determination when completed.
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CALCULATIONS

The dilution volume determined by the D2O procedure actually
represents hydrogen volume rather than water volume. Evidence
from animal studies suggests that hydrogen space over-estimates
water space by 2-6 percent (Wong et al.,, 1988; Schoeller, 1990).
Therefore, hydrogen space should be adjusted by about 04% to
obtain the most accurate TBW value. This is most readily
accomplished by dividing the D2 dilution space values by 1.04
(Schoeller, 1990).

In general, the equation used is:

D2 dilution space = (volume D20 ingested- volume excreted)

final D20 equilibrium concentration

When isotope ratio mass spectrometry is used, the asssay
results are expressed relative to a standard, usually a seawater or
precipitation standard such as standard mean ocean water (SMOW)
or standard light arctic precipitation (SLAP). The formula utilized
for calculating TBW is:

D2 dilution space=(d/MW)*(APE/100)(18:02/(Rstd*delta D20))

Where:
d=dose of D20
MW=molecular weight
APE- atom percent excess of deuterium
Rstd= ratio of deuterium to hydrogen in the standard
Delta= increase between baseline and post-ingestion samples
(Dempsey et al., 1984).

The formula provided by Halliday and Miller, (1977) is one of the
most comprehensive:

D2 dilution space (kg)=(Dfd*De)/[(p-x)*1000]
Where:
De= (A-C(y-x))/Df
Where:
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Df=D20 concentration of administered D20
x=ppm D20 of baseline fluid sample
p=ppm D20 of equilibrated fluid sample
A=weight of D20 dose administered
C=weight of deuterium passed in urine
y=ppm in excreted urine

Weight-volume doses can be converted to volume/volume by

correcting for the density of D20 which is 1.105 at 250C (Thomson,
1963).

SUMMARY

D20 dilution techniques offer a safe, well-tested method of
determining TBW.  Saliva, which may be easily and safely collected,
serves as a suitable body fluid sample.  Numerous options are
available for deuterium assay. JSC laboratories have potential access
to GC and isotope-ratio mass spectroscopy, but neither method is
currently operational.
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ABSTRACT

The biotechnology group at NASA Johnson Space Center is developing systems for
culturing mammalian cells that simulate some aspects of microgravity and provide a low
shear environment for microgravity-based studies on suspension and anchorage-dependent
cells. The design of these vessels for culturing cells is based on the need to suspend cells
and aggregates of cells and microcarrier beads continually in the culturing medium. The
design must also provide sufficient circulation for adequate mass transfer of nutrients to the
cells and minimize the total force on the cells. Forces, resulting from sources such as
hydrodynamic fluid shear and collisions of cells and walls of the vessels, may damage
delicate cells and degrade the formation of three-dimensional structures. This study
examines one particular design in both unit gravity and microgravity based on two
concentric cylinders rotating in the same direction at different speeds to create a Couette
flow between them. The study presents a numerical simulation for the flow field and the
trajectories of particles in the vessel. The flow field for the circulation of the culturing
medium is modelled by the Navier-Stokes equations. The forces on a particle are assumed
to be drag from the fluid's circulation, buoyancy from the gravitational force and
centrifugal force from the rotation of the vessel. The problem requires first solving the
system of partial differential equations for the fluid flow by a finite difference method and
then solving the system of ordinary differential equations for the trajectories by Gear's stiff
method. Results of the study indicate that the trajectories in unit gravity and microgravity
are very similar except for small spatial deviations on the fast time scale in unit gravity.
The total force per unit cross-sectional area on a particle in microgravity, however, is
significantly smaller than the corresponding value in unit gravity, which is also smaller than
anticipated. Hence, this study indicates that this design for a bioreactor with optimal rates
of rotation can provide a good environment for culturing cells in microgravity with
adequate circulation and minimal force on the cells.
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The biotechnology group at NASA Johnson Space Center is developing rotating
cylindrical bioreactors for culturing anchorage-dependent mammalian cells on microcarrier
beads. The design of the vessels is motivated by the need to keep the aggregates of cells
and microcarriers suspended in the culturing medium, to provide sufficient circulation for
adequate mass transfer of nutrients to the cells and to minimize the forces on the cells.
These forces, resulting from sources such as hydrodynamic fluid shear and collisions of
cells and walls of the vessels, may damage delicate cells and degrade the formation of
three-dimensional structures. Several studies, such as the research reported by Cherry and
Papoutsakis (refs. 1 and 2) and by Croughan, Hamel and Wang (refs. 3 and 4), have
examined ways to quantitate the hydrodynamic effects damaging the cells. However, these
reports do not consider the complete dynamics of a particle's motion relative to the fluid.
The purposes of this study are to develop a mathematical simulation of a particle's motion
and to calculate the total force on a particle suspended in a rotating cylindrical bioreactor.

To begin this study a simple geometry for the vessel was chosen in order to provide a
uniform flow field throughout the vessel. The vessel consists of two concentric cylinders

both 11 cm long with the outer cylinder having a radius of 7, = 4.0 cm and rotating at @,
rpm's, while the inner cylinder has a radius of r; = 2.86 cm and rotating in the same

direction at @, rpm’s. This narrow gap of 1.14 cm between the cylinders is completely
filled with culturing medium into which particles as aggregates of cells and microcarrier
beads are introduced. Figure 1 provides a schematic representation of the vessel.
Cylindrical coordinates (», 6, z) will be used to indicate positions within the vessel where r

is the radial component outward relative to the cylinders with r, <r <r,, €is the angular

component measured positively in the direction of rotation of the two cylinders, and z is the
axial direction oriented horizontally in a gravitational field with 0 < z < 11. Mathematical
simulations of more complex geometries, including perfusion of culturing medium, are
being planned.

Figure 1.- Schematic representation of the rotating bioreactor.

Assumptions for this mathematical simulation are:

1. The culturing medium is a Newtonian fluid with constant density p, measured in
gr/cm3 and constant viscosity ¢ measured in gr/cm sec;
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2. Particles are spherical in shape with diameter d measured in cm and density P,

measured in gr/crn do not interact with one another, and do not affect the ﬂow of
the culturing medmm

3. The flow of the culturing medium caused by the rotation of the concentric cylinders
is a laminar, axially symmetric Couette flow and is modeled by the Navier-Stokes
equations; and

4. The forces acting on a particle are drag from the fluid's circulation, buoyancy from
the gravitational force relative to the difference between the densities of a particle
and the fluid, and centrifugal force from the rotation of the vessel.

If (u, v, w) represent the (radial, circumferential, axial) components of the velocity of
the flow field measured in cm/sec, then the equations for the flow field are:

_l_a(ru) ow _
M r or az 0
Du_v2_H|[g?,.u
) Dt r p (Vu r2)
Dv_w _H (g2, v
3 Dt v ps (Vv r2)
and
Dw__109P K2
) Dt ps 0z +ps Viw
where
D_0O ) )

o Yy

2_19( 09 a
V—rﬁ(ar az

and P is the fluid pressure measured in gr/cm sec2. Note that axial symmetry implies that

all derivatives with respect to 6 in the Navier-Stokes equations are zero. Boundary
conditions for the flow field are the standard constraints of no slip and no penetration.
The equations for a trajectory of a particle are:

(5) m%—-a(—-u) ﬁgcos9+[3r(%)2
6 mr—-a--a( —-v) Bg sin @
and
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d?z __ gfdz.
Q) mZ=-a ( d: w)
wherem=p p7L'd3/6, o=3mdy, = (,0p - ps)ﬂ'd3/6 and g is the acceleration due to gravity

measured in cm/secz. In this study initial conditions for a particle atz=0arer=3,6=0,
z=1,2.5,4,7,8.5 or 10, and the derivatives are all zero.

The values of the parameters for this study are d = 0.0175 cm, p_=1.02 gr/cm3, Pp=
1.04 gr/cm3, and y = 0.0097 gr/cm sec. These values are approximately correct for the

type of medium and microcarrier beads being used by the biotechnology group at NASA
Johnson Space Center. Preliminary studies consist of four trials using different rotating

speeds @, and @, for the inner and outer cylinders. The speeds are listed in Table 1 below.

These values provide numerical results from which optimal rotating speeds hopefully may
be estimated.

TABLE 1.- SPEED OF ROTATION IN RPM'S.
Trial  Inner Cylinder, 0} Outer Cylinder, @, Differential Rate

1 24 18 6

2 30 18 12
3 36 18 18
4 36 12 24

Dr. Yowmin David Tsao at NASA Johnson Space Center used a semi-implicit finite
difference algorithm employing a hybrid scheme developed by Spalding (ref. 5) to compute
the values of (i, v, w) from the system of partial differential equations in Equations 1 - 4
on a discrete grid. The grid has 61 subdivisions in the z-direction and ten subdivisions in
the r-direction. Since the flow field is axially symmetric, it can be projected into this
rectangular region of the (z, 7)-plane. Note that v is closely approximated by the standard
formula for Couette flow (ref. 6):

rar?
(8) v= 21 2[r(abr%-aari2)-—°;‘—(wo-aa)
r5-ri
with @, and @), measured in radians. The finite difference program was advanced in time ¢

until a steady-state flow was assumed to be reached. This data for the numerical values of
the flow field on the rectangular grid was provided to the author, who used linear
interpolation to produce an approximation to the complete, steady-state, axially symmetric
flow field for (u, v, w) as functions of (r, z).

Figures 2 - 5 show segments of the secondary flow fields for the four trials. Printed
along each streamline is the circulation time in seconds computed for the segment plotted in
the (z, r)-plane. Circulation is a two-compartmental flow with counterclockwise circulation
in the left half and clockwise circulation in the right half. A Runge-Kutta-Fehlberg
numerical method (ref. 7) was used to generate the streamlines by solving dr/dz = u(r, z)
and dz/ds = w(r, z). However, the zero boundary conditions along the walls of the vessel
and the limitations in numerical accuracy due to the linear interpolation of the data for the
flow field prevent the complete circulation from being plotted along streamlines in the
neighborhoods of the end walls of the vessel. In these narrow regions circulation will be
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Figure 2.- Streamlines in the zr - plane for Trial 1
with the outer cylinder rotating at 18 rpm and the inner cylinder rotating at 24 rpm.
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Figure 3.- Streamlines in the zr - plane for Trial 2
with the outer cylinder rotating at 18 rpm and the inner cylinder rotating at 30 rpm.
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Figure 4.- Streamlines in the zr - plane for Trial 3
with the outer cylinder rotating at 18 rpm and the inner cylinder rotating at 36 rpm.
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very slow since 4 and w are close to zero. These figures indicate that there may be some
concern about poor circulation in the middle of the vessel. For instance, Trial 1 shows
circulation time approximately equal to two hours, while increasing rpm's in Trial 4 shows
circulation time decreases to approximately fifteen minutes. Higher differential rates of
rotation will create a stronger secondary flow, but more studies are needed to determine
what rate allows adequate time for mixing of the nutrient supply relative to the cells'
metabolic requirements.

The streamlines are important for studies of mass transfer of nutrients and cellular
waste products, but they do not represent the trajectories of particles as aggregates of cells
and microcarrier beads. Equations 5 - 7 must be solved for the trajectories given the
steady-state values of (u, v, w). This initial value problem is a two time-scale, three-
dimensional, second order system of ordinary differential equations. The two time scales
in this problem come from the large difference between the rate of rotation and the rate of
circulation in the secondary flow. The fast time scale for the rotation of the vessel at
approximately 20 rpm's is on the order of seconds, while the slow time scale for the
circulation of the flow is on the order of minutes to hours as indicated above. Being a two
time-scale problem, Equations 5 - 7 give a stiff system of ordinary differential equations

with a 6 x 6 Jacobian matrix having at least two large eigenvalues and at least two small
eigenvalues. Therefore, Gear's stiff method (ref. 8) was used to calculate trajectories.
In each of the four trials six trajectories are plotted in Figures 6 - 9 at unit gravity (g =

980 cm/sec?) and in Figures 10 - 13 at microgravity (g = .0980 co/sec?). The initial

conditions for these six trajectoriesare r=3,0=0,z=1,2.5,4,7, 8.5 and 10,
respectively, with all first derivatives initially equal to zero. These figures show that a
particle does not follow the streamlines precisely, but instead migrates across streamlines.
If a particle is within a region of strong circulation, then it does complete its own cycle and
remain suspended in the fluid. However, in most regions of the vessel a particle will not
remain suspended and will hit either the wall of the outer cylinder or an end wall.
Computation of a trajectory was terminated at a time when either it completed one cycle or it
hit a wall of the vessel. The total lengths of time for trajectories are listed in Tables 2 - 5.
In Trial 1 particles were taking more than twenty minutes to migrate to a wall of the vessel,
while in Trial 4 this time frame was reduced to less than nine minutes. There is no
appreciable difference in the time frames between unit gravity and microgravity. Thus
higher differential rates of rotation do provide stronger circulation, but also appear to
increase the frequency of interactions between the particles and the walls of the vessel. Itis
hypothesized that these interactions cause significant damage to the cells. Further analysis
is required to quantitate the amount of damage incurred from a collision with a wall and to
determine the response in a particle's trajectory afterwards.

The most noticable difference between trajectories in unit gravity and microgravity are
the small, rapid oscillations in unit gravity shown in Figures 6 - 9, but lacking in Figures
10 - 13. These oscillations, which give the particles the appearance of tumbling, occur
once every revolution of the flow field within the vessel and have amplitudes on the order
of 0.02 cm. Figure 14 shows one example of these small deviations in the r-direction for
sixty seconds. The amplitudes of these oscillations increase as r increases, since the outer
cylinder is rotating slower than the inner cylinder, but are uniform in the z-direction.
Intuitively, one can say that these oscillations represent a deviation in the trajectory at unit
gravity from the trajectory at microgravity due to sedimentation downward in a stronger
gravitational field.

The major advantage in using dynamic modeling in this study is the ability to calculate
the total force on a particle as a function of time. Traditional studies have looked at fluid
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Figure 6.- Trajectories in the zr - plane for Trial 1
with a particle measuring 175 pm in diameter at unit gravity.
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Figure 7.- Trajectories in the zr - plane for Trial 2
with a particle measuring 175 pm in diameter at unit gravity.
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Figure 8.- Trajectories in the zr - plane for Trial 3
with a particle measuring 175 pm in diameter at unit gravity.
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Figure 9.- Trajectories in the zr - plane for Trial 4
with a particle measuring 175 pm in diameter at unit gravity.
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Figure 10.- Trajectories in the zr - plane for Trial 1
with a particle measuring 175 pgm in diameter at microgravity.
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Figure 11.- Trajectories in the zr - plane for Trial 2
with a particle measuring 175 um in diameter at microgravity. -
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Figure 12.- Trajectories in the zr - plane for Trial 3
with a particle measuring 175 pm in diameter at microgravity.
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Figure 13.- Trajectories in the zr - plane for Trial 4
with a particle measuring 175 pm in diameter at microgravity.
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Figure 14.- Three trajectories from Trial 1
showing the 7 - component for sixty seconds with inital values of 6 =0and z = 1.

shear and drag induced by sedimentation in terms that do not reflect the dynamical response
by a particle to the sum of all forces. Traditionally, from Formula 8 fluid shear relative to

the cross-sectional area of a particle measured in dyne/cm2 is given by

_au b 9wy _ g2l - @
1_4,1\,3_’(4—8“’0‘%4-2.
1

which is between 0.08 and 0.4 for the trials in this study. Drag as a force per unit cross-
sectional area induced by sedimentation is

d ] 1ov2
Cp [” (451307
where v_ is the terminal velocity of a particle and the drag coefficient C, depends on the

Reynolds number (ref. 9). For the trials at unit gravity in this study, drag is between 0.5

and 1.0 dyne/cmz. The question to be answered is whether or not these values indicate the
magnitude of the force on a particle in real time. In this study the total force per unit cross-
sectional area on a particle can be computed in real time by calculating the vector norm of

the sum of the forces in Equations 5 - 7 divided by the cross-sectional area, md*/4, of a
particle. The maximum values and the average values over time for the total force are listed
in Tables 2 - 5 for each of the six trajectories in each of the four trials at both unit gravity
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and microgravity. The average force ranges from 0.0005 to 0.002 dyne/cm2 in unit gravity
and from 0.00003 to 0. 0007 dyne/cm2 in microgravity. The maximum force ranges from

0.002 t0 0.013 dyne/cm in unit gravity and from 0.0001 to 0.01 dyne/crn in
microgravity. In unit gravity drag and buoyancy seem to balance each other at

approximately 0.2 - 0.4 dyne/cmz, while centrifugal force is much smaller at approximately
0.004 - 0.007 dyne/cm2. In microgravity the same effect is observed, but here drag and
centrifugal force seem to balance each other at approximately 0.004 - 0.007 dyne/cm2,

while buoyancy is much smaller at approximately 0.00002 - 0.00004 dyne/cmz. In
general, the force on a particle in microgravity is an order of magnitude smaller than the
force on a particle in unit gravity. Figures 15 and 16 show profiles in time of the force per
unit cross-sectional area for sample trajectories. All of the trajectories in this study show
similar profiles. Note in Figure 16 the significant increase in force experienced by the
particle during the time when it is close to the end wall indicating that any damage done to
the cells would most likely occur when the particle is in the neighborhood of a wall of the
vessel.

TABLE 2.- RESULTS ON TRAJECTORIES IN TRIAL 1 AT 6 RPM DIFFERENTIAL.

Unit gravity Mi_crogravity

Initial Time Average Maximum Time Average Maximum
Z-coord Force Force Force Force

(cm) (o)  (dyneem®)  (@ymekmd) | (e)  (dynekemd)  (dyne/em?)
1.0 1000 .0006 .0029 1000 .00005 .0003
2.5 1335 .0005 .0026 1368 .00004 .0001
4.0 1356 .0005 .0016 1389 .00004 .0003
7.0 1356 .0005 .0018 1387 .00003 .0002
8.5 1339 .0005 .0016 1371 .00004 .0003
10.0 1000 .0006 .0029 950 .00006 .0007

TABLE 3.- RESULTS ON TRAJECTORIES IN TRIAL 2 AT 12 RPM DIFFERENTIAL.

Unit gravity Microgravity
Initial Time Average Maximum Time Average Maximum
Z-coord Force Force Force Force
(cm) )  (dynekm®)  (@yneemd) | (sec)  (dynekm®)  (dyneem?)
1.0 430 - .0009 .0046 430 .00013 0014
2.5 930 .0007. .0020 960 00005 .0002
4.0 980 .0007 .0026 1013 .00005 .0002
7.0 977 .0007 .0029 1010 .00005 .0003
8.5 1000 .0007 .0022 1160 .00006 .0003
10.0 400 .0010 .0029 " 430 .00013 .0014
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TABLE 4.- RESULTS ON TRAJECTORIES IN TRIAL 3 AT 18 RPM DIFFERENTIAL.

Unit gravity Microgravity

Initial Time Average Maximum Time Average Maximum
Z-coord Force Force Force Force

(cm) (e0)  (ynekm?)  (ynekem?) | (o) (@ynekem®)  (dynefem?)
1.0 270 .0014 .0048 275 .00028 .0034
2.5 905 .0010 0026 894 .00010 .0004
4.0 765 .0010 .0032 845 .00009 .0002
7.0 751 .0010 .0024 832 .00009 .0003
8.5 684 .0011 .0083 736 .00015 .0018
10.0 250 .0014 .0048 9265 .00028 .0034

TABLE 5.- RESULTS ON TRAJECTORIES IN TRIAL 4 AT 24 RPM DIFFERENTIAL.

Unit gravity Microgravity
Initial Time Average Maximum Time Average Maximum
Z~coord Force Force Force Force

(cm) (se0)  (dynekem®)  (dynekem®) | () (dynekemd)  (dynejem?)
1.0 125 .0021 .0107 125 .00068 .0097
2.5 337 0016 .0053 345 .00033 .0034
4.0 541 0014 .0036 604 .00015 .0005
7.0 432 0016 .0063 600 00031 0021
8.5 265 .0019 .0132 265 .00055 0115
10.0 125 .0021 .0125 125 .00066 .0099

In conclusion, the rotating bioreactors being developed by the biotechnology group at
NASA Johnson Space Center do partially simulate microgravity with respect to the
trajectories and time frame of a particle's motion. However, there is still a distinct
advantage to having the bioreactor in microgravity since the total force on a particle would
be significantly reduced. The total force on a particle in a rotating bioreactor is less than
one might anticipate from the values reported by other researchers using different
geometries to model hydrodynamic effects on cell growth. In either unit gravity or
microgravity it appears that the greatest potential for damage to the cells comes when the
particle is near to a wall of the vessel or actually collides with a wall. Hence, further study
needs to be conducted to determine an optimal design and optimal rates of rotation to
minimize the migration of particles toward the outside cylinder and still provide adequate
circulation for sufficient mass transfer of nutrients and cellular waste products.
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ABSTRACT

The primary objective of the Air Revitalization Model
(ARM) is to determine the minimum buffer capacities that
would be necessary for long duration space missions. Sever-
al observations are supported by the current configuration
of ARM. There are at least two factors affecting the buffer
sizes: the baseline values for each gas, and the day-to-day
or month-to-month fluctuations that are allowed. The base-
line values depend on the minimum safety tolerances and the
quantities of life support consumables necessary to survive
the worst-case scenarios within those tolerances. Most, if
not all, of these quantities can easily be determined by ARM
once these tolerances are set. The day-to-day fluctuations
will also require a command decision. It is already appar-
ent from the current configuration of ARM that the tighter
these fluctuations are controlled, the more energy will be
used, the more nonregenerable hydrazine will be consumed,
and the larger will be the required capacities for the
various gas generators. All of these relationships could
clearly be quantified by one operational ARM.



INTRODUCTION

Earth is, without a doubt, the most successful known
example of a regenerative life support system. Because past
and current space missions continue to be of relatively
short duration, these life support systems all rely heavily
upon expendable materials. Life support systems of many
future space missions may try to imitate Earth's own system.
One of the major problems encountered with this reproduction
is that the amount of buffered air volume on the earth is a
great many times larger, per person, than that available on
a space mission.

The volume of air available to the life support system
can be substantially increased by the use of stored air
buffers of each important gas. However, strict mass and
volume constraints for extended space missions require that
these buffers be kept to a minimum. It will therefore be
necessary to use automated physicochemical systems to modify
the atmosphere and keep the relative abundance of the var-
ious gas constituents in balance.

METHODOLOGY

This investigation involves the development of a com-
puter simulation model that emulates operation of the air
revitalization component of an actual regenerative life
support system. The added benefit of this procedure is that
it also reveals the amount of replenishment from outside
sources (e.g. from Earth or locally produced) that would be
necessary under various configurations of the system. The
particular system that is being modeled is an initially
unmanned test bed facility that is now in the earliest
stages of development at JSC. This JSC growth chamber is
being built in support of NASA's long-duration missions to
the moon and Mars. JSC's long-range plans also include
design, construction, and operation of a man-rated test bed
facility for verification of integrated regenerative life
support systems, operations development, and crew-training.
The Air Revitalization Model (ARM) is being designed around
a built-in facility for evolution to allow it to keep pace
with test bed upgrade.

Due to the complexity of this computer model and be-
cause of the great danger of undetected errors, it is ad-
visable to approach it's design sequentially. Therefore
development of a fully functional ARM has been subdivided
into three phases. Of these three phases, the first two
have now been essentially completed. Planning is currently
under way for the commencement of phase three. It is hoped
that phase three can be completed during summer, 1991.



Phase One

In this phase ARM will generate data on a short cyclic
interval. The length of each cycle will be set for any
value from a fraction of an hour up to a full day or more.
ARM will compute the amount of each gas in the storage
buffers and then activate the physicochemical systems when-
ever any controlled amount falls below a baseline, called
zero, whose value is unimportant to ARM. 1In phase one there
will be no restriction on the maximum size of any of the
buffers. They will be assumed to be extremely large. The
controlled atmospheric gases will be nitrogen and oxygen
with the possibility of adding a baseline for carbon dioxide
at a later date. Also controlled with baseline values will
be water and hydrogen with the possibility of adding a
baseline for methane at a later date. Available to the
system, but with no baseline, will be hydrazine. Hydrazine
is nonrenewable and must be resupplied when exhausted.
Fortunately, however, hydrazine is often used as fuel and
reserve supplies can be transferred to life support systems
as needed.

ARM will be provided with a leakage variable. This
value will be subtracted from the available amounts in each
cycle. The user may choose any rate in either or both of
two categories: 1) large leaks consisting of breathable air,
or 2) small leaks in which gases are differentiated by
molecular size.

Phase Two

This phase consists mainly of internal reorganization
and restructuring for greater speed and efficiency. The
various baselines will be coordinated and consolidated into
a unified structure. This is all necessary as provision for
a month-by-month emulation capability for ARM.

All essential documentation will be supplied to ARM.
This includes both internal and auxiliary documentation.
Many months, even years, of data will be generated by ARM
and this data will be thoroughly tested for accuracy, rea-
sonableness, and continuity from month to month.

ARM will also be endowed with a table of months and
days so that actual monthly data can be emulated rather than
only generic months of 30 days each. This is a necessary
step before ARM can actually emulate the JSC growth chamber
which will be operating on a real-world basis.

Phase Three

This phase will see the addition of maximum baseline



values. This will allow ARM to emulate a system with limited
storage capacities. By adjusting these variables we can
discover the reaction of a regenerative life support system
to any variety of reserve storage buffer sizes. Only in
this way can we finally determine the minimum safe capaci-
ties for these buffers. It also seems possible to provide
ARM with two additional aspects of limitation. One would be
an absolute lower boundary below the baseline. This lower
boundary would represent an empty tank. The other addition-
al limitation would be an absolute upper boundary. This, by
analogy, would represent a full tank. These two limitations
would open up a whole new realm of possibilities, especially
in the absolute minimum. For one thing it would give us
insight into the use of emergency air rations and improve
our understanding of just how much is really needed for
different types of emergencies.

New overlays will be added to ARM to allow year-by-year
operation. This will provide insight to the long-term
effect of various configurations. The entire structure of
ARM would also need to be redesigned to reduce computer
memory and storage requirements and enable the program to
run on conventional hardware.

When the JSC test bed is completed and in operation,
the various model parameters will be adjusted to reflect the
actual chamber data. As more data becomes available, a
database of various plant growth profiles will be incorpo-
rated into ARM to identify different reactions of the envi-
ronment to the presence of a variety of types of plants.

ARM will be programmed to respond to an assortment of
unscheduled "events." The importance of surviving unexpect-
ed occurrences will surely increase the minimum buffer
sizes. This increase can best be calculated by modeling
these events. However, once the values of these increases
have been determined, they can be added (moved) below the
minimum baseline and need not affect the day-to-day opera-
tion of the system.

PARAMETERS
System Constants

These values are well known constants and unless an
error is discovered, these constants will not be changed.
These are the values used by ARM:

A. Atomic weights
(Based on IUPAC Atomic Weights of the Elements 1981)

l. Hydrogen = 1.00794
2. Carbon = 12.01100
3. Nitrogen = 14.00670
4. Oxygen = 15.99940



Conversion factors
(CRC Handbook 1987)
l. Lbs. to kg

2. Ft. to meters
Other factors
(Basic definitions included for exhaustivity)

0.45359237
0.3048

1. Percent = 0.01
2. Total = 100%
Physicochemical system formulas
1. Sabatier Co, + 4H, -> CH, + 2H;0

2. Oxygen generation system 2H,0 -> 0, + 2H,
3. Nitrogen supply system N ﬁ4 -> N, + 2H,
4. Methane burner CH, + 2%2 -> CO, + 2H,0

Controlled Constants

here.

These values can be easily changed as the system may
require.

The values currently being used by ARM are given

However, the user should substitute his own constants

for the particular system being modeled.

A,

Crew Cabin

1.
2.
3.
4.
5.
6.

Plan
1.

Time
1.
2.
Phys
1.

1

30 cubic meters

1225 grams/cubic meter
0.83 kilograms/man/day

Crew size

Cabin volume

Air density
oxygen conversion

Conversion efficiency 87%
Atmosphere composition

a. Nitrogen = 77.5%
b. Oxygen = 21.0%
c. Water vapor = 1.0%
d. Carbon Dioxide = 0.5%

t growth chamber
Plant growth Plots

a. Length 1.778 meters
b. Width 0.762 meters
c. Number 8

25 cubic meters
1225 grams/cubic meter
2.5 grams/square meter/hour

Chamber wvolume
Air density
Co, conversion

Conversion efficiency 90%
Atmosphere composition

a. Nitrogen = 76.0%

b. Oxygen = 18.0%

c. Water vapor = 3.0%

d. Carbon Dioxide = 3.0%
Time between readings = 8 hours

Plant cycle daylight = 16 hours
icochemical system efficiencies
Sabatier = 99%



2. Oxygen generation system = 99%

3. Nitrogen supply system 99%
E. Leakage rates . )
1. Whole air type 0.9% per day 3

2. Permeable membrane type 0.1% per day

Input Variables

Some variables will often change from one run to the
next. These must be chosen by the user depending on the
conditions being investigated. They are:

A. Initial quantities of gases in the storage buffers
l. Nitrogen
2. Oxygen
3. Water
4. cCarbon dioxide
5. Hydrogen
6. Hydrazine
7. Methane
B. Leaf Area Index (LAI)
C. Leaf growth rate

DISCUSSION

The graph in figure 1 was generated by ARM. It repre-
sents a month, January, in which no plants were growing.
Thus the leaf area index has been set to zero. The nitrogen
level can be seen to be dropping below an initial, arbi-
trarily chosen, value of 30 due to an assumed overall leak-
age rate of 1% per day. The water vapor level is initially
decreasing very slowly below 5 because of the low percentage
of water vapor contained in the atmosphere. Of course, the
gases which are not contained in the atmosphere are not seen
to be leaking. See hydrogen, for example, at 15. A peek at
the data would reveal that oxygen is leaking by about one
third as much as nitrogen. But even the graph shows that
the rate at which oxygen is dropping below 10 is greater
than the nitrogen decline. This is due to oxygen consump-
tion by the one crew member. This crew member is also
responsible for the increase in carbon dioxide. The zero
line near the bottom of the graph represents the baseline
for each gas in the buffer. It can be seen on the graph
that the excess oxygen is depleted on January 10 when the
oxygen trace reaches the baseline. At this time the oxygen
generation system will begin generating just enough oxygen
- to keep the oxygen level from dropping below the baseline.
The oxygen generation system is also responsible for the
hydrogen increase and the greatly accelerated rate of water
decline which begins on January 10.



Flgure 1.— RLSS/ARM Graph for January
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Figure 2.— RLSS/ARM Graph for February

LAl =0 NZH4 Used = 0.0 1.0% LEAK
30
——-—
05 N2
——
A
| 20 0z
—e—
1]
£ s H20
Q
5 —=—
@ coz2
% 10 e
g H2
Q 5 —ah—
CH4
O .
_5 T
30 35 40 45 50 55 60
Day of Year ————>




Notice on January 14 that the water level has dropped
to zero. At this time the Sabatier process begins operation
at exactly the right rate to keep the water level from
dropping any further. The Sabatier process causes a de-
crease in the hydrogen level and the carbon dioxide level on
January l14. It is also responsible for the production of
methane which is seen to begin on January 14. It should be
pointed out that both oxygen and water remain on the base-
line for the remainder of January. Also notice, at the top
of the graph, the label that indicates that no hydrazine was
used during January. All of the traces end on the thirty-
first, the last day of January.

The graph in figure 2 was generated by ARM immediately
after the previous graph without any user intervention.
These are the results for February. It uses the final
values at the end of January as the initial values for
February. It can be seen that the day numbers at the bottom
of the graph are days of the year rather than days of the
month, and each day ends at the corresponding mark.

On day 44 the carbon dioxide is depleted. But since
there are no plants and since both oxygen and water levels
are on the baseline, the carbon dioxide is allowed to go
below the baseline rather than use precious oxygen or water
to try to stop it.

Nothing noteworthy happens for the remainder of Febru-
ary until February 28, day number 59. On this day the
nitrogen is depleted. However, this same situation is
duplicated in the next series of graphs and will be illus-
trated at that time.

There are two very important reasons for studying the
operation of ARM with an LAI of 0. 1Initially, it gives us
an opportunity to see this operation without the further
complication of input from the biological component of the
life support system. This makes it easier to understand and
validate ARM. Secondly, this is the mode in which ARM must
operate, at least temporarily, if some misfortune destroys
"all of the plants. This will make it possible to determine
the quantities of buffer gases that must be stored for just
such contingencies.

The specifics for figure 3 are similar to those for
figure 1, except that the initial values are set somewhat
differently and the leaf area index is set to 4. The slow
leakage of water vapor from the atmosphere is more notice-
able in this graph than it was in figure 1. The wavy nature
of the oxygen trace as well as that of carbon dioxide, and
others to a lesser degree, is due to the day and night
growth cycle of the plants. The plants cause the oxygen
levels to increase and the carbon dioxide levels to decrease
until January 25 when the carbon dioxide is exhausted. At
this time the emulated methane burner converts just the
right amount of methane to hold the carbon dioxide level at



Figure 3.— RLSS/ARM Gra}gh for January
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Figure 4.— RLSS/ARM Graggh for February
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the baseline while the water level begins to rise as a by-
product. But, the methane burner also consumes oxygen and
this, too, begins to decline on January 25. .

In figure 4 we see that the oxygen is exhausted by day
number 39. This activates the oxygen supply system which
begins using the excess water to produce oxygen and hydro-
gen. Even though twice as much hydrogen is generated as
oxygen, the hydrogen is seen to rise very slowly. This is
due to the low mass of hydrogen.

Until now, no hydrazine has been consumed. This is
indicated at the top of figures 3 and 4. However, as in
figure 2, the nitrogen is depleted on day 59. There are now
three gases on the baseline. Since nitrogen reaches the
baseline on February 28, we will not see the effects of this
until March 1.

In figure 5 we first notice that the Nitrogen Supply
System that was activated on February 28 consumes hydrazine
and prevents the nitrogen from falling below the baseline.
But, of course it has no effect on the water level, which is
also falling. Thus, we see the excess water depleted on day
63. At this time we have four gases at the baseline. These
four are carbon dioxide, oxygen, nitrogen, and now water.

It is clear that these four cannot all be maintained as
leakage continues. We have essentially the same problem as
seen in figure 2 when carbon dioxide reached the baseline.
We also have the same solution. Carbon dioxide is allowed
to deteriorate below the baseline. You will notice on the
graph of figure 5 that carbon dioxide drops below the base-
line just as water is coming onto the baseline on day 63.
This leaves water, nitrogen, and oxygen on the baseline.

The Nitrogen Supply System continues to generate both nitro-
gen and hydrogen. But this is not enough to prevent the
large drain on the hydrogen supply from using all of the
reserve supply of hydrogen. This occurs on day 87. Now
the Nitrogen Supply System is called upon to balance the
hydrogen drain caused by maintaining the water supply at the
baseline. As we saw, the drain on the water supply was
caused by a shortage of oxygen. This, in turn, was caused
by a lack of carbon dioxide. We will come back to the
carbon dioxide in a moment. On day 87, in order for the
Nitrogen Supply System to balance the hydrogen, it must also
generate huge amounts of nitrogen. This is why the nitrogen
level is seen sailing off the top of the graph on day 88.

The system is now in desperate straits. During the
month of March the RLSS used 120 kg of hydrazine, mostly in
the last few days. During the month of April the systenm is
able to keep hydrogen, oxygen and water at the baseline, but
only with a huge consumption of hydrazine as indicated by
the label at the top of figure 6, almost 26 metric tons.
This indicates that the physicochemical system will do
everything it can to maintain the baseline integrity until
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Flgure 5.— RISS/ARM Graph for March
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it totally runs out of resources. We can only hope that
never happens. '

Now, returning to the carbon dioxide. We have seen
that this whole breakdown of the system was first initiated
by the shortage of carbon dioxide. There are auxiliary
sources of carbon dioxide that can prevent the system from
running down once they are utilized. This includes the
recycling of waste and the eating and digesting of food
which will likely be resupplied from Earth. If these fac-
tors are figured in, we will see a totally different end
result. It is therefore very likely that a future version
of ARM will include these features.

Important Discovery

This procedure is probably known, but it was a chal-
lenge for me. In order to keep the RLSS in balance it is
quite important to poll the different gas supply systems in
an appropriate sequence. So far, I have found only one
sequence that works. This is an important understanding,
not only for a simulation model, but also for a computer
control system. The sequence used by ARM is given in table
1. Ceiling checks will not be done by