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A PROGRESSIVE DATA COMPRESSION SCHEME BASED UPON ADAPTIVE TRANSFORM CODING!
Mixture Block Coding of Natural Images
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Abstract

A method for efficiently coding natural images using a vector-
zed transform source coder is presented.  The
Coding (MBC), incorporates variable-rate coding

¢ transform (DCT) source coders.
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Wkhen using traditional vector quantizers for coding images, small
blocksizes are used to limit the size of the required quantizer codeboor.
But, when coding natural images with a very small number of bits it is

desirable to use as large a blocksize as possible to take maximum
advantage of the high inter-pixel correlations. In general. this blocksize is
usually Jarger than vector quantization techniques can comfortably handle.
One mcthod to overcome this probiem incorporates subsampled sector
quantization [2], but little has been done Lo use traditional vector quanti-

zation with variable-rate coding.

Small codebooks are needed because the best performing vector
quantization techniques (i.e,, the LBG method [3)) are clustering techni-
ques whose codebooks are very enstructured. As a result. the codebooks
If a codebook is designed to be less
computationally intensive, such as with lattice quantizers [4]. or pyramid
vector quantizers [3). the attainable distortion per codeword increases {of a

are difficu!t to construct and use.

given coding rate.

1This work was supported by the NASA Goddard Space Flight Center
under grant NAG 5-916.
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Trarsforn coding technigues easily allow for the use of large block-
sizes so high dala compression ratios can be attained. But. it is difficult
to keep good high-detail resolution when using large transform blocksizes
[6). This is true since most methods code only the low-frequency high-
energy transform cocfficients {7].
ficients are uften ignored.
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information about the image's finer detail iinage quality suffers.
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In section 2 the threshold driven MBO coding algotithm is dis-
Alsa, the required overhead sent to the receiver to describe the
final block structure of the coder is presented.

cussed,
Section 3 is a presentation
of the MBC progressive transmission (MEC/PT) madification. In sections
4 and 5 the transform coder and the vector quantizers used in the example
are shown. And finally, several examples are presented.

2 The Threshold Driven Structure of MBC

As mentioned above, each block of the image is coded using only a

number of transform coefficients.  The diflerence between the
original image and the coded image block is measured, and il the
difference does not fall below a predetermined threshold, the block is
divided into four smaller blocks and recoded. A new threshold is then
applied to see if any of these blocks need (o be divided further.  This
divide-and-test algorithm is continued until the entire image is coded with
distortion that is less than the block threshold levels or the smallest
blocksize is reached.

small

The monochrome images are coded using the maximum absolute
difference distortion measure.
d = max,ix,-y,}
where the range of i is taken over the image block being coded. and y, is
the coded value of pixel x;. For cclor images the maximum mean square

difference 1s used, I
d= maX,J(X.-)'.)T(X.-Y.)/i‘

where y; is the coded value of color pel x,.
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To demonstrate the MBC method consider the coding of an
example image segment. In the following it is assumed the image is coded
with a starting blocksize of 16x16 and a sinaliest blocksize of 2x2,

First, a 16x16 block iz coded, using the DCT methed described
below. and the distortion bevel for the block is measured. If this distortion
is greater than the predetermiined maximum level for 16x16 blocks,
dmin(16x16), the bleck is divided inte four 3x3 blocks for additienal
coding.  Afier each of the 3x% blocks is coded their resulting distortion
levels are comypared with the $x3 distortion level. dmin{8x8). This
process is continued uatil the only image blocks not meeting their given
Since 2x2 is the smallest
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reception of images is nonaesthetic, the need to update the image on a
frame-by-frame basis (or progressive hasis) has arisen.  In general, most
methods found in the literature are concerned with perfect recanstruction
of the image. The image is transmitted on a continually improving basis
until it is completely transmitted so that'it can be reconstructed without
error. This requires the transmissicn of far more data than is needed to
attain a visually pleasing recomstruction of the image (as is the case
considered here). But, much of this literature is directly applicable to the
low-rate images PT method
reconstructs a vizually acceptable field within a limited number of passes

[e.g., 12].

In the previous section a single an example 16x 16 block was coded
by passing through all of the necessary blocksizes before moving on to the
next 16x16 blewk. DBut, if the entire passed through for cach
blocksize and the difference image is save for additional coding as is
necessary in the next pass. the MBC method can be used as a PT coder. If
cach pass is immediately transmitted, the receiver can be reconstructing a
crude representation of the image using these larger blocksize coeflicients
Al passes after the first need
coding information received
in subsequent passes is added to the ~already waiting” image of the
The image is updated using smaller blecks so it acquires more
Since these blocks are of smaller size, each pass
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4 The Transform Coder

If a large block does not adequately code a given image region, it
is divided into smaller blocks and recoded. So there is no strict advantage
in using a large number of coefficients 10 code any particular bloct
fact, there is a tradeo{l between expending more effort coding the larger
and coding the larger blocks

size. In
blocks so fewar smaller blecks are used.
minimally so to let the threshold aigorithm assign more smaller blocks for
coding.

For the examples of this paper it was chosen to code each biock
with only four DCT transform coefhicients. including the dc and three
lowesl order frequency coefficients (Figure 4). This was done, not so much
1o attain the best overall coding rate. but. to strike a median between PT
coders which code a minimum of information about a given block (8] and
those which code a large amount of information per block [9]. This accom-
plishes two things. Firsuy, it shows an image can be adequately coded in
a relatively small number of passes {four for the examples herc) using a
small number of transform coefficiznis at each pass, and secondly, it shows
Uiat this can be done using a simple coding algorithi for each pass. In
addition, when using the same transform coder f{or each pass it is also
possible to use share the same vector quantizer between all of the passes.
This saves quantizer design 2fTort.




§ The Quantizers

The following four paragraphs describe the quantizers used to code
the examples discussed in section 5 of this paper. The remaining para-
graphs discuss the details of LBG quantizers used.

When the MBC method was used t» code monochrome images.
the dc transform coefficients were coded with an 8-bit linear scaler
quantizer (LSQ), and the ac transform coefficients were coded as a single
3.dimensional vector using an LBG vector quantizer whose codebook was
of size 256.

When the MBC/PT method was used to code monochrome
images, the quantizers for the first pass were different than those cf
subsequent passes. The these later passes code difference images that have
nearly zero means blocks, while the first pass deals with the original image
which is rot zero mean. The de coefficients for the first pass were coded
with an 8-bit LS In subsequent passes, the dc coefficients were coded
with a 5-bit optimal laplacian scalar quantizer (OLSQ) {1t The non-de
cosfficients were coded the same for all passes using an LBG vecter
quantizer whose codebook contzined 236 vectors.

The three non-de coefficients of the YIQ images, swhen using the
method MEC, were quantized with a vector quantizer ahose codebook
contained 1024 vectors. The de Y-components were quantized with an &
bit LSQ and the de I+ and Q- components were coded with 2 3-bit OLSQ.

As with the wonochrome MBC/PT method. the YIOQ MBC/PT
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6 Results

#11 of the examples, as listed in Tables 3.6, use the 312x3512 RGB
worian/hat picture of the UCLA database. The monochrome examples
use the green {G) color field, while the YIQ images are made using the
RGE to YIQ trancformation matrix of [12].  All the examples use a
starting blocksize of 16x16 and a final blocksize of 2x2. These tables list
the number of blocks coded for ¢ach blocksize, and the thresholds used to
test the quality of the coding passes. Also, the MBC/PT tables list the
average coding rate that has accumulated zfter each pass.

This rate is based upon the average cf the coding bits as spread
across the entire image, without concern for what fraction of the image is
coded within any particular pass. These rates represent the coding rate
that is required to code the image if the coder where to stop with that
particular pass. Since the remaining passes are yel 1o be coded. the image
percentage coded within the indicated pass must be updated to include the
image percentages coded in all of subsequent passes. For example,
consider the MBC/PT rate of Table 4 when stopping at 4x4 blocks. In

his case, the rateis 1358 bits/pel, and the percentage of blocks coded with
4x4 blocks is 25.25 percent.

To code the monochrome image with MBC/PT only requires an
svtra 011 bits/pel over MBC. The overhead necded to code any given
mage is a function of the LBG codebook, and the codeboak is a function
the training set used. A differently constructed codebook could offer
Siferent results. It is interesting to note that the YIQ MBC/PT method
requires less coding rate to obtain the same image guality (PSNR} as is
chizined when using MBC alone. It is clear that MBC/PT does not
require excessive overhead to add the desirable P'T feature.
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Table 1.

Vector quantizer scale factors for monochtome images.

Blocksize scale factor
16x16 60
8x8 35
4%4 20
2x2 10
Table 2.

Vector quantizer scale factors for YIQ images.

Blocksize scale factor
16x16 80

8x8 35

4x4 20

2x2 10
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Table 3.

Monchrome MBC rate (bits/pel) g
. . . . . 10 8
min blocksize #blocks S%image PSNR - rate  threshold
10x16 5333 52,05 23.11dB - 33 19 3x3
&x3 1043 25.59 26.22 - 33
EEE 2450 12.01 29.61 - 33
4x4 6
242 2336 4.36 31.01 479 - *
16x16
i
Table 4.
Monchrome MBC/PT rate {bits/pel)
4 6
min blecksize Zblecks Y%image  PSNR rate  threshold
16x10 1024 1G0.00  23.13dB .063 33 |
8x8 19410 47,48 26.42 170 33 ’.
4xd 3520 2148 2996 358 33 ]
22 2072 37T 3004 490 - : ‘
Figure 1. Example coded 16x16 block
Table 3.
YIQ MBC rate {(its/pel) ;
1 | 2
min blocksize #hlocks %image  PSNR - rate  threshold i
£ 15 50 5762 2409 dB - 12 :
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