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Under this NASA contract the University of Alabama in Huntsville (UAH) was to provide the following:

1. identification of oritical flow problems related to propulsion systemes and identify computetionsl fluid dynamics (CFI) resources for apflication to these problems;
2. promotion of ofi technolos; from research zonters to technology development centers and direct the applicetion of CFD as a design tool;
3. encourage industry and university participation in CFD/propulsion research activities through their own internal and external funds;
4. provide peer review to CFD/propulsion programs;
5. direct the verificetion and validation of CFD nethodologies as they are spplied to propulsion problems.

Items $1-4$ of the proposed UAH tasks above have been accomplished through the establishment of four frinciple Investigater working Groups of Technology Teams under the Consortium for Computational Fluid Dyramics Application in Propulsion Technology (see rigures 1 and 2) established by the CFD Eranct. at NASA/MSFC. Coordingtion of these activities has been through the consortium for Computational Fluid Dynamics (CCFD), established at and by UAH for this purpose. The four established technology teans are:

- Turbine Stage Technology Team
- Pump Stage Technology Team
- Combustion-Driven Flow Technology Team
- Complex Flow Paths Technology Team

The tectnical management of each of these teams is controllat by a ztaff member from the CFD Branch at NASA/MSFC and the member: of each technical team are from the member organizations in the CCFD (see Figure 3).

The published objectives and tasks of the CCFD ars listed below.

Objectives:

1. Focus CFD applications in propulsion
a. ETO
i. Direct baseline program towards improved zccuracy, stability and efficiency
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b. $\operatorname{cst}_{1}$
i. Stimulate CFD validation towards propulsion flows
ii. Direct applications codes toward design tools and advanced herdware technology concepts
2. Identify national CFD propulsion requirements
3. Stimulate a forum for government, irdustry, and university interactions
A. Encourage industry to partioipate in CrD developmert with IRAD furide
5. Provide synergism in the OFD community
6. Provide peer review of CFD programs

Tasks:

1. Develop a plan to apply CFD to current and future propulsionsystems
a. Identify and rank oritical flow problems related to propulsion systems
b. Identify national CFI related resources
c. Define high performance computing requirements to accomplish CFD for propulsion applications
2. Direct CFD techrology development to propulsion appiications
3. Assess and validate CFD applications in propulsion systems
a. Develop evaluation criteria
b. Define and implement benchmark validation c. Define and implement validation tests
4. Hirect the application of CFD design tools towards advanced hardware technology concepte
5. Accelerate the transfer of CFD technology from universities and research centers to industry and hardwere development centers

Three of the Technology Teams are well established and have been meeting for about one year; the fourth, the Complex Flow Fathw Technology Team, is in start-up phase. These teams have beeri very useful in identifying current design issues and promoting CFD solutions to these problems. The quarterly meetings have been ueeful in driving the progress of the work and coordinating the scheduling of results by various organizations.

Items 1 and 5 of the proposed UAH tasks mentioned previously have been carried out by the principal investigator, one research associate and four graduate students at UAH. Three specific
projects were accomplished to support these tasks.
One effort involved geometric modeling and numerical grid generation using a softwore tool called GENE. This work was carried out in collaboration with an engineer at msfo. whe work was explanstion of how to use this software and a series of computational results are giver in Appendi: 1.

Another effort to support the OFD Eranch has been the analysis and optimization of a large CFD code, ROTOR. The results of this investigation and the analysis of ROTOR are included in Appendix 2 .

A third effort has beer a validation of an equilibrium chemistry model. The result三 of this analysis are included in

It was agreed between UAH and MSFC that during the initial implementation of the four technology teams that the development of the Consortium Council (see Figures 1 and 2 ) be delayed.

It is recommended that the implementation of the council be considered for 1991. The Technology Teams (Principal Investigator Working Groups) will be well established by then and the overall propulsion program will have benefited from their efforts. This would also be the appropriate time to establish a communication network among government, industry and university consortium members. This network would include newsletters and brochures.

APPENDIX 1

## INTRODUCTION

This report explains the activities that were carried out in order to generate a grid on the IRIS silicon Graphics workstation. The IRIS is a graphics workstation that allows the user to see a graphical representation of a solution for a particular problem. The grid generation tool that was used is called GENIE. GENIE is a $2-\mathrm{D}$ and $3-\mathrm{D}$ geometry modeling and grid generation tool that is available on the IRIS workstation.

To access the IRIS workstation, the user must input the login number and the password. The syntax for this interaction are:

| Prompt | Input |
| :--- | :--- |
| login: | Enter lagin number and return |
| password: | Enter password and return |

The user gets a prompt on the screen that contains the rame of the workstation with a rumber. The syntax of this prompt is:
[ (deckard) or (rachel) ].logname\#: ]

In order to differentiate the different workstations that are available, different names were given to them. The names of the ones that are available are deckard and rachel. For more information on the naming convention, the system administrator should be consulted.

To run GENIE on the worlstation, the user command is genie. The IRIS workstation runs on the UNIX operating system. This means that all commands will be written in lower case letters because of UNIX sensitivity to upper case letters.

As an example of how to use this tool, a $51 \times 2190$ degres duct is generated. The planes for this grid are:

| Streamwise | (1-value) | Planes |
| :---: | :---: | :---: |
| 1 |  | -0.5D |
| 3 |  | -0.25D |
| 5 |  | 0 deg. D |
| 15 |  | 30 deg. D |
| 25 |  | 60 deg. $D$ |
| 30 |  | 77.5 deg. $D$ |
| 34 |  | 30 deg . |
| 36 |  | 0.25 D |
| 37 |  | 0.4 D |
| 51 |  | 2.5D |

GENIE is a menu-driven program. The user defines the problem domain through interaction with the program. To define the boundaries for particular geometry, the first item (defining the boundaries) is selected. After this, the second item (creating the grid patches) is chosen in order to create the patches that are needed to generste the grid. In order to plot, the user picks the plotting item in the menu. All the data that will be required by the program in order to run makes up the data file. By default, this is stored in fort.20. In order to prevent this file from being overwritten the next time a user runs GENIE, the file can be renamed or copied to another file using the UNIX command to move (mv filel fine2) or copy (op filel file2). The data file can be edited by using the editors that are available on the workstations. Once the user finishes the
interaction wi the plotting routine, a giphical solution to the problem that was defined by the user is viewed on the screen. The output file (solution) is stored by default in fort. 47. This is a binary file. An example of a data file can be found in Part A.

To plot the solution for the grid mentioned above, the steps that were followed are located in Part E. The plotting package used was Plot3d 3.5. Plot3d 3.5 is a $2-\mathrm{D}$ and 3-D plotting package from NASA/Ames. The next step that was taken was stacking the $2-\mathrm{D}$ solution into 3-D. A gridstack program was written in order to accomplish this function. Eince the output file that was generated by running GENIE was a binary file, this file had to be converted to a formatted file. In order to do titis, Plot3d 3.5 was accessed again. The binary file was ther read by inputting

$$
\text { re/bin/x=fort. } 47
$$

The syntax of the command to convert a birary file to a formatted file is

$$
\text { list } x y z / \text { formatted/x=outputfile }
$$

The output file is specified by the user. This output file will be the input file to the gridstack program. The gridstack program is called gridstack.f. The program is written in FORTRAN. The program serves as a template in the sense that a user can run a different grid simply by changing the dimension size to reflect the size of the grid. The grid is stacked in the ?direction using spacing from the Y-direction at inlet plane ( $1=1$ ). This program is located in Part $C$. This program was used to stack $51 \times 31,51 \times 41,101 \times 41,101 \times 61$, and $101 \times 81$ grids. The gridstack program is compiled by using the compile command available on the IRIS. This command is
f77 filename (in this case, gridstack.f)

To execute the file, the execute command is used. For this particular program, the execute command is
gridstack.f -o gridstack

For more information on these two commands, the system administrator should be consulted. Using the gridstack routine, the input file in this case was called induct. fmt and the output file outduct.fmt.

After compiling and executing the gridstack program, Plot3d 3.5 was accessed. Since the output file ereated by executing the gridstack program was a multigrid, the read command
was

The sequence
The different commands that followed are located in Part $D$.
plots that are generated can be found in Part $E$.

## CONCLUSION

GENIE was used to do geometry modeling and grid generation in support of engineering analysis ot MSFC. It is recommencied that the newer version of GENIE be implemented on the silicon Graphics 4-D systen. This system is not currently available, but its acquisition is highly recommended.

```
    PROMPTING
    jito
    NUMBER OF POINTS IN THE I DIRECTION = 51
    NUMBER OF POINTS IN THE J DIRECTION = 21
    ACTIVITY OPTION 1: DEFINING BOUNDARIES
    *NDICES ARE 1 51 1 1 FOR BOUNDARY 1
-.JUMBER OF SEGMENTS= 9
    1 3 ARE THE INDICES OF SEGMENT 1 OF BOUNDARY 1
    SEGMENT TYPE 2 STRAIGHT LINE
LINE OPTION 1 USING 2 END POINTS
INPUT POINTS ARE --.5000 -1.8000 AND - -.2500 -1.8000
PACK OPTION=0 EVEN SPACING
    3 5 ARE THE INDICES OF SEGMENT 2 OF BOUNDARY 1
    SEGMENT TYPE }2\mathrm{ STRAIGHT LINE
    LINE OPTION 1 USING 2 END POINTS
    INPUT POINTS ARE --.2500 -1.8000 AND .0000 -1.8000
    PACK OPTION=0 EVEN SPACING
        5 15 ARE THE INDICES OF SEGMENT 3 OF BOUNDARY 1
    SEGMENT TYPE 4 CIRCLE
    ZIRCLE OPTION 3 USING 3 POINTS
    FIRST END POINT IS .0000 -1.8000
    OTHER END POINT IS .9000 -1.5588
    IHIRD POINT ON CIRCLE IS .4659 -1.7387
    PACK OPTION=0 EVEN SPACING
    NO, GOING COUNTERCLOCKWISE
    1 5 2 5 ~ A R E ~ T H E ~ I N D I C E S ~ O F ~ S E G M E N T ~ 4 ~ O F ~ B O U N D A R Y ~ 1 ~
    SEGMENT TYPE 4 CIRCLE
    CIRCLE OPTION 3 USING 3 POINTS
    FIRST END POINT IS .9000 -1.5588
    OTHER END POINT IS 1.5588 -.9000
    THIRD POINT ON CIRCLE IS 1.2728 -1.2728
    'ACR OPTION=0 EVEN SPACING
NO, GOING COUNTERCLOCKWISE
    25 30 ARE THE INDICES OF SEGMENT 5 OF BOUNDARY 1
    SEGMENT TYPE 4 CIRCLE
    CIRCLE OPTION 3 USING 3 POINTS
    FIRST END POINT IS 1.5588 -.9000
    OTHER END POINT IS 1.7573 -. 3896
    THIRD POINT ON CIRCLE IS 1.6751 -..6597
    PACK OPTION=0 EVEN SPACING
    NO, GOING COUNTERCLOCKWISE
    30 34 ARE THE INDICES OF SEGMENT 6 OF BOUNDARY 1
    SEGMENT TYPE 4 CIRCLE
    CIRCLE OPTION 3 USING 3 POINTS
    FIRST END POINT IS 1.7573 -. 3886
    OTHER END POINT IS 1.8000 .0000
    THIRD POINT ON CIRCLE IS 1.7884 -. 2038
    PACR OPTION=0 EVEN SPACING
    NO, GOING COUNTERCLOCKWISE
    34 36 ARE THE INDICES OF SEGMENT }7\mathrm{ OF BOUNDARY 1
SEGMENT TYPE 2 STRAIGHT LINE
LINE OPTION 1 USING 2 END POINTS
INPUT POINTS ARE 1.8000 .0000 AND 1.8000 . 2500
PACK OPTION=0 EVEN SPACING
    36 37 ARE THE INDICES OF SEGMENT 8 OF BOUNDARY 1
```

```
    SEGMENT TYPE 2 STRAI T LINE
    LINE OPTION 1 USING 2 END POINTS
    INPUT POINTS ARE 1.8000 . 2500 AND 1.8000 . 4000
    PACK OPTION=0 EVEN SPACING
    37 51 ARE THE INDICES OF SEGMENT 9 OF BOUNDARY 1
    ;EGMENT TYPE 2 STRAIGHT LINE
    LINE OPTION 1 USING 2 END POINTS
```



```
    INDICES ARE 1 51 21 21 FOR BOUNDARY 2
    NUMBER OF SEGMENTS= 9
        1 3 ARE THE INDICES OF SEGMENT }1\mathrm{ OF BOUNDARY 2
    SEGMENT TYPE }2\mathrm{ STRAIGHT LINE
    LINE OPTION 1 USING 2 END POINTS
    INPUT POINTS ARE -.5000 -2.8000 AND -.2500 -2.8000
    PACK OPTION=0 EVEN SPACING
        3 5 ARE THE INDICES OF SEGMENT 2 OF BOUNDARY 2
    SEGMENT TYPE 2 STRAIGHT LINE
    LINE OPTION 1 USING 2 END POINTS
```



```
    PACK OPTION=0 EVEN SPACING
        5 15 ARE THE INDICES OF SEGMENT 3 OF BOUNDARY }
    SEGMENT TYPE 4 CIRCLE
    CIRCLE OPTION 3 USING 3 POINTS
    FIRST END POINT IS .0000 .- -2.8000
    OTHER END POINT IS 1.4000% -2.4249
    THIRD POINT ON CIRCLE IS . 7247 -2.7046
    PACK OPTION=0 EVEN SPACING
    NO, GOING COUNTERCLOCKWISE
        15 25 ARE THE INDICES OF SEGMENT 4 OF BOUNDARY 2
        SEGMENT TYPE 4 CIRCLE
CIRCLE OPTION }3\mathrm{ USING 3 POINTS
    FIRST END POINT IS 1.4000 -2.4249
    OTHER END POINT IS 
    THIRD POINT ON CIRCLE IS 1.9799 -1.9799
    PACK OPTION=0 EVEN SPACING
    NO, GOING COUNTERCLOCKWISE
        25 30 ARE THE INDICES OF SEGMENT 5 OF BOUNDARY 2
    SEGMENT TYPE 4 CIRCLE
CIRCLE OPTION 3 USING 3 POINTS
FIRST END POINT IS 2.4249 -1.4000
OTHER END POINT IS 2.7336 -.6060
THIRD POINT ON CIRCLE IS 2.6052 -1.0262
PACK OPTION=0 EVEN SPACING
NO, GOING COUNTERCLOCKWISE
    30 34 ARE THE INDICES OF SEGMENT }6\mathrm{ OF BOUNDARY 2
SEGMENT TYPE 4 CIRCLE
CIRCLE OPTION 3 USING 3 POINTS
FIRST END POINT IS 2.7336
                                -.6060
OTHER END POINT IS 
THIRD POINT ON CIRCLE IS 2.7820
PACK OPTION=0 EVEN SPACING
NO, GOING COUNTERCLOCKWISE
    34 36 ARE THE INDICES OF SEGMENT 7 OF BOUNDARY 2
SEGMENT TYPE 2 STRAIGHT LINS
```

LINE OPTION 1 USING 2 END POINTS
INPUT POINTS ARE 2.8000 . 2000 AND 2.8000 . 2500
PACK OPTION=O EVEN SPACING
3637 ARE THE INDICES OF SEGMENT 8 OF BOUNDARY 2
SEGMENT TYPE 2 STRAIGHT LINE
LINE OPTION 1 USING 2 END POINTS
INPUT POINTS ARE 2.8000
PACK OPTION=0 EVEN SPACING . 2500 AND 2.8000 . 4000
3751 ARE THE INDICES OF SEGMEN
SEGMENT TYPE 2 STRAIGHT LINE
LINE OPTION 1 USING 2 END POINTS
INPUT POINTS ARE $2.8000 \quad .4000$ AND $2.8000 \quad 2.5000$
$\begin{array}{llllll}\text { PACK OPTION=0 } & \text { EVEN SPACING } & & \\ \text { INDICES ARE } & 1 & 1 & 1 & 51 & \text { FOR BOUNDARY }\end{array}$
NUMBER OF SEGMENTS = 1
SEGMENT TYPE 2 STRAIGHT LINE
LINE OPTION 1 USING 2 END POINTS
INPUT POINTS ARE $-\mathbf{-} 5000 \quad-1.8000$ AND $-.5000 \quad .2 .8000$
PACK OPTION=7 PACKED ON BOTH ENDS USING HYPERBOLIC TANGENT STRETCHING
WITH SMALLEST INTERVAL $=.0025000$
SMALLEST INTERVAL IN SECOND SECTION $=.0025000$
INDICES ARE $5151 \quad 1 \quad 21$ FOR BOUNDARY 4
NUMBER OF SEGMENTS = 1
SEGMENT TYPE 2 STRAIGHT LINE
LINE OPTION 1 USING 2 END POINTS
INPUT POINTS ARE 1.8000
2.5000 AND $2.8000 \quad 2.5000$

PACK OPTION=7 PACKED ON BOTH ENDS USING HYPERBOLIC TANGENT STRETCHING
WITH SMALLEST INTERVAL= .0025000
SMALLEST INTERVAL IN SECOND SECTION $=.0025000$
ACTIVITY OPTION 2: CREATING GRID PATCHES
INDICES ARE 1511121 FOR PATCH 1
ACTIVITY OPTION 3: CREATING AUTOPATCHES
ACTIVITY OPTION 5: PLOTTING
1 PLOTS IN PLOT SET 1
OUTER BORDER TO BE DRAWN ON PLOT 1
1 PATCHES TO BE DRAWN ON PLOT 1
INDICES ARE 1511221 FOR PATCH 1 ON PLOT 1
ACTIVITY OPTION 8: OUTPUTTING FILE(S)
YES, GRID IS TO BE OUTPUT
YES, INPUTS ARE TO BE OUTPUT

```
    PROMPTING
    vito
    NUMBER OF POINTS IN THE I DIRECTION = 101
    NUMBER OF POINTS IN THE J DIRECTION =
        81
    \CTIVITY OPTION 1: DEFINING BOUNDARIES
        ANDICES ARE 1 101 1 1 FOR BOUNDARY
        NUMBER OF SEGMENTS = 9
        1 5 \text { ARE THE INDICES OF SEGMENT 1 OF BOUNDARY I}
        SEGMENT TYPE 2 STRAIGHT LINE
        LINE OPTION 1 USING 2 END POINTS
        INPUT POINTS ARE - -.5000 -1.8000 AND - % 2500 - 1.8000
        PACK OPTION=0 EVEN SPACING
        SEGMENT TYPE 2 STRAIGHT LINE
        LINE OPTION 1 USING 2 END POINTS
        INPUT POINTS ARE - -.2500 -1.8000 AND .0000 -1.8000
        PACK OPTION=0 EVEN SPACING .0000 -1.8000
        9 29 ARE THE INDICES OF SEGMENT 3 OF BOUNDARY 1
        SEGMENT TYPE 4 CIRCLE
        CIRCLE OPTION 3 USING 3 POINTS
        FIRST END POINT IS .0000 -1.8000
        OTHER END POINT IS .9000 -1.5588
        THIRD POINT ON CIRCLE IS .4659 -1.7387
        PACK OPTION=0 EVEN SPACING
    NO, GOING COUNTERCLOCKWISE
        2949 ARE THE INDICES OF SEGMENT 4 OF BOUNDARY 1
        SEGMENT TYPE 4 CIRCLE
        CIRCLE OPTION 3 USING }3\mathrm{ POINTS
        FIRST END POINT IS . 9000
        OTHER END POINT IS
        1.5588 -.9000
    -PACK OPTION=0 EVEN SPACING
        NO, GOING COUNTERCLOCKWISE
```



```
        SEGMENT TYPE 4 CIRCLE
        CIRCLE OPTION 3 USING }3\mathrm{ POINTS
        FIRST END POINT IS 1.5588 -.9000
        OTHER END POINT IS 1.7573 - -. 3896
    THIRD POINT ON CIRCLE IS 1.6751 -.6597
    PACK OPTION=0 EVEN SPACING
    NO, GOING COUNTERCLOCKWISE
        5 9 6 7 ~ A R E ~ T H E ~ I N D I C E S ~ O F ~ S E G M E N T ~ 6 ~ O F ~ B O U N D A R Y ~ 1 ~ \$
        SEGMENT TYPE 4 CIRCLE
    CIRCLE OPTION }3\mathrm{ USING }3\mathrm{ POINTS
    FIRST END POINT IS 1.7573 -. 3886
    OTHER END POINT IS 1.8000 .0000
    THIRD POINT ON CIRCLE IS 1.7884 -. 2038
    PACK OPTION=0 EVEN SPACING
    NO, GOING COUNTERCLOCKWISE
        67 71 ARE THE INDICES OF SEGMENT 7 OF BOUNDARY 1
    SEGMENT TYPE 2 STRAIGHT LINE
    LINE OPTION 1 USING 2 END POINTS
    INPUT POINTS ARE 1.8000 1.0000 AND 1.8000 . 12500
    PACK OPTION=0 EVEN SPACING
    7173 ARE THE INDICES OF SEGMENT 8 OF BOUNDARY
```


LINE OPTION 1 USING 2 END POINTS
INPUT POINTS ARE 2.8000 . 2.8000 AND 2500
PACR OPTION=0 EVEN SPACING7173 ARE THE INDICES OF SEGMENT 8 OF BOUNDARY 2EGMENT TYPE 2 STRAIGHT LINE
LINE OPTION 1 USING 2 END POINTS
INPUT POINTS ARE 2.8000 . 2500 AND 2.8000 . 4000
PACK OPTION $=0$ EVEN SPACING73101 ARE THE INDICES OF SEGMENT 9 OF BOUNDARY 2
SEGMENT TYPE 2 STRAIGHT LINE
LINE OPTION 1 USING 2 END POINTS
INPUT POINTS ARE ..... 4000 AND
2.8000 ..... 2.5000
PACK OPTION=0 EVEN SPACING
INDICES ARE 111181 FOR BOUNDARY 3
NUMBER OF SEGMENTS= 1
SEGMENT TYPE 2 STRAIGHT LINE
LINE OPTION 1 USING 2 END POINTS
INPUT POINTS ARE $-.5000 \quad-1.8000$ AND -.5000 . 2.8000
PACK OPTION=7 PACKED ON BOTH ENDS USING HYPERBOLIC TANGENT STRETCHING
WITH SMALLEST INTERVAL $=.0025000$
SMALLEST INTERVAL IN SECOND SECTION $=.0025000$
INDICES ARE 101101NUMBER OF SEGMENTS= 1
SEGMENT TYPE 2 STRAIGHT LINE
LINE OPTION 1 USING 2 END POINTS
INPUT POINTS ARE 1.8000 2.5000 ANDPACK OPTION=7 PACKED ON BOTH ENDS USING HYPERBOLIC TANGENT STRETCHING
WITH SMALLEST INTERVAL= . 0025000SMALLEST INTERVAL IN SECOND SECTION $=.0025000$
ETIVITY OPTION 2: CREATING GRID PATCHES
-INDICES ARE 1101181 FOR PATCH 1ACTIVITY OPTION 3: CREATING AUTOPATCHESACTIVITY OPTION 5: PLOTTING1 PLOTS IN PLOT SET 1
OUTER BORDER TO BE DRAWN ON PLOT ..... 11 PATCHES TO BE DRAWN ON PLOT 1
INDICES ARE 1101181 FOR PATCH 1 ON PLOT 1ACTIVITY OPTION 8: OUTPUTTING FILE(S)YES, GRID IS TO BE OUTPUTYES,INPUTS ARE TO BE OUTPUT

PART B

In order to plot on Plot3d_3.5, the following commands are followed:

1) Access Plot3d_3.5 by inputting plot3d_3.5 at the prompt.
2) Read the file that will be the input file to Plot3d_3.5. The format to read in Plot3d_3.5 is:
re/ for or bin or unfor/ $x=$ name of the input file.
The file created by running GENIE is a binary file.
This means that using the above format, the read command will be re/bin/x=fort.47.
3) Plot3d_3.5 allows the user to set the background of the screen during plotting. The syntax for this is bg \#, where \#, by default represents the number representations of the different colors that are available in the software package. The different colors that are available can be found in the Plot3d_3.5 user manual. I used a white background and the command is : bg 1.
4) At the prompt, enter wa. The following sequence of commands and input follows: Command
wa 1, grid 1
Enter I start ([,end],[,inc] ):
a
Enter J start ([,end],[,inc] ):
a
Enter K start ([,end],[,inc]):
a
Line Hidden, Line, or Shaded-Surface:
Enter Color:
Enter Line Type:
Enter Line Thickness Factor:
Enter Symbol Type:
Enter Symbol Size Factor:
By inputting a, the user is specifying to the package that all of the data in the I, J, K direction should be used. After going through these sequence, the user can plot by using the pl command. This plot
will be a 2-D plot. The plot is checked in order to make sure that it conforms to right hand co-ordinate system.. For more information on Plot3d_3.5, the user manual should be consulted.

PART C
this is a gridstack program that stacks a 2d grid to 3d
the dimension size reflects the size of the grid
DIMENSION X1(101,81,2), X2(101,81,81,3), X3(101,81,2)
C The input file to this program is the formatted file that was Generated by plot 3d using the list command
open ( 5 , form='formatted', file='grid3.fmt')
C READ Open ( 6 , form='formatted', file='outduct.fmt')

100
$\operatorname{READ}(5, *)$ IMAX , JMAX
$\operatorname{READ}(5, *)(((X 1(I, J, L), I=1, I M A X), J=1, J M A X), L=1,2)$
JMAXP $1=$ JMAX +1
DO $100 \mathrm{~J}=1$, JMAX
DO $100 \mathrm{I}=1$, IMAX
$X 3(I, J M A X P 1-J, 1)=X 1(I, J, 1)+0.5$

C INITIALIZE THIRD DIMENSION MAXIMUM INDEX AND BLOCK SIZE
KMAX $=$ JMAX

DO $200 \mathrm{~J}=1$, JMAX
DO $200 \mathrm{I}=1$, IMAX
$X 2(I, J, K, 1)=X 3(I, J, 1)$
$\mathbf{X 2}(I, J, K, 2)=X 3(I, J, 2)$
$X 2(I, J, K, 3)=X 3(1, K, 2)$
CONTINUE
NGRID $=1$
WRITE(6,*) NGRID
WRITE (6,*) IMAX, JMAX, KMAX
DO $300 \mathrm{~L}=1,3$
300 CONTINUE

STOP
END

PART D

In order to get the plotting for the multigrid that is created by running the gridstack program, the following commands and input are done by the user.

## Input

Plot3d_3.5:
wa
wa 1, grid 1
Enter I start ([,end],[,inc]):
f
Enter J start ([,end],[,inc]):
Enter K start ([,end],[,inc]):
Line Hidden, Line, or Shaded-Surface:
Enter Color:
Enter Line Type:
Enter Symbol Type :
Enter Symbol Size Factor:
This sequence is repeated but this time the I, J, K value will be different. Also, the color will be different. The input are :

I: Input a
J: Input f
K: Input a
Color: Input green
The sequence is repeated again. The I, J, K, and the color values are :
I: Input a
J: Input a
K: Input f
Color: Input blue
After the last sequence, the solution is plotted by using the pl command. The plot will appear on the screen. The a input represents all of the input file data in the specific direction. The $f$ input represents the first data in the specific direction. The 1 input represents the last data. The different colors are used for checking purpose. We want to make sure that the I, J, K direction are in the proper direction. Also, when the plot appears on the screen, the plot
is checked to make sure that it abides by the right hand co-ordinate system.

The picture of the plot is taken by entering the $T$ command at the prompt. After about 2 minutes, the screen will start to fade. A message "Screen Image is saved in outduct-a" will appear. The outduct-a file is the image file. Plot3d_3.5, by default, creates this file anytime the user uses the T command. The user needs to quit Plot3d_3.5 in order to send the image file to the printer. The quit command for Plot3d_3.5 is : quit.

The user can also enter two lines of comment that will appear on the printout of the image file. The command for this is : $t$. This command is entered at the UNIX prompt not the Plot3d_3.5 prompt. After this, the image file is sent to the printer by entering the ftek command. The syntax for this command is :
ftek name of image file.
The name of the image file is the file that was created by Plot3d_3.5 when the user took a picture of the plot (outduct-a).

PART E
(




APPENDIX?

# OPTIMIZATION OF FORTRAN PROGRAMS WITH APPLICATION TO COMPUTATIONAL FLUID DYNAMICS 

## INTRODUCTION

Anslysis of three-dimensional flow was thought impossible until equations governing the flow of ir, water and other fluids were first published by Glaude Louis M.H. Navier in 1823 and generalized by Sir George C. Stokes in 1840 (Navier-Stokes equations). The mathematics of these equations is too complex to allow an analytical solution in all but the most simple caser; thus, numerical solutions using the most powerful computers (supercomputers) currently available yield the best approximations to the solutions of the Navier-stokes equations. Consequently, numerical analysis and supercomputers have become essential tools in Computational Fluid Dynamics (CFD) for the analysis of complex three-dimensional flows, such as the flow of fuel thrcugh the Space Shuttle Main Engine or the modeling of weather conditions around the earth.

Most computationally intense CFD code is writem in FORTRAN, although most current university curricula for engineers arict scientists either contain no course work in FORTRAN or contain only a single elementary course in the FORTRAN language. Agercies such as the National Aeronautical and Space Administration (NASA) and the Department of Defense (DOD) as well as industry have many large CFD codes which are often run and maintained by engineers and scientists who are lacking the experience or expertise of working with a FORTRAN code of this magnitude. Also, most have had no or very little experience with a supercomputer As most of these users are not trained to modify FORTRAN codes to run efficiently on advanced architecture computers, they ofter have little knowledge or concern for the burden that these large codes place on supercomputer resources. Both the Cray X-MP $\therefore$. the Alabama Supercomputer Center and the Cray X-MP at NASA/Mar. shall Space Flight Center (MSFC) are ex amples of supercomputers which are used to full capacity most of the time.

## BACKGROUND

Many of the large CFD codes in current use by government and industry contain large amounts of FORTRAN written before 1980. At that time FORTRAN code was typicaily developed in a nonstructured fastion using mariy language constructs which are both outdated and extremely inefficient for modern supercomputers with inghly developed compilers. These compilers can overcome some of the inefficiency in the FORTRAN code but leave a great deal of room for improvement by users. On current supercomputers, some mini-supercomputers (e.g. Alliant, Convex, etc.) and even on high performance workstations (e.g. Stardent, Silicon Graphics, etc.). improvemert of the FORTRAN code's efficiency carl dramaticall $\because$ improve performance. Improved performance yields reduced demand on already saturated computer systems, reduced design time for hardware and reduced customer cost for computing resources.

The three most effective means to improve code efficiency are through vectorization, optimization and microtasking. Vec. torization is a process by which a single instruction is made to perform many operations instead of just one. This process is performed by the compiler and greatly reduces the computational time of the code. Modern compilers perform much vectoriaation automatically; however, efficiently written code car greatly enhance the compilor' = effort. Vectorization is one of the most important features of supercomputers and yields the greatest reduction in computationsl time :equired. Optimization refere to the restructuring of the code in such a way that fewer accesect from central memory need to be made and arithmetic operations are simplified, also reducing the computetional time of the code. The large-scale problems requiring supercomputers for their solution are often constrained by insufficient power of two to three orders of magnitude. Modern supercomputer architectures have the potential to deliver an order of magnitude more power if used in an optimal way, thus making optimization of the code very desirable although, because of the inexperience of most code users, it is rarely done. Microtasking refers to the ability of the supercomputer to simultaneously execute segments of a program on diffeerent central processing units (CFUs). Microtasting also produces a code which allows the program to be run even when onily one CPU is available. As additional CPUs become available the microtasked code has the ability to make use of the free cPu(s). Microtasting does not reduce computational time, but cari reduce the wall-clock time required to run the code. This feature is extremely attractive to directors of computer centers who are attempting to make optimal use of the centers' resources. It is are a relatively new feature and little effort has been made to train OFD users on itz uze.

## METHODS

The objective of the work was to develop written guidelines for engineers and scientists to evaluate and improve the efficiency of large scale CFD codes in current use or codes which are under development for future use. The written guidelines were to accomplish three goals:

1) Reduce the number of man-hours required by the user who is responsible for improving the efficiency of a code;
2) Minimize the amount of control processing unit (CPU) time the code requires to run;
3) Optimize the use of multiple CPUs available on the supercomputer (parallel processing).

The accomplishmerit of the objective involved identification of software tool: currently in existence and development of guidelines to aid in the evaluation and restructuring of the FORTRAN code for the user. Cray Research Incorporated (CPI) is currently the only manufacturer of supercomputers in the United States; therefore, all very large CFD codes are developed to be run on a cray computer. Thus, the firzt atep toward accomplishing the objective was to incorporate the software development tools available from CRI into the written guidelines of this project. The current tools available from CRI (FLOWTRACE, LOOPMARK and Autotasking) are not readily used by scientists and engineers since they require study and experience beyond the daily scope of work of the typical user. The written guidelines include instructions on how and when these tools can be used to the greatest benefit.

Before attempting code optimization, it was importarit to identify the most time-consuming portions of code and then concentrate the efforts on these. CRI offers a tool called FLOWTRACE, which generates run-time statistics. Output from FLOWTRACE indicates the total computing time used by the program, the amount of time spent in each subroutine, the percentage of total time spent in each subroutine, the number of times each subroutine is called, and the average time per call. It also produces a calling tree which identifies the calle made at each level of the program. FLOWTPACE was used to determine which ecetions of the code should be investigated for possible improvement so that time would not be spent improving a section of code which had little impact on overall performance.

Another tool available on the CRI line of supercomputers is called LOOPMARK. LOOPMARK examines each inner DO loop in the FORTRAN code and comments as to whether it is automatically vectorized by the compiler; it also prints an explanation for each loop that is not vectorized. Loopmart was used to determine which loops could be restructured to allow automatic vectorization by the compiler.

Autotasking is a tool that is curr aly only available through use of the cf77 compiler. It first vectorizes the inner loop, then breaks up the outer loop, determining which portions can be run in parallel, which variables are private and which are shared, and whether the loop performs enough wort to warrant the overhead incurred by using more than one processor. The additional overhead associated with Autotasking is incurred even if only one CPU is utilized; therefore invoking Autotasking when all CPUs are in use can actually result in an increase in cPU time with no decrease in wall-clock time. At least $65-70 \%$ of the code must be able to be run parallel for Autotasking to be beneficiul in any case. Becaust the program statements zie no longer executed in deterministic order, Autotasking can also produce results different from that of the original code. The user must determine whether these differences are significont.

## OUTCOME OF TASKS

The outcome of this work is a set of written guidelines which will guide the code user through the efficiency evaluation of any CFD FORTRAN code. Thorough understanding of the mathematics and physics in the code will not be necessary to carry out an analysis of the efficiency of the code. Once the evaluatich is done, more guidelines are available to lead the engineer or scientist through an evalustion and modification of the code's level of vectorization and optimization and the use of autotasking. This "tool box" of improvements provides easy to understand and easy to implement modifications to CFD codes which engineers and scientists can use to improve a code without having to know all the details of efficient FORTRAN programming. This set of guidelines will aid any ensineerimg group whose main function is code usage. New candidate codes can be immediately evaluated to determine their efficiency with respect to other codes in current use. Codes selected for use by the engineering group can then be taken through an evaluation/madification phase resulting in less demand on computing resources.

## GUIDELINES FOR EFFICIENCY EVA ATION

Two tools, LOOFMAFK and FLOWTRACE, are availatiz forir Oray Research to assist you in evaluating the zfficichey of your FORTPAr: code. LOOPMARK is run at compiletime; therefore mo additional owerhead is incurred by using it. FlowTRACE areutes at un time, and thus requimes more CPl time than rumning the code without it; however, it provides valuable information that gan save you a great deal of time when trying to impio. the ade' efficiency. LOOPMARK ne FLOWTRACE cin be used either aeparetely or together.

1

```
Compile the code usirig LOOPMARK. LOOPMAFY ;-oduces a dist-
    ing file with each no luop marlod az either sealar or vec-
        torized. Except for outer loope, which esnnot de vector-
        ized, LOOPMARK lists the reasons that a loop is not vectu,..
        ized. To compile your code using LONPMARY, use either
            cft -v msgs filename.f
                    or
                        cft:77-em fillengme.f
                        or
                        cf77-em filename.f
        The following is an erample of output from LOOPMARy:
```


VECTORIZATION INFORMATION

[^0]2. Run the code using FLOWTRACE to determine in which subroutines the most effort should be concentrated. Output from FLOWTRACE indiastes the total computing time used by the program brokem down into the time spert in escri subroutine and the percentage of total time afent in each. It aleo indicates the rumber of times each zubroutire is called und the average time ner eall, and produces a -alling tree which identifies the calling : cutine for wet. Whan ettempting to improve the code's efficiency, you zhould first es shiric those subroutines in which the lagest rereontage of the total tims is =pert. You =hould alao examine ens zubuouting that is called a large number of times. Alhough the per. centage of total time =pent in it may be wmell, inproving a subroutine that $i=$ alled mang times an deareaze the total CPU time "equired to run the code. Flowtrace ain be invoted using either the cft, cft77 or $6 \neq 77$ FOFTFAN compiler by using the followirig compile commande:
\[

$$
\begin{gathered}
\text { fft-reffilerisme.f } \\
\text { cft77-effilename.f } \\
=f 77-F
\end{gathered}
$$
\]

The following is an example of output from FLOWTRACE:


| 15 | getaja | 00111741 a |
| :---: | :---: | :---: |
| 16 | GETXYZ | 00112004 a |
| 17 | RHSSI | 00035550a |
| 18 | MUKN | 00047027 a |
| 19 | MUTRS I | 00063470 a |
| 20 | FLUXR | $00047205 a$ |
| 21 | VFLUX | 00046571 a |
| 22 | LHSSI | 00047747 a |
| 23 | SMATRX | $00061121 a$ |
| 24 | BTRI | 00062361 a |
| 25 | VMAT | 00060621 a |
| 26 | RHSSO | 00040363 a |
| 27 | MUKN | 00047027 a |
| 28 | FLUXR | 00047205 a |
| 29 | VFLUX | 00046571 a |
| 30 | PUTTMP | 00111326a |
| 31 | SRINT | 00045133 a |
| 32 | GETQ | 00111565 a |
| 33 | GETTMP | 00111675 a |
| 34 | MUTRSO | $00077761 a$ |
| 35 | LHSSO | 00054126a |
| 36 | SMATRX | $00061121 a$ |
| 37 | BTRI | 00062361 a |
| 38 | VMAT | 00060621a |
| 39 | CORREC | 00031526 a |
| 40 | PUTQ | 00111216 a |
| 41 | GETQ | 00111565a |
| 42 | GETXYZ | 00112004a |
| 43 | CONVRG | 00031204 a |
| 44 | GETQ | 00111565 a |
| 45 | GETOLD | 00111631 a |
| 46 | INEXS 000 | 028422a |
| 4 | GETQ 0 | $00111565 a$ |
| 48 | GETXYZ 0 | 00112004 a |
| 49 | OUTPUT 000 | 28072 a |

3. LOOPMARK and FLOWTRACE can be invoked simultaneously by using the commands:

$$
\begin{aligned}
& \text { cft - } v \text { msgs filename.f } \\
& \text { cft } 77 \text {-e fm filename.f } \\
& \text { cf77-F -em filename.f }
\end{aligned}
$$

NOTE: It is advisable to run the code after any major changes are made to insure that the output is the same as that of the original code. If several changes are made before the code is run, it can become extremely difficult to determine which change caused the discrepancy in the output.

GUIDELINES FOR VECTORIZAT N
1．A loop containing another loop will never vectorize．Be－ cuse the inncrmost loops än be wortarizad，the sfficiencu of the code uan bo greatiy inf：red by ensuring that the inme：most loof iz executed for the ：rigert mumber of iterge mions．$A$ zection of code containing mested loops with ac －tatemerts between．LS1

E＝ample：$\quad$ oO $101=1,1$
$0020 \mathrm{~J}=1, \mathrm{~m}$
$1020 \%=1, ~ v$

Can a lway be reordered with mu unerected arfact．if other statements oceur withir tho beted loops

Exこmpl气：

the loopz cari still be reordered，but you must be rareful ta move any tatenents in between that may change whet b－ hoppening in the code．

2．An outar loop which is erceuted for four or fewer iter．． tione，ever if vectorized by the compiler，car be ＂unrolled＂，which may significantly decrease the amount of CPI time used．（This is somewhat machine dependent．）The term＂unrolling＂means to repeat that section of the code for aseln itoration，putting in constant＝for the erray subscriptz inctead of wariable rames．

Example：$\quad$ DO $10 \mathrm{~J}=1.2$
DO $10 K=1,1000$
$10 \quad A(J, K)=$ expression
san be urirolleg to produce
$0010 \%=1,1000$
A（1，$\quad$（ expressior
$10 \quad \hat{A}(2, K)=$ expreseion
2．A loop with onily two itergtionz will not be weetoriagd b． the Eompiler and zhould alwoys be＇rirolled．

A．An inmar loop with few iterations may be marbed by ！opfmaris as a＂Ve＂（＝hort vector）loop．In this ease，no benefit can be produeed by uriralling the loop．

5．Any Joop that contsirs a READ or WRITE statement will act
 aミ

$$
\begin{aligned}
& \text { IT DEBUG THEN } \\
& \text { WRITE }(6,1000)
\end{aligned}
$$

will inhibit vectorization ever if the welue of nebug iz set to false. If these $1 / 0$ statemente an tex omitted or moved outside the leop for crample, resdirg in ill the element... of ar array in a eeparate loop before the loop that uses it), vectoriaation can be achieved.
6. A loop that zontains z 0 all to a rubroutine or external uzer-defined function will not vecterize. Most aririrsie functians (SORT, SIN, ete.) are vectorized. md duops aco taining calls to them wre vectorizable. Gome was to foreo vectori=ation are:
a. Use a statement fumetion inatead of all e.terral function call. (NOTE: Be Gure to lool at the adiling treet produced by FLOWTRACE to determine which other subroutires cell this furiction if you decide to eliminmte the function sltogether.)
b. Move the entire subroutine code inte the loof. (NOTE: Be sure to lool it the celling tree mroducect by FLOW. TRACE to determine which other Eutroutine rali this aubroutime if you decide to aliminet: the zubroutine
altogether.)
c. Move the loop imto the subroutine and morte $\because=11$ to it from the criginal subroutine.

This requires more thorough understanding of the wae. and can only be done if the called sutroutime abo. Galled from any other part of the program.
d. Move the call zutaide the main loop and inte abporete loop of ite own. This can only be done if the following Earditions are met:
 variables referenced in the loop.
b. There are no STOP or alterriate PETMPN -tatemerta in the autroutine.
a. The subroutine arguments aro not iriays.
d. Any subioutine called from within this sutroutino
meets these same conditions.
7. A loop containing a backward GO TO will rot eetariz: unlaze it $\quad$ - restructured. Restructurirg : quires anelysi= of ha loop and is acmetimes impossible. When it is poseible, it requires that the loop be rewriteen with forward goto it

\#3).
8. A loop containing an zasigned oo TO will net vectorize and cannot be restructured without rewriting te limimate the ASSIGN statement, which may not hasible without a fror ough, understanding of the code.
9. A loop containing a jump out of the loop besed on un if statement will not wectorize. Thiz car zometimes be rail. ten so that the rest of the loop i= orl: ecouted if the opposite of the IF condidiol iz fut (MTS: The be not always speed up evecution.)

Example: $\quad D 0101=1, N$ =tatements: IF (A. GE. B) GO TO 10 statements 10 CONTINUE
can be rewritten as
DO $10 \mathrm{i}=1, \mathrm{~N}$

- tatemert:

IF ( $A . L T$. E) THEN
statements
ENDIF:
10 CONTINUE
In cases where this simple technique will not wort, there is no easy way to restructure the loop without completer understandirig of the code and $\Rightarrow$ thorough thowledge of popTRAN. Those interested should concult the discussion f stripminirg in A Guidebook to FORTRAN on Supercomputer $\quad$ \%, Johin M. Levesque and Ioel W. Williameon.
10. A loop containing two IF ztatemente witt mutuall acluajue conditions that have acalar variables being updated deperc. ing on which condition is true mill be fiaged by LOOFMAF: as mon-vectorizable beatuse "こcabar aluzz are upd ted than once". The look will ectoidee if it is rewititer using an IF-THEN-ELSE atructure.

Example: $\quad D 010 I=1, N$
statements
If (A .JJE. E) THEN
statement set 1
ENDIF
IF (A EQ. B) THEN
statemerit set i
ENIT 15
10 continue
can be rewiritten as

```
        DO 10 I = 1,N
    IF (A .NE. E) THEN
        Etatemert =et 1
    ELEE
        Eatememt:0t - 
    ENIIF
10 CONTINIE
```

 vectorize. This includes using acalar ju aray ounctant or the right herna =ide of tr. quatioribetore diang it on the
 is the result of s slouletion jowolving anotirei clement af the array with z subacript docremsnted by a constant or an expression.

Example: $\begin{aligned} & \text { EO } 100:=2, N \\ & A(I)=A(I, 1)+\text { areasion }\end{aligned}$
In this case, LOOPMAPK will flag the loop with "E iraurirete


$$
\begin{aligned}
& 100 \text { DO } 100 \mathrm{I}=1, \mathrm{H} \\
& 100 \text { TEMF(!) }-\mathrm{A}(\mathrm{I}) \\
& \text { DO } 200:=2, \mathrm{~N} \\
& 200 \quad A(1)=\operatorname{TEMF}(1-1)+E r み r a t a r .
\end{aligned}
$$

Although thi permits vactorization of the loop, at mat rot befeasitle because of the adoitional memory wobuiramert.

1．If ahe compiler can recogrize inobiant code within fre loop，it can pre－compute it before the loop and store $\because$ te
 Placirg the invailamt portium of oode inside parcmacera a＝s．：the complifr in therecognition piocess．

ExGmple：

$$
\begin{array}{rl}
\operatorname{DO} 10 I & =1, N \\
10 & A(I)
\end{array}
$$

is untimacily writtern as

$$
\begin{aligned}
{[0010} & =1, N \\
A(I) & =(X, Y)=E(I)
\end{aligned}
$$

（MOTE，With the egpobilitias of current rompilere，this bz more fficicnt \＆toñ

$$
\begin{aligned}
& \text { TEMF }=X+Y \\
& \text { DO } 10 \mathrm{I}=1,1 \% \\
& A(I)=E(I)+\text { TEMO }
\end{aligned}
$$

10

2．Subegpressions common to two or more wxpressions eju be computed once and stored in regi＝ters if the compilet i－ gble to recognize them．The compiler＇s effort can be er hanced by placing the－uberpression im parentheses

Exダロト1た：

$$
\begin{aligned}
& A(I)=B(I)+(C(I) * D(I) ; \\
& E(I)=F(I)+G(I) * D(I)): Q(I)
\end{aligned}
$$

Again，thiz i：more officient thar placing the ammen abte preszion in atompory ariable ard using the tomporaty i．

？．If two short boops contain cumon zuberiogesiona and the loops cin be combined without oharijug the meaning of the cocie，do so．This ellows better utilizetion of the compinor＇＝optimiz＝ticn capalilities．

1．Multiplication operetions are 2 ese omputatjoraldy aporiju－
 to multiplication whenever fozeible without losins acourage

Example：

$$
A(J)=E(J) ; 2
$$

becomes

$$
A(I)=S(I) * 0.5
$$


5. Convert floating point exponentiation integer exponentiation whenever possible.

Example:

$$
y * * A .0
$$

becomes

$$
x * * A
$$

Microtastirig can be accomplished automatizslly thoughout the code using autotasting or =alectively by includjug compiler directives in the apecific sections whore microtsetirg is deared. Use of compiler directives to force microtasking vecuires thet the user be thoroughly familiar with the oode. He muat understand the scope of the varizbles iffected by the dode sec +ion snd understand the affects of - LuAltanoout erecution on different oplle. CFI prowidge toolz suct as SPY ond Patfian. U
 compiler directiveg to enforce microtasting smould rifar to the CRI UEE ' C Guide to ef7n.

Autotasking may be imvoked usirig the commard

$$
c f 77-Z P
$$

and men al=o be used im mombination with LOOPMAPG andfor FLOW. TRACE with the commande.

$$
\begin{aligned}
& \text { Ef77-em-Zロ (LOOPMARF; } \\
& \text { of } 77 \text { - } 7 \text { - } \quad \text { (HOWTRACE) } \\
& \text {-f77-em-F-2p (both) }
\end{aligned}
$$

Autoteshing does not always reduce the well-clock time required to run the code because it depends on the number of cplle available, shd abrais reduee the time by $1 / n$, where $n$ is itio total number of cPus, at best. Autotaskimg is more iitely to is ueeful wher running the code at off-peak times.

Be sure to examire all output zfter :unning the code with autotsching, as statements may be executed in á differert order and ragy produce differont results.

## RESULTS

```
    These methods and techmiques were applied to s verrion of a
large OrD code called ROTOR, which wrs obtained from NACM/Mar-
chall Gpace Flight CEnter. This version of POTOF Eontained 31
routines, including the main program. Of these 31, there weig 13
which were called relatively fowtimes ard in whicti 0.01g ar lese
```



```
tines, four were Eumpletel, vectori=ed, includirig oblo awo in
whibti the l-rgegt percertagos of time were ypert, and tode were
```



```
tion werk minarily limitac too 12 of the wubroutirmes.
```

Vectorization emhancement offorts in three of theze zubrou
tires resulted in an increase in the amount of cpu time; the
bargest increase was 8.988 units, with mearimareses of 3.07 ?
urita. The urit time decrease observed in the other zutirautines
ranged from 0.082 to 58.771, with o moen decrease of 11.422
units. When offorts in these aubroutines were exhaustect, the 13
"insignificant" subioutines were also examined and modified. After all modificaticns had been made, the total time for erecution - f the progrsm fropped from 1058.703 to 361.298 uritz, a decres=e of 97.415 units, or $9.2 \%$.
E.gmination of each zubroutine revealed that no ode oftimi zation could be performed.

The code was compiled and run with the autetashing fostite enebled. The value for output parameter DRIMAX differed from the output of the original code in the ninth decimel place, and that for DaDMax ir the aixth decimal place. Inlet and arit an ation results iffered from those obtiined from the ariginal ersion of the code ar follows

| Parameter | DEcimal place |  |
| :---: | :---: | :---: |
| ROINL | 12 |  |
| PIINL S |  |  |
| PVIPIL |  | 2? |
| PWINL |  | 2. |
| PSINL |  | 12 |
| FTINL |  | Hoc - : intiont |
| ROEXT |  | 8 |
| PSEXT |  | 9 |
| PTEXT |  | S |
| Velocity |  | 9 |

The user must determine whether thest differences are signifiGこのt.

APFEnDIY

## Implementation of Equilibrium Chemistry

## 1. Introduction

The knowledge of chemical zquilibiium compo.itione of chemianl unetom pzata ane to cileulate theoretical thermody Mamic properties for the system. These propertiaz coi be opplied to a wide varioty of ;ololens in chemiotry and propulaion angineer.
 such as bompressors, turbinaz, mozales, angines, aroct tube=, heat axchangers, and processirg aguipment.

Corsidergule numerical calculations are necessary to obtain
 resulted in a number of digital computer programu to to the calculations. A computer program (CEC, 1) written st NASA Lewis Resestch Conter in 1261-1962 has had a wide acceptance. However, in calculating the fazt themical abotana in large-scale and

 chemjetry zolver to be imolemented ir, CFr zodes. These are the computational efficiency and the religbilit. the minin objevtive of the present study is to implement mid modify the existing equilibrium chemistry solver to meet these requiremeries.

To improve the reliability, the equilibrium solver with the free energy mirimization procedur iz aelected. Chamical equilibrium is usually described by cither of two equivalent formulations - Equilibrium uonstants or mimimiaation of fice energy. In comparison with Gibb's free erergy minimization method, the equilibrium constant methud has seversl disadvartagez which are more bootteepirg, mumeriasl cifficulties with use of chemical components, and more difficulty in testimg for presence of some condensed geceies. Fupthermor, the oiblas fyee energy most easily mirimizad. For these resago, the free-eriergu, minimization formblation iz uこed.

The primary requirement of an equilibrium aslver ira a large finite - difference oode ig that t befost A tyricol rum of
 equilibrium problem to be jolved zbout a nillion timez Typicelly, the speed of an algorithm in solving a angle protlem is measured in milliseconde. Eech extrg milliseannd requirsd by the solver will tiraslate inte about 1 ? addjtionzl mimutes ef computer opu time. To improve the efficianey iry torna of computimg time ard bonvergerise, the preaent wquilibribm chenizery
 speed of Gaus: Siedel method ard the conergence of Newton mett. od.

## 2．General Progr ،Features

The fresert aquilibrium ocde（ADAFT）ths the functionall， －imilar features with other existing whilit：jum alvor：：aert the adaptability ith the multidimenzional GFD asdes．ADAFT solution procedure using ciblin frec energe minimizeitar technique provides useful options aither a zompletecombustion ecuilibrium model or 三 full equilitrium mades，im whith the full
 $\therefore$ obtained at ach giod point with the ziven pieazure arid arthalpy

In gencrul，the ADAFT code prouslas a zomputer－oriented methematicul model of the mamjet combuntar anemabule which Gan be used to estimate the performance of jivir ramjet design and to parametricslly eveluate the effocta of changer in the desigh on combuster and noz＝le performance．It io written with rumeroue user options to zllow consicleration of a rumber of potcntial combustor and noz＝1：lesigne，including provizion for fut injee． tion ir liquid from the wElle ui instream rus jnjectors．Multi－

 procedure are＝ummarized as tellow＝：
－）avaluatins initial prof：le data for the toperatat oriables for which dete hare been input．oompute element mose fractions from the species mass fractions input．Extract from memory the necessary thermocyramic deta for each of the opecies included．In general，iritisilize the calculation．

2）perform equilibrium calculation at given unthalfy，preseure， and clement mass fractions to obtain species．

E）ottain all other profile imformation，a．g．density，zpagific


A）tetrmine the＝hange in the convectior，znd turbulent diffusive foress through mesu low solutjor of the gowerning equations by uang OFD obde＝
z）return to atep（t）．

## 3．Validation of Present Equilibrium Chemistry Model

Tc $\quad$ alidute the presemt equilibrium chamiztry godel，the こうint Ghemistry results of ADAPT are compared with GEC results．
 conciderad in ADAFT while 58 Epecies are conuidered in CEC．The zelected condition，$\dot{=}$ atoichiometric．The mumerical rosulta of ADAPT and CEC ire tumailizd ir Table a and Table ？．The flame



```
2, overell agl ment ror flame temperatu and species mole
fractions are satisfactory. Im F/H case listed in Table 1, the
deviations in flame tempersture ard species mole fractionz are
```





```
ally more efficient. than OEC. E=pecisily for T/P cass, ADArPT is
roughly four times fastar ther cec. These numerigal rezults
inc!icate that ADAPT cam bomdja the Gomfler equilibrium chemistry
protleme with the 1imitad fartigiqeting oremical gpecibeg anct the
computationcl afficismcy.
```


## 4. Conclusions

Numerical resulte of the prosent squilibrium shemistry code
 resulte indiucte that the presert equilibrium solver aan handle the comple a quilibrivn $\quad$ beni.ity problems with the limited participating -Hemicul pasizs and the computational afficiericu. The future worke include the implememtetich of ADAPT zquilibrium aode in cob codes auch is FDHE stad MAST.
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Table 1
temperature
Comparison of CPU time,
predicted flame and species mole fraction for

|  | CPAY -XMP <br> CPU time (sec) | $\begin{aligned} & \text { Flăme } \\ & \text { temp. }\left(O_{K}\right) \end{aligned}$ | Mole $\mathrm{H}=\mathrm{O}$ | $\begin{array}{r} =c t i o n \\ \mathrm{CO}_{2} \end{array}$ |
| :---: | :---: | :---: | :---: | :---: |
| Present Code | 0.059 | 2219.8 | 0.14298 | 0.10057 |
| CEC <br> Code | 0.070 | 2218.0 | 0.14295 | $0.1003 \%$ |

Table 2. Comparison of cfu time, predicted flame temperature and species mole fraction for T/P condition

|  | $\begin{aligned} & \text { CRAY-XMP } \\ & \text { CPU time (sec) } \end{aligned}$ | $\begin{aligned} & \text { Flame } \\ & \text { temp. }\left(O_{K}\right) \end{aligned}$ | Mole F $\mathrm{H}_{2} \mathrm{O}$ | $\begin{array}{r} \text { ction } \\ \mathrm{CO}_{2} \end{array}$ |
| :---: | :---: | :---: | :---: | :---: |
| Present Code | 0.018 | 2218.0 | 0.14299 | 0.10058 |
| $\begin{array}{r} \text { CEC } \\ \text { Code } \end{array}$ | 0.068 | 2218.0 | 0.14236 | 0.10038 |


[^0]:    **:* Loop starting at line 124 was vectorized
    ** **: Loop starting at line 128 was vectorized
    *** ** Loop starting at line 133 was vectorized
    **: ** Loop starting at line 139 was not vector the loop contains input/output
    *** **: Loop starting at the loop contains input was not vectorized because
    input/output operations the loop contains ine 151 was not vectorized because the loop contains input/output operations the starting at line 160 was not vectorized because the loop contains input/output operations Loop starting at line 164 was not vectorized because **: ** Loop starting contains input/output operations the loop contains line 169 was not vectorized because
    ** :* Loop starting ains input/output operations
    *** *: L Loop starting at line 176 was vectorized the loop contains ane 233 was not vectorized because

