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SUMMARY

In this study, the program named FANS-3D (Finite Analytic Numerical Simulation - 3
Dimensional) is presented. FANS-3D was designed to solve problems of incompressible fluid
flows and combined modes of heat transfer. It solves problems with conduction and convection
modes of heat transfer in laminar flow, with provisions for radiation and turbulent flows. It can
solve singular or conjugate modes of heat transfer. It also solves problems in natural convection,
using the Boussinesq approximation. FANS-3D was designed to solve heat transfer problems
inside one, two and three dimensional geometries that can be represented by orthogonal planes in
a Cartesian coordinate system. It can solve internal and external flows using appropriate
boundary conditions such as symmetric, periodic and user specified.

INTRODUCTION

The program FANS-3D solves one, two and three dimensional fluid flow and heat transfer

problems that involve conduction and convection modes of heat transfer in incompressible
laminar flow, with provisions for radiative heat transfer and buoyant and turbulent flows. It also

solves problems in natural convection using the Boussinesq approximation. Using this feature,

the program may also solve mixed natural and forced convection problems. Furthermore, it can
solve individual modes of heat transfer as well. The program FANS-3D solves any geometry
that cambe represented by orthogonal planes in a Cartesian coordinate system. The program can
solve internal and external flows using appropriate boundary conditions such as symmetric,
periodic and user specified. The program is designed to have the same performance in all

directions, in this way, any problem can be solved in the most convenient orientation.
The program FANS-3D is based on the 19-point Finite Analytic Method. It uses the

SIMPLEC iterative method suggested by Van Doormal and R£thby (1984) to solve the coupled

Navier-Stokes equations. The discredzation of variables is done following a new staggered grid
layout. The resulting system of algebraic equations is solved by different methods, including
ADI, SSOR and Conjugate Gradient.

The program has two modules; a graphics and a computational. The graphics module,
named GRAPH3D, was written in FORTRAN 77 for Apollo workstations. This program
displays the geometry of solution and the results in the three-dimensional space. These are
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presented in the form of velocity vectors, profiles, and color contours with shading of any

variable. These _aphic results can also be sent to monochrome and color printers.

The computational module of the program is divided in two parts. The first, which is

accessible to the user, should be modified according to the problem. The second part is fixed

and does not require user intervention. These two parts must be bound together to create the

computational 'run' file. Both parts of the computational module are written in standard

FORTRAN 7"/language. In this form the program can be easily ported to almost any machine.

THE STRUCTURE OF THE PROGRAM FANS-3D

As mentioned above, the program FANS-3D is based on the 19 Point Finite Analytic

Method. The basic idea of this method is illustrated here. Details of its derivation are given by

Bravo et. el. ( 1991 ). This method is derive for the general transport equation

¢= + 0>._+¢= =D ¢,+ 2,4 ¢_ + 2B 4_y+ 2C 4_:-S h (l)
using the anal_c solutions of simplified forms of it. To start, this equation is first locally

iinearized in the three-dimensional element shown in figure 1. To this effect, the coefficients A,

B, C, D and the source term S are assumed constants and equal to their values at the center of the

element, i.e.

¢= + ¢,a. + 0= = Dx,¢, + 2Az,0_ + 2BD0,, + 2Cz,¢_ - Sz, (2)

The p subindices mean that these coefficients are considered constant inside the element and

equal to their va.lues at the center 'p'. For example, if ¢ is the u velocity component in a laminar

flow and P, the Reynolds number, then Ap = Ru)/2, Bp = Rvt/2, Cp = Rw_/2, D = R and Sp = -P,P,.

Equation (2) is then solved in the planes x=0, _ and z--0 and shoxt'n in figure 2. These

two-dimensional solutions are combined to obtain the three-dimensional 19-point finite analytic

scheme. Details of this process are given by Bravo et. el. (1991).

The solution of the coupled Navier-Stokes equations present an additional inconvenience;

there is no clear equation for pressure. To solve this problem many methods have been

developed. Notable examples are SIMPLE (Semi-Implicit Method for Pressure Linked

Equations) of Patankar and Spalding (1972), SIMPLER (Patankar, 1980), $1MPLEC (Van

Doormal and Raithby, 1954) and PISO (Issa et. el., i986). Most of these methods are generally

known as pressure correction methods. The program FANS-3D uses the SIMPLER and

SIMPLEC methods. The discretized system of equations when used with the Finite Analytic

Method can be found in the works of Bravo (1987) and Aksoy (1989).

Another major difficulty in the implementation of the numerical schemes to incompress_le

fluid flow problems is the choice of a proper computational grid. C]early, it would be beneficial

if'one could discredze the governing equation using a grid system that places all the flow

variables, scalar and vector, at the same physical location. Unfortunately, the use of such a

nonstaggered grid system gdth a primitive variable formulation of the incompressible equations

has been shosx_n to produce nonphysical oscillations in the pressure field (Patankar, 1980). A

remedy to this problem is the use of a staggered grid system; first introduced by Harlow and

Welch (1965). This grid distribution was used successRdly in many codes and it is still the most

prevalent grid arrangement. There are many advantages of this type of staggered grid

arrangement. For a typical control volume, this discretized continuity equation contains the

differences of adjacent velocity components. The discretized gradient of pressure in the

momentum equation also contains adjacent pressure values. This arrangement prevents the

occurrence of a wax-y pressure and velocity fields in the numerical solutions. In the staggered
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occurrence of a wavy pressure and velocity fields in the numerical solutions. In the staggered
grid arrangement, the pressure difference between two adjacent grids becomes the driving force
for the velocity component at the cell face between these grid points. Besides, the mass flow
rate across each cell can be calculated without any interpolation for the relevant velocity
component. The staggered arrangement of the grids also eliminated the need of specifying the
pressure boundary conditions on the walls.

However, the staggered grid arrangement has its disadvantages too. In this arnmgement,
there are two distinct cells for the application of the finite analytic method to the
two-dimensional momentum equation as shown in figure 3. This implies the need to evaluate

two sets of finite analytic coefficients. In the thr_mensional problems three sets of
coefficients must be evaluated for the momentum equations, one for each velocity component.
This increases the CPU cost and memory requirement. The ca_ of staggered grids also

increases the difficulties in programming since different geometries parameters must be used for
each grid.

To solve these problems R.hie and Chou (1983) introduced a non-staggered grid
arrangement. In their method all variables are evaluated at the same location, the center of each

control volume. The pressure gradient in the momentum equation is still evaluated by
subtracting the pressures between two non-adjacent nodes. However, to compute the continuity

equation, new velocity components on the volume faces are evaluated. These velocity

components are obtained by an interpolation scheme based on the momentum equation. This
method apparently devised by l_ie and Chow (1983) was further study by Miller and Schmidt
(1988). They called it the pressure-weighted interpolation method (P_Ilv0. They report that
the PWIM scheme predicts physically unrealistic velocities in regions of rapidly varying

pressure gradients.
The first successful application of a non,staggered grid arrangement to the finite analytic

method was done by Aksoy (1989). Their method, called MWIM (Momentum Weighted
Interpolation Method), is similar to the 6riginal Rhie and Chow (1983) PWIM method, but with
a different interpolation scheme. The advantages and disadvantages of MWIM are similar to the

PWIM method. There is only one set of FA coefficients to be evaluated for three-momentum
equations, reducing memory and computational time. However, using this method, unrealistic
velocity components are also obtained in regions of strong pressuregradient. This problem is
specially severe in coarse grid calculations.

To overcome the problem mentioned above, for the staggered and non-staggered systems, a

new scheme is used in the program FANS-3D. In this new scheme, a staggered grid system is
used, but only one _et of coefficients is evaluated. This method uses the staggered grid
arrangement, but it also uses the main concepts of the MWIM and PWIM methods. The new
scheme evaluates only one set of coefficients at the center of each control volume (see figure 4).
The FA coefficients at the nodes of the velocity components are obtained by linear interpolation
of the coefficients obtained at the centers of the control volumes. Details of this derivation are

given by Bravo (1991). This method was fully tested and it is the method used in FANS-3D.
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SOME APPLICATIONS OF THE PROGRAM

Con iugate Heat Transfer in Laminar Flow Between Parallel Conducting Plates (Extended

Gratz Problem)

The geometry of the problem is represented in figure 5, where fully developed flow

between two infinite parallel plates is moving from ie/_ to right. The domain has a total length

of 10H with inlet height of H. The parallel plates have a thickness equal to 0.SH and are kept at

constant temperature 7", on their external surfaces. The flow enters at uniform temperature T/

The conductivities of the solid and fluid are k, and kr The conductivity ratio R k ffi k/k/

determines the temperature in the solid fluid interface. If the conductivity ratio Rt is very high,

the temperature on this interface is very close to the external surface temperature 7'.. In this

case, the problem is reduced to the original Gratz problem (Bravo, 1987). In general, the

distribution of temperatures is determined by the peeler number Pe, and the conductivity ratio

R t •

The Gratz problem, when the temperature on the solid fluid interface is kept constant, was

solved analytically by Prins, Mulder and Schenk (1949) and later nun_erically by Bravo (1987).

The solution for the general conjugate heat transfer problem was later obtained by Mori,

et.al.(1989). To solve the conjugate heat transfer problem, Moil et.al.(1989), represented the

interfacial temperature distribution by infinite power series. They solved the governing energy

equations for the solid and fluid domains using this temperature distribution as boundary
condition. The Nusselt numbers, obtained by this procedure, were also presented in the form of

infinite series. The major sources of error in their analysis are the truncation error during the

evaluation of this infinite series and the simplification of the energy equation in the fluid flow

domain. They assumed negligible diffusion in the longitudinal direction.

To compare with the results of Mori et.ai, a Peclet number of 500 was selected. Four grid

sizes of 10x3xg, 20x3x20, 40x3x40 and 80x3xS0 along the x, y and z directions respectively

were used. Insulated boundary conditions were applied on the solid inlet and outlet boundaries.

The outlet boundary condition for the flow domain was considered fully developed or dT/dx =

0.0.

The dimensionless temperature, for this problem, is defined by

0 = T- T_ (3)
Tf-T_.

With this definition the dimensionless external surface temperature 0w is equal to 0.0 and the

dimensionless inlet temperature Of equal to 1.0. The local Nusselt number Nu, is defined by

NUx = H qf (4)

kf(Tyo- T,.)
where

q/= heat flux at the solid fluid interface

T_ ffi temperature at the solid-fluid interface

7,, = external constant surface temperature

7/-- uniform temperature of the incoming fluid
ln]_

7, = mixed mean temperature defined by 7",. - Ju_
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With qf = -k/'_-_, and using the inlet height H as reference length, equation can be reduced to

its dimensionless form
-1

Nu. = e/o- o/. (5)

]'OUdA
where e f,, = f-'b"_--' efo the dimensionless interface temperature and n* the dimensionless

normal.

The program FANS-3D finds the temperature 0 at each nodal point. The Nusselt number

is evaluated from this temperature distribution and equation (S).

Figure 6 compares the Nusselt number obtained by the program FANS-3D with the values

obtained by Mori et. al. (1989) and discussed above. For the conductivity ratio R t = 1.0, there is

an excellent agreement be_,een the results of Mori et. al. and the one provided by the program

FANS-3D, for x values over 0.2. Below x = 0.2 the values given by Mori et. al. are under the

ones given by the program FANS-3D. Theoretically, the Nusseh number at the entrance must

go to infinity, which is correctly reproduced by the program. The lower values given by Moll

et. al. are probably due to the simplified version of the energy equation used by them, which did

not contain the diffusion term along the x direction. The Nusselt numbers for R, equal to 100.0,

1000.0 and infinite are very close, indicating that for R t over 100.0 the conjugate heat transfer

problem behaves as the original Gratz problem. Theses values of the Nusselt number agree also

quite well with the corresponding ones given by Mori et. a1.(1989). They also coincide with the

values computed by Bravo (1989) using the 9 point two-dimensional Finite Analytic method

(these values are not shown in the figure). The program FANS-3D provides results that are

reasonable and agree quite well with previous computations.

Conlugate Heat Transfer in a Compact Heat Exchanger

Another application example of FANS-3D is the compact beat exchanger shown in figure

7(a). This compact heat exchanger is similar to the class of compact heat exchangers known as

offset-fin heat exchangers (Kays and London, 1984). To solve the complete compact heat

exchanger is beyond the capacity of any computer, and a simplification is required. The flow

between the finned plates is three-dimensional and very complex. The solution of the heat

transfer problem is aggravated because of the conducting fins. The problem is a three-

dimenmonal conjugate heat transfer problem. To obtain a solution to the problem we use the

concept of fully developed flow extended to these geometries (Patankar, Liu and Sparrow,

1977). In this case, the velocity, a reduced pressure and a reduced temperature field become

periodic after some entrance length. The reduced temperature is defined by

e(x,y.z) = Tw (6)
where T_ is the bulk temperature at any longitudinal position x. This situation is similar to the

flow inside ducts of uniform cross section (Chapman, 1987). In this case, the shapes of the

temperature profiles at successive su'eamwise locations separated by the periodic length L are

assumed similar. Using this idea, it is possible to simplify the geometry of this problem and

reduce the computational domain to the one represented in figures 7(b) and 7(c). An enlarged

view of this small domain is shown in figure 8. The temperature in the front and back walls are
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assumed constant and equal to Tw. The separation between the parallel plates is considered the

reference length equal to L. The position of the fin and its dimensions are given in the same

figure. The flow enters the domain in right hand side and leaves the domain in the left hand

side, as shown by the arrows. The top and bottom surfaces are planes of symmetry.
Assuming constant properties, the temperature field and velocity fields are decoupled and

their solution can be obtained independently. The governing equations for fluid flow are of the

same type of the standard transport equation (l) and the program FANS-3D can be used without

any modification.

To solve for temperature we define a new variable C given by

C(x,y,z) = T(x,y,z)- T,,.
Tbi- Tw (7)

where Tb, is the inlet bulk temperature and T,, the external wall temperature. Using this

definition and equation (6), the profiles of the dimensionless temperature at the Coat the outlet

and C_ at the inlet are of similar shape with the outlet condition being a constant times the inlet

condition, or

Co = C,(<_,) (8)

where Cbo is the bulk exit temperature. To determine the profiles of temperature at the inlet and

outlet, an iterative procedure is required. We start assigning the temperature at the inlet

Ci(x,Y) = _bb_= 1.0, then the temperature on the outlet Co is obtained by solving the governing

energy equation. Using the values of Co on the outlet the constant C_ is calculated by

numerical integration at the outlet boundary. Finally, the temperature at the inlet C_ is updated.

This process is repeated until convergence is attained. All these steps are automatically

performed by FANS-3D.

Figure 9 shows profiles of velocity component u along the y and z directions at the inlet

and outlet planes, as obtained by the program FANS-3D. In this figure we can recognize the

periodicity in the velocity distribution and the three-dimensional character of the flow. The flow

not only moves up and dov,'n due to _e presence of the beam, but also moves to the left and to

right.
Figures 10(a) and 10(b) show the temperature profiles at three locations, at the inlet, on the

beam and at the outlet. In these figures we can observe that the minimum dimensionless

temperature C is located on the lateral walls. The maximum temperatures are on the plane of

symmetry. The temperature inside the fin, also shown in this figure, is almost constant in each

cross section, but increases towards the center between the plates.

To study the effect of the fin, the pressure drop and the rate of heat transfer in this geometry

can be compared with the ones for a fully developed flow between parallel plates. For example

the pressure drop in the element of the heat exchanger, as computed by the program FANS-3D,

is equal to -0.4565. For the equivalent situation, but without the fin the pressure drop is only

-0.1200. Therefore, the increase in pressure drop due the fin is 280%.

The total increase in energy content, when the fluid moves from inlet to exit is given in

Table 1. This table shows the energy increase in the element of heat exchanger for water and air

and compares it with the one in a fully developed flow between parallel plates. The effect of the

fin is an increase in the global rate ofheat transfer of 68.7% for water and 54.2% for air. An

additional computation with an infinite conductivity of the solid showed a less than 0.2% change

in the rate of heat transfer. Thus, to improve the design of the compact heat exchanger, it is
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possible to reduce the thick.ness of the fin without significantly affecting the rate of heat transfer,
but reducing the pressure drop. Furthermore, the analysis in the temperature distribution shows
that an staggered distribution of fins can be more effective than the regular one.

Conjugate Heat Transfer in Electronic Modules

In this section, the combined effect of convection, and radiation heat transfer is studied in
an array of electronic chips displayed in figure 11. The chips are cooled by a radiatively
non-participating gas flowing inside the passage. The program FANS-3D and the subroutine
ANDISOR4 (Sanchez, Smith & IC,'ajewski, 1990) were used to study the problem. The

three-dimensional convection part of the problem was solved using the 19-point Finite Analytic
Method and the radiation analysis using the discrete ordinates method (Sanchez, Smith &
K.rajewski, 1990). Results showing the effects of convection alone, combined radiation and
convection, and the presence or not of a radiatively participating medium are presented.

To simplify the solution fully developed periodic flow is assumed (see discussion for the
previous problem). Using this concept of periodicity along the x direction and considering some
of the planes of symmetry, the problem can be reduced to the element represented in figures
1l(b) and 11(c). The dimensions in centimeters ofthis element are given in figure 12. The fluid
flow is in the positive x direction. The planes at y=0.0 and at y=1.5 are considered planes of
symmetry; and the top and bottom walls are adiabatic. The inlet temperature of the fluid is
considered equal to 305 K and the temperature of the blocks constant and equal to 320 K. All
surfaces are assumed black. The fluid is considered radiatively non-participating transparent gas
(air) with constant properties. The flow is considered laminar.

The Navier-Stokes equations are decoupled from the energy equation and the fluid field can
be solved independently. The solution was obtained using the program FANS-3D with the

19-point Finite Analytic method. Once this solution was performed, the energy equation was
solved using the same method explained above for the compact heat exchanger. The coupling
between radiation and convection is done through energy balances on the walls. The existing
radiativetransfercode,ANDISORD4 (Sanchez,Smith & Krajewski,1990),was usedtosolve
forradiation.An S-8implementation(gOdiscretedirections)ofthediscrete-ordinatesmodel is

applied.Althoughnotrequired,thegridsfortheflowand radiationmodels areidentical.When

themedium isnon-participating,thedivergenceoftheradiativeheatfluxvectorvanishes,and

theu-ansportand radiationmodel become explicitlydecoupled.Implicidy,however,thetwo

models areinterdependentthroughthete,mpemture fieldand thewallhem fluxes.
The results for'the flow field computation are shown in figures 13 through 14. The

velocity profiles for the u component are shown in figure 13 at two locations, at the inlet and the

center between the blocks. From these figure, we can appreciate that the velocity between the

blocks and the upper plate is similar to the velocity between two plates, or PoiseuiIle flow. For
Reynolds number of I00 the velocities between the blocks are quite small. Figure 14 displays

velocity vectors on the back plane of symmetry. In this last figure, at the center of the blocks, the
flow is rotating counterclockwise. Figure 15 show velocity vectors on a plane located between
the b]ocks in the x direction. This figure shows that some fluid is entrained from the top of the
blocks and is transported to the lower sides.

Profiles of dimensionless temperature _ on three different planes are shown in figures 16
and 17. The temperature of the blocks is zero and the bulk inlet temperature is equal to one.
Figure 16 shows these profiles when convection heat transfer alone is considered. As we expect
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the profiles are perpendicular to the top and bottom insulated plates. In this figure we can also

appreciate that the fluid moving between the blocks has a temperature very close to the

temperature of the blocks. Specifically, the fluid near the bottom wall has almost the same

temperature of the blocks. The maximum dimensionless temperature (coldest dimensional

temperature) is on the top insulated wall.

Figure 17 shows dimensionless temperature profiles when convection and radiadon are

included. The temperature profiles are quite different from the ones discussed in figure 16. The

maximum value of the temperature is in the center region between the top plate and the blocks.

The top and bottom plates have an intermediate temperature between the temperature of the

blocks and the temperature in the center region. The higher temperature of the top plate and the

lower temperature on the bottom plate, compared with the convection case alone shown in

figures 16, is because of the radiation effect. The top plate receives a net radiation coming from

the blocks and the bottom plate. Because this plate is insulated, this arriving net radiant energy

is dissipated by convection, which is indicated by a positive slop of the profile at this point. The

_b profile has a maximum in the center region and decreases as we move closer the bottom plate.

However, close to the bottom plate this profile increases again. This increase indicates that heat

is transfer by convection from the fluid to the bottom wall. Because this wall is insulated, the

same mount of energy is irradiated to the top wall.

An energy balance when convection-radiation heat transfer was considered shows an

increase on the rate of heat transfer of 49.1% compared with the computation considering only

convection heat transfer. In this problem then radiation is a very important and must be

considered.

This final problem of electronic modules is an example of a three-dimensional

conduction.convection-radiation heat transfer problem. Although conduction was not explicitly

discussed, the problem was solved assuming infinite (10 3°) conductivity in the blocks. In this

situation the blocks assume a constant temperature everywhere resembling an isothermal body.

The convection and convection-radiation results show the potential of the program FANS-3D in

the simulation of complex three-dimensional problems that include all modes of heat transfer.

CONCLUSIONS

This study shows the solution of complex three-dimensional problems that included

conduction convection and radiation modes of heat mmsfers with the application of the program

FANS-3D. The stufly of these problems also shows different types of boundary conditions from

the simplest boundary when the values of the variable are assigned on the boundary, to

symmetric and periodic boundaries. The solutions were presented in the form of vectors and

profiles given by the graphics part of the program FANS-3D. This g,aphic program also

displays contours that include shading. The difficulties in reproducing these colors do not allow

the inclusion of these pictures in this work.
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Table l Comparison Between Energy Increase in the Element of Heat Exchanger
and Energy Increase in Flow Between Pandlei Plates

, , Lr S

Water
ii It ii i ii [ --

1.76

I

Air
I

0.704
, ,i

k(W/mOC) 0.6775 31.27x10 "3

AEwith rm/Cl 0.07075 0.15658

AEparallel plale_/C l 0.04194 0.10157

Inc. % 68.7 54.2

Z

Figure 1 Finite Analytic Element Figure 2 19-point FA Method
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Figure 3 FA Cells in a Staggered Arrangement

iv.

-Figure 4 Evaluation of FA Coefficients
in the New Method
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Figure 6 Local Nusselt Number at Different Locations
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Figure 7 Heat Transfer Analysis in a Compact lie.at Exchanger -
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Figure 8 3-D View of the Element Shown in Figures 7

(b) and (c) of a Compact Heat Exchanger

Figure 9 Profiles of U Velocity Component on the
Inlet and Exit Planes. 3-D View
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(a)

(b)

Figure lO Temperature Profiles on Three Difl'erent Planes
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Figure 12 Domain of Solution of the Eleeu'onic
Components Shown in Figure 11
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Figure 13 Profiles of Velocity Components U
3-D View

202



Z

at;Sa*'-''hd

-..o .......

........... d

I ....

Figure 14 Vc]ociW Vcctors on Plane of

Symmetry y = 0

I . .....:._
o'°O°'. _ i

"::":':'_

, .1. 4" ,4- .,I- ÷ + .(-+i.f.i,l_.

- I lfflllll

I IIIIIIII
I I1111111
I IliillU
I IIIIIII1
I IIiiilll

,.1..'. _J L
: ; ,,,,q'

I I" I '1 _'

* s I I | | *

• • S t I, ** •

:_ : _- : : .".p:':...:y

Figure i 5 Velocity Vectors on Plane x = 1.5

203



!

.'r

Figure 16 Dimensionless Temperature Profiles
Conduction-Convection Problem
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